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1.1 INTRODUCTION®

Antennas are key components of any wireless communication system.!? They are the
devices that allow for the transfer of a signal (in a wired system) to waves that, in turn,
propagate through space and can be received by another antenna. The receiving antenna
is responsible for the reciprocal process, i.e., that of turning an electromagnetic wave into
a signal or voltage at its terminals that can subsequently be processed by the receiver. The
receiving and transmitting functionalities of the antenna structure itself are fully char-
acterized by Maxwell’s equations and are fairly well understood.> The dipole antenna
(a straight wire, fed at the center by a two-wire transmission line) was the first antenna ever
used and is also one of the best understood.'? For effective reception and transmission, it must
be approximately A/2 long (A = wavelength) at the frequency of operation (or multiples of
this length). Thus, it must be fairly long (or high) when used at low frequencies (A= 1 m at
300 MHz), and even at higher frequencies (UHF and greater), its protruding nature makes it
quite undesirable. Further, its low gain (2.15 dB), lack of directionality, and extremely narrow
bandwidth make it even less attractive. Not surprisingly, the Yagi-Uda antenna (typically seen
on the roof of most houses for television reception) was considered a breakthrough in antenna
technology when introduced in the early 1920s because of its much higher gain of §-14 dB.
Log-periodic wire antennas introduced in the late 1950s and 1960s and wire spirals allowed
for both gain and bandwidth increases. On the other hand, even today high gain antennas rely
on large reflectors (dish antennas) and waveguide arrays (used for many radar systems).
Until the late 1970s, antenna design was based primarily on practical approaches using
off-the-shelf antennas such as various wire geometries (dipoles, Yagi-Uda, log-periodics,
spirals), horns, reflectors, and slots/apertures as well as arrays of some of these. The antenna
engineer could choose or modify one of them based on design requirements that characterize
antennas, such as gain, input impedance, bandwidth, pattern beamwidth, and sidelobe
levels (see References 4 and 5 for a description of these quantities). Antenna development
required extensive testing and experimentation and was, therefore, funded primarily by
governments. However, in recent years, dramatic growth in computing speed and develop-
ment of effective computational techniques for realistic antenna geometries has allowed for
low-cost virtual antenna design. Undoubtedly, the explosive growth of wireless communi-
cations and microwave sensors, microwave imaging needs, and radars has been the catalyst
for introducing a multitude of new antenna designs over the past decade and an insatiable
desire for using modern computational techniques for low-cost designs. Requirements for

*Heinrich R. Hertz was the first to demonstrate the generation of radio waves at UHF using a gap dipole in 1885—
1886 at Karlsruhe University (Germany). Hertz was able to detect radio waves 20 m away using a high-voltage
electrical spark discharge to excite the dipole gap. From recorded conversations, Hertz did not seem to understand
the impact of his experiments, but instead did it as a validation of the newly developed Maxwell’s equations. Within
ten years, Tesla at the Franklin Institute in the U.S., Marconi in Bologna, Italy, Popov in Russia, and Bose in India,
demonstrated wireless telegraphy. In 1892, Tesla delivered a widely distributed presentation at the IRE of London
about “transmitting intelligence without wires,” and in 1895, he transmitted signals detected 50 miles (80 km) away.
Concurrently, in 1894 Bose used wireless signals to ring a bell in Calcutta, and Popov presented his radio receiver
to the Russian Physical & Chemical Society on May 7, 1895. Marconi is certainly considered the key individual for
his contributions to the commercialization of radio waves, and he received the Nobel prize for his work in 1909.
Nevertheless, Marconi’s widely advertised first radio wave transmission experiment was in 1895, and his British pat-
ent application in 1897 was preceded by that of Tesla. A culmination of Marconi’s experiments was the December 12,
1901, trans-Atlantic radio wave transmission of the Morse code for the letter S. The success of this experiment is often
disputed, possibly due to strong atmospheric noise during the time of the experiment, but by the 1920s the U.S. had
hundreds of radio stations, and in 1922, the BBC began transmitting in England. Subsequent development of radio
detectors, vacuum tubes, and the tiny transistor in 1947 played a critical role in the practical everyday use of radio
waves for communication and wireless transmission of information.
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conformal antennas (non-protruding) for airborne systems, increased bandwidth require-
ments, and multifunctionality have led to heavy exploitation of printed (patch) or other
slot-type antennas* and the use of powerful computational tools (commercial and noncom-
mercial) for designing such antennas.

Needless to say, the commercial mobile communications industry has been the catalyst
for the recent explosive growth in antenna design needs. Certainly, the past decade has seen
an extensive use of antennas by the public for cellular, GPS, satellite, wireless LAN for
computers (WiFi), Bluetooth technology, Radio Frequency ID (RFID) devices, WiMAX,
and so on. However, future needs will be even greater when a multitude of antennas are
integrated into say automobiles for all sorts of communication needs and into a variety of
portable devices and sensors for monitoring and information gathering. Certainly, future
RFID devices will most likely replace the bar codes on all products while concurrently
allowing for instantaneous inventorying. For military applications, there is an increasing
need for small and conformal multifunctional antennas that can satisfy a plethora of com-
munications needs using as little space as possible.

In this first chapter of the handbook, we provide a summary of antenna fundamen-
tals and introduce antenna parameters typically used for characterizing antenna properties
often employed to evaluate the entire radio system. We start with the radiation of an ideal
(Hertzian) or infinitesimal dipole and proceed to the resonant A/2 dipole, antenna arrays,
and mobile communication concepts.

1.2 HUYGENS’AND EQUIVALENCE PRINCIPLES

The electromagnetic behavior and thus the functioning of antennas is governed by
Maxwell’s equations,® which must be solved for a particular antenna and a given excita-
tion. Typically, exact solutions of Maxwell’s equations are not available and thus numerical
modeling is often used to compute approximate solutions for practical configurations. A
formal simplification of electromagnetic antenna problems can be achieved by employing
the equivalence principle.’ If interest is restricted to the field solution in a limited region of
space, the antenna configuration can be replaced by the equivalent electromagnetic sources
located on the surface of a volume enclosing the antenna configuration (see Figure 1-1).
Because the antenna materials are no longer there, these sources are usually radiating in a
homogeneous solution space (such as free-space), and the corresponding fields can thus be
calculated by evaluating the radiation integrals.

The equivalent sources are not uniquely defined, and there are many different ways of
constructing them. In general, the equivalent sources are a composition of electric and mag-
netic surface current densities representing the excitation terms in Maxwell’s equations. A
straightforward way of constructing equivalent sources is provided by Huygens’ principle.?
Huygens’ principle states that the field solution in a region V is completely determined by
the tangential fields over the surface S enclosing V. The corresponding electric and mag-
netic equivalent surface current densities are given by

Electric current density:

J=ixH (1-1)

Magnetic current density:

M=-/ixE (1-2)
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FIGURE 1-1 Replacement of an antenna by equivalent elec-
tric and magnetic surface current densities

where both J and H are expressed in amperes per meter (A/m) and M and E are expressed
in volts per meter (V/m). For the problem of a radiating antenna, as illustrated in Figure 1-1,
the outer boundary of V is assumed to be located at infinity, where the fields radiated by
the corresponding equivalent sources can be neglected. As shown in the figure, the antenna
can be replaced by equivalent sources on an arbitrary surface S enclosing it. As already
mentioned, these equivalent sources reproduce the radiated fields of the antenna, and they
can be assumed as radiating in homogeneous space. For a particular antenna configuration,
the exact determination of J and M requires knowledge of the true field distribution on S.
However, for many practical antennas, an approximate determination of J and M is pos-
sible. For instance, placing S to coincide with a metallic section of the antenna structure
causes M to vanish on these portions of S.

The radiated fields from any antenna can be obtained by integrating the field contribu-
tions of the equivalent electric and magnetic current densities using the well-known radia-
tion integral:3

] ' e—jkolr-r'| 1 . , e—jko\l"'r'| ,

E= _anuoq?[‘](r )m-f-g(v . J(r ))Vm}d&'
. e~ kolr-r'| ,
+ qj) M(r') X des

which for the far-field (r — o) reduces to (see Figure 1-1)
e ko = , £ .
=—] _— — . N— |—L ' jkrr '
E =—jou, anr #[(I rr)-J(r'") e rxM(r ):|e ds

I = unit dyad

r = defines location of observation point (see Figure 1-1)

r = distance (in m) to observation point

r' = defines location of the integrated surface current densities
7 = unit vector in radial direction

g, = free-space permittivity

U, = free-space permeability

/ U
Zy= e free-space impedance
€

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.

where



Fundamentals of Antennas, Arrays, and Mobile Communications

FUNDAMENTALS OF ANTENNAS, ARRAYS, AND MOBILE COMMUNICATIONS 1-7
k,Z, = ou,
ky=PB=2m/A

A = wavelength (in meters, m)

JENS

E is given in volts per meter (V/m)

H is given in amperes per meter (A/m)

For the ideal (delta) or infinitesimal electric (Hertzian) or magnetic (Fitzgerald) dipole

sources, the radiation integrals are eliminated and the fields can be given in closed forms. The
resulting field expressions can then be used to extract and study the usual antenna parameters.

1.3 HERTZIAN AND FITZGERALD
ELEMENTARY RADIATORS

Considering the infinitesimal electric dipole J = z1dz 8(z), as illustrated in Figure 1-2, the
resulting rms (root mean square) electric and magnetic field components are given by

E, = ji2 |Ho 142 L_%_ ! | sing e H, (1-3)
g 4m| kyr (k) (kyr)

H,=j jldz S > | sin@ et
ar | kyr - (k,r)

where

Idz = moment of the differential current element
(1 is given in rms amperes, and dz is given in meters)

FIGURE 1-2 Coordinate system for
an electric dipole
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A time factor of ¢/’ has been suppressed since a sinusoidally time-varying current
excitation of constant frequency is assumed. These are the exact fields, but antenna
parameter evaluation is usually carried out using simplified far-fields, i.e., when r is
much greater than the wavelength A. Under these conditions, terms of order 1/r* and
greater are neglected to obtain

. Id . —jkor
E, = jk, &—Zsme £ = &Haf
\ & 4rm r \j £
. Idz . et /80
H¢ = JkO HSIHG - = ,Ll_o EG'

The complex Poynting vector S* in the far-field is given by

S—ExH =2 [Fo fdz 0 (-5
\'e, 1672 r?

showing that it is a purely real quantity and indicating that power transport is in the r
direction (away from the elementary current) without any reactive energy. Also, it is seen
that the radiated power density (power flow per unit area) for any r = const. depends on
sin@ (independent of ¢). This is referred to as the radiation pattern plotted in dB. For an
elementary (ideal or infinitesimal) magnetic dipole M =21 dz 8(z), the radiated fields
can be found by duality? (replacing E by H, H by —E, and I by 1,).

(1-4)

1.4 FAR-FIELD ANTENNA PROPERTIES,
POWERTRANSFER, AND RECIPROCITY

Because antenna radiation can be represented by radiation integrals over equivalent cur-
rent sources, as considered in the previous paragraph, no reactive field components will be
found in the far-field of any antenna. Further, far-field antenna characterization can be per-
formed by considering power flow under the constraint of energy conservation. However,
the distance from an antenna to its far-field depends on the antenna, and it is commonly
accepted that the far-field region starts after the distance

2D?
R=r= (1-6)
)

where D is the largest dimension of the antenna. This is due to the varying propagation
distances of field contributions from different parts of the antenna to an observation point P,
as illustrated in Figure 1-3. In the far-field, every antenna is considered a point source, and
the far-field criterion in Eq. 1-6 is derived under the assumption that the phase errors due to
the varying propagation distances are less than 7/8.

Consider an antenna located at the origin of a spherical coordinate system, as illustrated for
the electric current element in Figure 1-2. Assume that the antenna is transmitting and let

* P,=power accepted by the antenna (in Watts)
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FIGURE 1-3 Schematic repre-
sentation of an antenna aperture
showing the observation point P
and the distances to the observa-
tion point from two points on the
antenna

* P_4=power radiated by the antenna (in Watts)
e 71 =radiation efficiency (unitless)

These quantities are related by
n=—t (a1-7)

Let
* 5,(6,¢) = power density (in Watts/square meter, W/m?)

and remark that S,(6,9) is independent of the distance from the antenna r, a characteristic
of the far-field region. The total radiated power can be obtained by integrating the power
density over a surface enclosing the antenna. Such a surface can be of any shape and can
be as close to the antenna as desired. However, for simplicity, it is convenient to choose the
surface to be a sphere, giving

2r

_ T 2
P,= JO JO S,(6,0)r” sin@ d6 d¢ (1-8)
with the average power density being

P

rad

P = R
avg 47Tr2 (1 9)

Now, let
* D/(6,¢) = directivity (unitless)

Directivity is a measure of the antenna to concentrate radiated power in a particular
direction, and it is related to power density as

S.(6,9) _ S,.(6,9) (1-10)
P P, /(4mr?)

avg

D,(6.¢)=
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The directivity of an antenna is the ratio of the achieved power density in a particular
direction to that of an isotropic antenna.
Let

G(6,¢) = gain (unitless)

The gain of an antenna is related to the directivity and radiated power density via the
relation

nS,(6,9)
_ __n56.9) 1-11
GON=ND 0= 5 ) v
and from Eq. 1-7
. 5,6,9) -
G005 s -

If you have a lossless antenna (i.e., ) = 1), the directivity and the gain will be identical.
Now consider a receiving antenna exposed to a power density radiated from some trans-
mitting antenna. The ability of the antenna to receive energy is quantified through

* A, ,(0,¢) = effective area (in square meters)

where the antenna’s location is assumed to be at the origin of the coordinate system.
Under the assumption of reciprocity,’ the effective area of an antenna is related to the
gain via the relation

2
Ag,,(9,¢)=j—”Gr(e,¢) (1-13)

where A = wavelength. Note that reciprocity holds only for lossless antennas. Also, Eq. 1-13
depends on wavelength and therefore on frequency. Under these circumstances, antenna char-
acterization can be performed either for the transmitting or receiving case with behavior for the
other being immediately known.

Suppressing the angular dependencies of the transmitting and receiving antennas in
their local coordinate systems, the received power is equal to the product of the power
density of the incident wave and the effective aperture of the receiving antenna. That is

Pr = SlAe,r
Substituting from Eq. 1-12 and Eq. 1-13 yields

G.P AG
p=——tt” r
" 4mr’ 4m

A :
P=|--—|GGP (1-14)
r (47”} rort

or
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FIGURE 1-4 Antenna pattern in plane ¢ = const

Note that G, is the gain of the transmitting antenna in the direction of the receiving one and
G, is the gain of the receiving antenna in the direction of the transmitting one. A form of this
equation was presented first by Friis® and is usually called the Friis transmission formula.

The angular dependence of the radiating and receiving properties of an antenna in the
far-field is often referred to as the antenna radiation pattern. Thus, a pattern is a normalized
plot of the directivity, gain, or effective aperture as a function of angle and is often given in
dB scale. Typically, the radiated normalized radiated power density or radiated field is plot-
ted in dB (for the infinitesimal or ideal dipole, the power density sin? @ is plotted in dB).
A typical antenna pattern has a main lobe, sidelobes, minor lobes, a backlobe, and several
nulls, as illustrated in Figure 1-4, in a ¢ = const. plane. The half-power or 3 dB beamwidth
of the main lobe (or main beam) is indicated in the drawing. If the pattern of an antenna is
given in a plane parallel to the E field vector, the corresponding pattern is referred to as an
E plane pattern. Alternatively, if the pattern cut is in a plane parallel to the H field polariza-
tion, it is called an H plane pattern.

There are many types of antenna radiation patterns, but the most common are

* Omnidirectional (azimuthal-plane)
* Pencil beam

* Fan beam

* Shaped beam

The omnidirectional pattern is most popular in communication and broadcast applica-
tions. The azimuthal pattern is circular, but the elevation pattern has some directivity to
increase the gain in the horizontal direction. The term pencil beam is applied to a highly
directive antenna pattern consisting of a major lobe contained within a cone of a small solid
angle. Highly directive antenna patterns can be employed for point-to-point communica-
tion links and help reduce the required transmitter power. A fan beam is narrow in one
direction and wide in the other. A fan beam is typically used in search or surveillance radars.
Shaped beam patterns are adapted to the requirements of particular applications.

1.5 ANTENNAS AS ELECTROMAGNETIC CIRCUITS

A symbolic transition between a waveguide (transmission line) and an antenna is shown in
Figure 1-5. In the case of a radiating antenna, a guided wave with amplitude « is traveling
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toward the antenna and is more or less radi- Transmitting
ated into the surrounding medium. In the case _a. / W
of a receiving antenna, the received energy is

transferred into a guided wave with amplitude 2
b traveling down the waveguide away from the . AN
antenna. Consequently, from a circuit’s view- Receiving
point, the antenna can be considered as a one-
port element provided only one guided mode
exists at the port, as is normally the case; higher
order modes can be considered as additional ports.

In the radiating mode, the one-port element is characterized by its complex reflection
coefficient,

FIGURE 1-5 Transition between waveguide
(transmission line) and antenna

r=t (1-15)

a

In the receiving mode, the received signal is converted into a traveling wave of ampli-
tude b,,. In general, the guided wave amplitude b at the antenna port is given by

b=Ta+b, (1-16)

If the antenna is a two-terminal circuit, equivalent network parameters are employed to
describe the antenna behavior within the context of an electromagnetic circuit. Accordingly,
the antenna may be replaced by equivalent circuit models such as those given in Figure 1-6,
where the antenna is characterized by a) its input impedance Z and a source voltage V,, or b)
its input admittance Y and a source current /;. In the transmitting mode, V, or 1, is zero, and

., or I, is the input voltage or current that drives the antenna. Part of the source power is
dissipated in the loss resistance R, or loss conductance G,.. The power associated with
the radiation resistance R, or radiation conductance G,  is responsible for the radiated
wave that escapes from the antenna to the surrounding space. The quantities X and B refer
to the equivalent reactance and susceptance of the antenna.

When the antenna is receiving, the terminals of the equivalent circuit are connected to a
load (amplifier, speaker, etc.), and V; or [, are non-zero as dictated by the external wave that
impinges on the antenna. Maximum transmission to the load occurs when the load imped-
ance is the conjugate of the input antenna impedance. Some of the received energy usually
remains within the radiation resistance or conductance and is re-radiated to contribute to
the radar cross section (RCS) of the antenna. Mismatches between the load and the antenna
input impedance can lead to higher or lower RCS. However, care must be exercised when

RIoss

+
+
Z— lvm Y— Gioss| [B Io | |Graa

(@) (b)

FIGURE 1-6 (a) Impedance (Thevenin equivalent) and (b) admittance
(Norton equivalent) representations of an antenna
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FIGURE 1-7 (a) Impedance (Thevenin equivalent) and (b) admittance (Norton
equivalent) representations of an antenna including noise sources

the re-radiated energy is determined using equivalent circuit representations such as those
in Figure 1-6. Reasonable results can only be expected if the employed equivalent circuit
is an appropriate representation of the antenna’s internal structure. Also, the equivalent
circuits of one antenna can be different for radiation and reception.

Each antenna receives noise radiation related to the brightness temperature of its envi-
ronment. Usually, the received noise power restricts the performance of an antenna and
subsequent processing devices. However, in remote sensing or astronomy applications, the
noise power can even be the intended signal. To formally account for the received noise
power, the equivalent circuits in Figure 1-6 must be used with V|, and /; representing sources
dependent on the equivalent noise temperature 7, of the antenna. The dependent source
voltages and source currents are given in Figure 1-7, where k is the Boltzmann constant and
BW = Af'is the receiver or antenna bandwidth. 7, is dependent on the radiation (or rather
receiving) pattern and orientation of the antenna as well as the distribution of the brightness
temperature in the environment of the antenna.

Usually, antennas work at certain frequencies. The bandwidth

BW=fU_fL 1-17)
is the operational frequency range of the antenna around some center frequency
Jo=12(fy=11) (1-18)

(e.g., the resonance frequency of the antenna). In this equation, the upper operational fre-
quency limit is f;,, and the lower operational frequency is f;. Often, the bandwidth is quoted
with respect to f; percent, and in that case, it is given by

BW = (f,— f)lf, 100% (1-19)

From a circuit point of view, the matching of an antenna to the generator is very impor-
tant. Therefore, bandwidth definitions with respect to the reflection coefficients or input
impedances are common, for example,

T =(Z, - Z)(Z,,+ Zy)| < 0.5 (1-20)

 Further noise considerations with respect to antennas can be found in the literature.>!16
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Typically, the voltage standing wave ratio (VSWR)
VSWR=(T|+D/(C|-1)<2 (1-21)

is used to define the operational bandwidth. Bandwidth definitions with respect to gain or
other antenna pattern characteristics (for example, Gy/G ,,,, < 0.5) can be used to character-
ize the antenna radiating and receiving properties.

1.6 POLARIZATION

Polarization is a property of a single-frequency electromagnetic wave; it describes the
shape and orientation of the locus of the extremity of the field vectors as a function of
time.”® In antenna engineering, the polarization properties of plane waves or waves that
can be considered to be planar over the local region of observation are of interest. For plane
waves, it is sufficient to specify the polarization properties of the electric field vector since
the magnetic field vector is simply related to the electric field vector. The plane contain-
ing the electric and magnetic fields is called the plane of polarization and is orthogonal
to the direction of propagation. Generally, the tip of the electric field vector moves along
an elliptical path in the plane of polarization. The polarization of the wave is specified by
the shape and orientation of the ellipse and the direction in which the electric field vector
traverses the ellipse.

The shape of the ellipse is specified by its axial ratio—the ratio of the major axis to the
minor axis. Its orientation is specified by the tilt angle—the angle between the major axis
and a reference direction when viewed looking in the direction of propagation. The direc-
tion in which the electric field vector traverses the ellipse is the sense of polarization—
right-handed or left-handed when viewed looking in the direction of propagation.

The polarization of an antenna in a specific direction is defined to be the polarization
of the far-field radiated in that direction. Usually, the polarization of an antenna remains
relatively constant throughout the main lobe, but varies considerably in the minor lobes. It
is convenient to define a spherical coordinate system associated with an antenna as illus-
trated in Figure 1-8. The polarization ellipse for the direction (6,¢) is shown inscribed on

ANTENNA - 4,
LOCATION

FIGURE 1-8 Polarization ellipse in relation to the antenna
coordinate system (after’ © IEEE 1979)
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the spherical shell surrounding the antenna. It is common practice to choose u, (the unit
vector in the 6 direction) as the reference direction. The tilt angle is then measured from
u, toward u,,. The sense of polarization is clockwise if the electric field vector traverses the
ellipse from u, toward u,, as viewed in the direction of propagation and counterclockwise
if the reverse is true.

In many practical situations, such as antenna measurements, it is convenient to establish
a local coordinate system. Usually, the u, axis is the direction of propagation; the u, axis is
horizontal; and the u, axis is orthogonal to the other two so the unit vectors are related by
u; X u, = u;. The tilt angle is measured from u;. When an antenna receives a wave from a
particular direction, the response will be greatest if the polarization of the incident wave
has the same axial ratio, the same sense of polarization, and the same spatial orientation
as the polarization of the antenna in that direction. This situation is depicted in Figure 1-9,
where E, represents a transmitted wave (antenna polarization) and E,, represents a matched
incident wave. Note that the sense of polarization for E, and E,, are the same when viewed
in their local coordinate system. Also, note that the tilt angles are different because the
directions of propagation are opposite. As depicted in Figure 1-9, 7, is the tilt angle of the
transmitted wave and 7,, is the tilt angle of the polarization-matched received wave; they
are related by

T, =180° -7, (1-22)

The polarization of the matched incident wave, as just described, is called the receiving
polarization of the antenna.

When the polarization of the incident wave is different from the receiving polarization
of the antenna, then a loss due to polarization mismatch occurs. Let

1, = polarization efficiency (unitless)

where 1), is the ratio of the power received by the antenna to the power received when
polarization of the incident wave is matched to the receiving antenna polarization.

The Poincaré sphere, shown in Figure 1-10, is a convenient representation of polariza-
tion states. Each possible polarization state is represented by a unique point on the unit
sphere. Latitude represents axial ratio, with the poles being circular polarizations; the upper
hemisphere is for left-handed sense, and the lower hemisphere is for right-handed sense.
Longitude represents tilt angles from O to 180°. An interesting feature of the Poincaré
sphere is that diametrically opposite points represent orthogonal polarizations.

ANTENNA

TRANSMITTED MATCHED
FIELD INCIDENT FIELD

FIGURE 1-9 Relation between polarization properties of an
antenna when transmitting and receiving (after’ © IEEE 1979)
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LHC POLES REPRESENT
e CIRCULAR POLASIZATIONS

UPPER HEMISPHERE:
LEFT-HANDED

SENSE \

LATITUDE
REPRESENTS
AXIAL RATIO

EQUATOR
REPRESENTS
LINEAR
POLARIZATIONS

45° LINEAR

LOWER HEMISPHERE:
RIGHT -HANDED
SENSE

LONGITUDE
REPRESENTS
TILT AKNGLE

RHC

FIGURE 1-10 Polarization states on the Poincaré sphere (after’
© IEEE 1979)

The Poincaré sphere is also convenient for representing polarization efficiency. In
Figure 1-11, W represents the polarization of an incident wave, and A, is the receiving
antenna polarization. If the angular distance between the points is 2&, then the polarization
efficiency is

n,= cos? & (1-23)

45° LINEAR

RHC

FIGURE 1-11 Receiving polarization of an antenna A, for an inci-
dent wave polarization W
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1.7 DIRECTIVITY PATTERNS FROM
CONTINUOUS LINE SOURCES

According to Huygens’ and the equivalence principle (see Section 1.2), the radiation of
arbitrary antennas can be characterized by considering equivalent source current distribu-
tions. The simplest source distributions are the electric and magnetic point sources consid-
ered in Section 1.3. More degrees of freedom toward the realization of particular directivity
properties are provided by continuous line sources that can, for instance, be used to char-
acterize the radiation behavior of linear wire antennas.

For line sources, the current distribution (electric and/or magnetic) is considered to be
a function of only a single coordinate. The directivity pattern E(u) resulting from a given
distribution is simply related to the distribution by a finite Fourier transform,>*!° given by

E(u)= gﬁ f(x) e dx, (1-24)
where

fx) = relative shape of source distribution over aperture as a function of x
u=(mlA) sing

¢ = overall length of aperture

¢ = angle measured from normal to aperture

x =normalized distance from normal to aperture -1 <x <1

The simplest type of line source distribution is the uniform distribution where f{x) = 1
along the aperture and is zero elsewhere. The directivity pattern for such an antenna is

(see Chapter 3)
. ['”75 !sin ¢]
Eu) =2y (1-25)
7 sin¢

This type of directivity pattern 20 log,, |E(u)| is of interest because all field contri-
butions add in phase, giving the highest gain without cancellation effects.’ However,
sidelobe levels are high, and the intensity of the first sidelobe is only 13.2 dB less than
the maximum.

The intensity of the sidelobe levels can be reduced considerably by tapering the aperture
distribution so the amplitude drops off smoothly from the center of the aperture to its edges.
There are an unlimited number of possible distributions. However, a few simple types of
distributions are typical and illustrate how the beamwidth, sidelobe level, and relative gain
vary as a function of the distribution. Table 1-1 gives the important characteristics of sev-
eral distributions having a simple mathematical form.

Of considerable interest is the manner in which the sidelobes fall off as the angle from
the main beam increases or as u increases. For the uniform distribution that has a discon-
tinuity in both the function and its derivatives at the edge of the aperture, the sidelobes
decrease as u”'. For the gable distribution or cosine distribution, both of which are con-
tinuous at the edge of the aperture but that have discontinuous first derivatives, the far-out
sidelobes fall off as u~2. For the cosine-squared distribution that has a discontinuous second
derivative, the far-out sidelobes fall off as u~>. Many distributions (obtained in practice) can
be approximated by one of simpler forms or by a combination of simple forms.
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TABLE 1-1 Line-Source Distributions

HALF POWER ANGULAR
BEAMWIDTH IN| DISTANCE TO

TYPE OF DIRECTIVITY DEGREES FIRST ZERO |INTENSITY OF | o1y
DISTRIBUTION PATTERN Ist SIDELOBE | prtror
-5 X<| E(u) /}"{\ /"\ db BELOW MAX.
[l o
| sin u A ks
-J:_I o 252 50.85 5735 132 1.0

a=|10 5084 5733 13.2 10

)=l
o 4y Sinu 3 J\
I |a 20+ 8 52.73 60.73 5.8 994
5 6534 7.1 970

A

2 7.

=) 0 +1 Z=01-4) dz 5565
du

flx)=1-(1-A)x2 0 65_9} 3\.9% 2086 B33
_dl_ 74 _COS U A A
T 0+ B —— 68.85 859% 23 8I0
ms% (F)=u
H 2
—_ALH ¥ e 8325 14.6% 32 667
s 5
2xx
cos 3
< = 7343 1463 264 75
f(x)=1-1xI £

For instance, suppose you wanted to find the directivity pattern of a cosine-squared
distribution on a pedestal, i.e., a combination of a uniform distribution and a cosine-squared
distribution given by

f(x)=C +cos? % (1-26)

The resulting directivity pattern is then obtained directly by superposition to obtain the
direction pattern:

sinu /sinu w2
E(u)y=C/ p + > 5 >

Note that the sidelobes and other characteristics of the pattern must be obtained from the
new directivity pattern and cannot be interpolated from Table 1-1. By choosing the proper
relative intensities of a uniform distribution and a cosine-squared distribution, it is possible
to obtain a theoretical sidelobe level that is very low. For instance, if C = 0.071, then the
intensity of the largest sidelobe will be 43 dB less than the maximum of the main beam with
a half-power beamwidth given by 76.5A/¢, a value that is somewhat lower than that of the
cosine-squared distribution by itself.

In practice, it is not easy to synthesize prespecified continuous line-source distributions.
Consider, for instance, a linear wire antenna; the electric current distribution along the wire
is determined to fulfill Maxwell’s equations under the constraint of the given boundary
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FIGURE 1-12 (a) Linear wire antenna geometry, (b) Current dis-
tributions according to Eq. 1-28, and (c) corresponding field radiation
patterns in arbitrary ¢ = const. planes (linear scale) for the first three
resonances

conditions and cannot, therefore, be shaped arbitrarily. Good approximation of the current
can be done, however, to study radiation from specific antennas.

In the following considerations, focus will be on a linear center-fed dipole wire antenna
of length 2/ aligned along the z axis, as illustrated in Figure 1-12a. The characteristics of
the corresponding monopole antenna of length / over a perfectly conducting plane can be
obtained by applying image theory."?

As a first approximation, the thin wire antenna can be replaced by the z directed current
distribution

1(2) = I sin(k(I-| z])) (1-28)

defined along the wire length. The corresponding electric field intensity in the far-field is’®

E(r)=

ﬁ&e-jkor [cos(kOZCOSB) - cos(kol):|é (1:29)

2nr g, sinf

and can be used to derive an approximate far-field pattern. Obviously, the pattern is
omnidirectional, and its 6 dependence varies with antenna length. The 6 dependence
(in linear scale) of the field radiation pattern is illustrated in Figure 1-12¢ for three different
wire lengths, with the corresponding current distributions according to Eq. 1-28 as depicted
in Figure 1-12b. The radiation resistance can be calculated by integrating the total radiated
power and relating it to the appropriate input current at the antenna port."* Evaluating this
expression gives the resistance as depicted in Figure 1-13.

Wire antennas are usually operated close to their resonance lengths 2//A=0.5, 1, 1.5,
2, ..., where 2//A = 0.5, 1.5, ... corresponds to the current resonance with low radiation
resistance. Lengths 2[/A = 1, 2, ... result in voltage resonance with high radiation resis-
tance. The lowest-order resonance 2//A = 0.5 is associated with a radiation resistance of
approximately 73 Q. Difficulties due to nulls in the current distributions for voltage reso-
nances can be overcome by a modified higher-order current distribution.*! Figure 1-14

* Extensive studies of linear wire antennas, even with realistic geometric dimensions, are presented in R. W. P. King’s
The Theory of Linear Antennas.'> Approximate integral equation solutions are the basis for characterizing the various
antenna parameters and results for a large variety of parameters are given.
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FIGURE 1-13 Wire antenna radiation resistance obtained from the current distribution of
Eq. 1-28 (normalized to /,)
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FIGURE 1-14 King-Middleton'? second-order impedances for different values of //a
(see Figure 1-12). The numbers given next to the dots are the /A values.
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illustrates the complex input impedance of the wire antenna for different //a ratios and
I/A values.® You can see that thicker antennas have smaller impedance oscillations result-
ing in larger bandwidths. Also, the impedance curves show a slight shift of the reactance
to the capacitive range.

Alarge collection of numerical computer codes, often based on the method of moments"!!
(see Chapter 59 on numerical techniques), is now available for analysis, design, and opti-
mization of many wire antenna types.

1.8 DIRECTIVITY PATTERNS FROM
AREA SOURCE DISTRIBUTIONS

Area source distributions serve as a radiation model for many antenna types, especially for
those with radiation in a particular direction. Insight into various antenna characteristics
can be gained from the consideration of simple aperture shapes such as rectangular, circu-
lar, or elliptical apertures.

Rectangular Apertures

The directivity pattern of an area distribution is found in a similar manner to that used for
line-source distributions, except the aperture field is integrated over two dimensions instead
of one dimension. If the aperture distribution is given by f(x, y), where x and y are the two
coordinates, then the directivity pattern is given by

I ) 1-30
E(9,¢) — ij(x’y)eJkOﬂn B(xcosgﬂ'smqb)dx dy ( )

The difficulty of evaluating this expression depends on the form of the distribution func-
tion. For many antenna types, such as the rectangular horn, for example, the distribution
function is separable, that is

S y) =f0f(y)

The directivity patterns in the principal planes are readily determined for the separable
case because the pattern in the xz plane is identical to the pattern produced by a line-source
distribution f(x), whereas the pattern in the yz plane is identical to the pattern produced by
a line-source distribution f(y). If the distribution function is not separable, the integral must
be evaluated either analytically, graphically, or numerically.

Circular Apertures

An antenna that is used frequently in microwave applications is a paraboloid having cir-
cular symmetry. The radiation pattern can be computed by projecting the field distribution

§ The curves in Figure 1-14 represent the King-Middleton second-order impedances and are drawn from the numeri-
cal data in The Theory of Linear Antennas."
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on the paraboloid to a plane at the opening of the paraboloid and computing the directivity
pattern due to the plane aperture:

E¢)=a |7 [ f9)emrdrdgy (1-31)
where

a =radius at outside of aperture

p =radius at any point inside aperture

r=pla

u=2mall) sin @ = (x D/A) sin 0

D =2a = aperture diameter

f(r, ") = the normalized aperture distribution function

The coordinates are shown in Figure 1-15.

The simplest forms of aperture distributions to evaluate are those in which the distribution
is independent of the angular coordinate ¢” but depends only on the radial coordinate r. The
integral for the directivity pattern then becomes

E(u)= 2na2j; () o (ur)r dr (1-32)

When the distribution is constant, the integral is evaluated to give

J (u
E(u)=2ma? —'( ) (1-33)
u
Antenna engineers frequently need to evaluate the directivity pattern for an illumination
that tapers down toward the edge of the aperture. One function, which is convenient for
representing the aperture distribution, is

f=1-r’? (1-34)

This function behaves in a similar fashion to the nth-power distributions, as discussed for
the line-source case (Section 1.7). When the exponent increases, the distribution becomes
more tapered and more concentrated to the center of the aperture. When the exponent
decreases and approaches zero, the distribution approaches uniform illumination.

X

y
FIGURE 1-15 Coordinates for a circular aperture
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Evaluating the directivity pattern, gives

E@)=2ra” | (1= ) Jyur)dr

L2 @
ubt! - p+1

A, ), (1-35)

wherel3the Bessel functions J,,,(u) and the lambda function A,,,(«) are available in tabular
form.

The principal characteristics of the directivity patterns are given in Table 1-2 for the
cases p =0, 1, 2. Comparison of the patterns for the uniformly illuminated circular aper-
ture (i.e., when p = 0) with results for the uniformly illuminated line source (Section 1.7)
shows that the circular aperture has a lower sidelobe level and a broader beamwidth. This
is expected because projections of the circular-aperture illumination onto a line produce an
equivalent line source that is no longer uniform but has some degree of tapering.

Elliptical Apertures

In some applications, an elliptically shaped reflector is used to permit control of the relative
beamwidth in the two principal planes and to control the sidelobes by shaping the reflector
outline. Computation of the directivity patterns for the aperture shape can be carried out by
knowing the Fourier components of the illumination function over the aperture.

Realization of Continuous Aperture Distributions

In practice, continuous aperture distributions of large extent are realized by horn, reflector,
or lens antennas.

TABLE 1-2  Circular-Aperture Distributions

HALF POWER ANGULAR
BEAMWIDTH IN| DISTANCE TO
DEGREES FIRST ZERO
TYPE OF DIRECTIVITY INTENSITY OF GAIN
DISTRIBUTION PATTERN ist SIDELOBE FACTOR
0= r =1 E(u) ﬂ /,\ db BELOW MAX.
=i ]
Jj (u) A A
-l | . =
L i 58.9 % 6985 176 1.00
f(r)=(1-r2)%=)
Ja(u) X
2 Yzlu) R s
gy 2wa? =23 7275 9365 24.6 0.75
f(r)=(1-r?)
Brclz—!—d’{lﬂ 843l lne2x 306 0.56
=1 0O +i u =D €D . X
f(r=(1-r2)2
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Horn antennas (see Figure 1-16) are among the oldest and most popular microwave
antennas. They can deliver 10 to 30 dB directivity, and their robust metallic constructions
and waveguide feeds permit high-power handling. Horns are, therefore, often used as feeds
for reflector antennas realizing even larger apertures. Horns are extensions of the widely
used microwave guiding devices, such as rectangular and circular hollow waveguides in a
natural manner (see Figure 1-16). To achieve matching from the waveguide to free-space,
the hollow waveguide is tapered to a larger opening called the aperture. The effective aper-
ture of the antenna (Section 1.4) is almost identical to the geometric aperture of the horn.

The equivalent aperture source distributions are typically used for extracting the radia-
tion properties of horn antennas. These sources are an approximation found from the guided
wave field arriving at the horn’s aperture. Smaller beamwidths and larger directivities can
be expected for horns with larger cross-section apertures, a consequence of the Fourier
transformation relation between aperture distributions and far-field patterns. However,
the maximum achievable directivity is limited due to phase errors of the aperture source
distributions caused by the curved phase fronts in the tapered part of the horn antenna.
Phase error corrections can be realized by using lenses in the horn aperture or by connecting
the horn to a parabolic reflector (see Figures 1-17, 1-18, 1-19).

Another important concept in designing horn antennas is corrugation. Corrugations are
grooves on the waveguide walls and are equivalent to introducing anisotropic boundary
conditions on these walls. These anistropic conditions offer additional degrees of freedom
for controlling the radiation pattern and have been shown to lead to lower cross polariza-
tions, higher aperture efficiencies, and more symmetrical far-field patterns.

The E plane sectoral horn is tapered only in the plane containing the E field (of the
lowest-order rectangular waveguide mode), and the H plane sectoral horn is tapered in the
corresponding plane containing the H field. Correspondingly, the pyramidal horn is tapered
in both planes, and horns that are extensions of a circular waveguide are referred to as coni-
cal horn antennas. Further details on the analysis and practical realization of horn antennas
can be found in Chapter 14 and the literature.'->'*

(a) (b)
(c) (d)

FIGURE 1-16 Common electromagnetic horn antennas: (a) E plane horn, (b) H plane horn,
(c) pyramidal horn, (d) conical horn

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Fundamentals of Antennas, Arrays, and Mobile Communications

FUNDAMENTALS OF ANTENNAS, ARRAYS, AND MOBILE COMMUNICATIONS 1-25

Focal Point

Aperture Aperture

(a) (b)
FIGURE 1-17 (a) Cylindrical parabolic reflector with focal line and (b) paraboloidal

reflector with focal point

(a) (b)

FIGURE 1-18 (a) Cassegrain and (b) Gregorian

double-reflector systems
(a) (b)

FIGURE 1-19 (a) Delay lens with index of refraction > 1 and (b) fast lens
with index of refraction < 1
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From the preceding paragraphs and especially with knowledge of the Fourier trans-
form relation between far-field patterns and aperture distributions, you can observe that
high-gain antennas with small beamwidths typically require large (equivalent) aperture
source distributions. Even though large apertures can be realized, however, unavoidable
phase errors, as in the case of horn antennas, restrict achievable gain and correspondingly
the effective aperture. A way to overcome this issue is to use a secondary device for shap-
ing the phase fronts of the radiated or received waves. Metallic reflectors (curved metallic
surfaces) serve this purpose and have been used since the early days of antennas to realize
high gains. There are many different reflector types? ranging from linear reflector elements
over flat metallic sheets to more complicated shapes such as corner reflectors, circular
reflectors, hyperbolic reflectors, elliptic reflectors, and the more commonly used parabolic
reflectors. Next, we briefly discuss parabolic reflectors. For other reflector types, refer to
Chapter 15 on reflector antennas and the literature.!>!

Figure 1-17 depicts the cylindrical and spherical parabolic reflectors. Both utilize
the unique feature of the parabola to adjust the ray path lengths so that spherical waves
emanating from the focal point generate fields of the same phase on the reflector aperture
after reflection from the reflector surface. As a result, the rotationally symmetric parabo-
loid gives rise to very narrow patterns. Highly directive antennas can be realized by plac-
ing a primary line source in the focal line of a cylindrical paraboloidal reflector or a point
source (a horn) at the focus of a paraboloid. Of course, these primary sources should be
directed toward the reflector. Because the feed causes undesirable blockage and distortions
to the main beam (a situation that worsens due to collateral equipment around the feed),
subreflectors are introduced to place the feed at different locations. Shown in Figure 1-18
are classical Cassegrain and Gregorian double-reflector arrangements illustrating this
concept. Cassegrain antennas use a hyperbolic subreflector whereas Gregorian reflectors
employ an elliptical subreflector. Both subreflector types are usually designed so the
feed or new focus can be located close to the primary reflector permitting feeding of the
source at the focus through a hole in the primary reflector. Electromagnetic analysis of
reflector antennas usually follows the principles of geometrical and physical optics, or
geometrical theory of diffraction!>!1®to account for edge diffraction.

Two different analysis techniques are often employed for reflector analysis: the aper-
ture distribution and current distribution methods. For the latter, the electric currents are
found directly on the reflector dishes, and the radiated fields are calculated by integrating
these currents (see Section 1.3). In the aperture distribution method, equivalent currents are
derived and placed on a planar aperture in front of the reflector, as illustrated in Figure 1-17.
The radiated fields are then found by integrating these equivalent currents. As noted earlier,
aperture blocking by the primary feed or the subreflector reduces antenna efficiency. Also,
the blockage gives rise to higher sidelobe levels and cross-polarization effects. These block-
ages can be circumvented by reshaping the reflector so the feed is offset from the center of
the aperture,!” often below or outside of the aperture view.

Similar to reflector antennas, lens antennas provide a means of shaping phasefronts
of electromagnetic waves and influencing wave propagation in certain directions. Lens
antennas can be divided into delay lenses and fast lenses (see Figure 1-19).2 In a delay lens
medium, the electromagnetic path length is increased (refractive index n > 1), whereas in
a fast lens medium, the electromagnetic path length is decreased inside the lens (refractive
index n < 1). Lenses may also be divided among dielectric and metal-plate lenses. Dielectric
lenses consist of natural dielectrics or artificial dielectrics. Metal-plate lenses consist of
parallel metallic plates realizing parallel-plate waveguides between the individual plates.
H plane metal-plate lenses have metallic plates parallel to the H field of the electromagnetic
wave and lead to n > 1. In contrast, the E field metal-plate lenses have the plates paral-
lel to the E field resulting in n < 1. As noted earlier, lens antennas are often used to form
collimating beams and thus increase the gain of microwave antennas. In this context, their
purpose is to transform spherical or cylindrical wavefronts into planar wavefronts, and this
is the reverse of focusing plane waves into a focal line or point (see Figure 1-19).
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In contrast to reflector antennas, lens antennas do not have difficulties with aperture
blocking and allow for beam scanning over relatively large angles. They also provide for
additional design freedom since wave propagation is influenced by refraction at both the
surfaces and the refractive index inside the medium, which can be adjusted as required
(for instance by using layered designs). However, the corresponding design process is more
complex when compared to metallic reflector antennas. Difficulties with lenses are caused
by reflections at the two surfaces and losses in the lens material. Nevertheless, surface reflec-
tions can be reduced by matching layers or surface roughness. Analysis and design pro-
cedures for lens antennas are typically based on geometrical optics (Fermat’s principle),
physical optics, and related approaches such as the geometrical theory of diffraction. Details
on the analysis of lens antennas and on the various classes of such antennas can be found in
the literature!>!""'® and in Chapter 18 on lens antennas.

Recently, ideal lenses with arbitrarily good focusing properties have been discussed.
Such lenses should be realizable by the use of so-called metamaterials with a refractive
index of —1.18

1.9 FUNDAMENTALS OF ANTENNA ARRAYS

The radiation and receiving characteristics of antennas can be shaped by synthesizing cer-
tain equivalent source distributions. Because it is difficult to control continuous aperture
currents or fields, discrete configurations are often used, leading to the concept of antenna
arrays. Putting the elements of an antenna array in a certain pattern and adjusting the ampli-
tude and phase of the individual antenna elements appropriately allows for the synthesis of
arbitrary aperture sources. These behave quite similarly to continuous aperture distributions
(provided certain rules with respect to element spacing are followed). Design difficulties
often arise due to coupling among array elements. Consequently, the amplitude and phase
of the individual array elements cannot be adjusted independently from one another. The
driving-point impedance of an individual element might differ considerably from its self-
impedance because of the mutual coupling with other array elements. In a multi-element
array, a way to relate the terminal voltages and element currents is

Vi=lLZ,+LZ,+---+17,
Vioi=lLZpn+LZy+- -+ 1,7,

(1-36)

+LZ, + - +1Z

‘/nzllZ n“nn

In

where

V, = impressed voltage at the nth element

I, = current flowing in the nth element

Z,, = self-impedance of the nth element

Z,,=Z2,,=mutual impedance between mth and nth elements

‘mn — “nm

The driving-point impedance for element 1 is found from the ratio of the impressed
voltage to the current and is obtained from the previous equation as follows:

v, 1, 1
input [1 11 Il 12 I]

(1-37)

In

The reader can see that the input or driving-point impedance of a particular element is
not only a function of its own self-impedance but also a function of the relative currents
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FIGURE 1-20 (a) Equally spaced linear and (b) two-dimensional array configurations

flowing on the other elements and of mutual impedance between elements. In an array in
which the current distribution is critical, it is necessary to determine the input impedance
from the previously described relationship and to design the feed system to match the input
impedance rather than the self-impedance.™

To account for element coupling in the design, rigorous numerical methods"*!" must
be employed. However, for simplicity, in the following array, coupling will be neglected
because the main focus is the introduction of some basic concepts in array design.

A very basic and important array configuration is that of a equally spaced linear array of
N identical elements on a straight line, as illustrated in Figure 1-20a). The element spacing
is d, and a linear phase progression is assumed for the element excitation currents. The total
electric field intensity E , in the far-field is given by

N-1
E.(6.¢)= Eel(0’¢)z Clngj"(kod cos6—at)
n=0
N-1 )
=E,(0.9)Y a,e" =E,(6.0)/(y) (1-38)
n=0

where Y =k d cos@—a and E , refers to the array element pattern. Also, a, is the ampli-
tude of the individual array elements; « is the phase progression from one element to the
next; and k;, is the wavenumber of free-space. If all excitation currents are equal in ampli-

tude (ay=a,=a,= ... = ay), the array factor y becomes
N-1 iNi
. 1—eiNv
fWy=a,3, e =ay 75 (1-39)

" Some examples of this are given in “The Effect of a Periodic Variation in the Field Intensity Across a Radiating
Aperture.”"” See Chapter 3 for more information.
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This can be simplified to obtain the normalized form

sinﬂ

=10 — 2 (1-40)
% NsinK
2

where f, (y) is maximum when y = 0. For broadside radiation, & = 0 must hold, implying
that 8 = /2. To scan the array beam toward other directions, ¢ must be selected so that
kyd cos@ = q, resulting in

- o
6=06_ = cos [kod] (1-41)
as the angle of the maximum array radiation. The direction of maximum radiation can be
adjusted by controlling ¢, and this is a concept characteristic to scanning arrays. In practi-
cal phased arrays, the phase of the individual array elements is controlled electronically to
allow for much more flexible, faster, and reliable array scanning as compared to traditional
mechanical steering approaches.

Modern mobile communication systems are increasingly employing phased arrays at
base stations (in conjunction with sophisticated signal processing algorithms) to expand
the base station customer capacity and reduce interference among adjacent stations. In the
wireless industry, such antennas are typically referred to as smart or adaptive antennas.

If the spacing d between the array elements becomes greater than half a wavelength
Aqg» the denominator of f (y) can have further zeros, resulting in additional array radiation
beams. These beams are referred to as grating lobes. In practice, suppressing such parasitic
lobes is required.

Figure 1-21 illustrates several array patterns derived from f,(y ). These show the char-
acteristic narrow main beam and a larger number of sidelobes as the number of array

300,

60° 60°
90° 5 90°
0 10 20 0
dB dB
— — —N=5 ———— N=19 — - - — N=19
a=0 a=0 a=2.0

FIGURE 1-21 Linear array pattern factors f; (array element spacing d = 0.41,)
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elements increases. Lower sidelobe levels can be achieved by tapering the excitation of
the array elements. Several techniques, such as the binomial or the popular Chebyshev
methods (see Chapter 3 on array design) are used for controlling the sidelobe levels and
the main beamwidth.

Next, we consider the 2D linear array in Figure 1-20b. This array has M elements along
the z-axis and N elements along the y-axis. The array elements are equally spaced with
corresponding spacings of d_and d, and associated linear phase progressions of ¢, and o,.
For the computation of the array factor f(6,y), the 2D array can be viewed as M equally
spaced linear arrays along the z-direction. It is given by

N-1M-1

f(e’ (p) — 2 Z a,, ejn(k0d3c0597az)

n=0 m=0

N-1M-1

— v, pimyy
=3 S, e

n=0 m=0 ( 1 '42)

where y, = kyd, cos6 — @, and y, = kyd, cos6 — o, Assuming the amplitudes of all array
elements to be identical (ayy=a = ... = ayn.1) and applying the same manipulations as
in the case of the linear array, the normalized array factor f;, (6,y) = £, (6,y)/(MNa,) is

found to be
Mk,d
sin(% cose) sin( 20 2 sin@ sin¢)

0.0)=
5 (8:9) . kod, kod,
N sin > cos@ | M sin > sin@ sing

(1-43)

In general, the amplitude of every array element can be chosen independently in order
to shape arbitrary array patterns. Conventional beam-shaping techniques try to approxi-
mate directivity patterns known from continuous aperture distributions (Sections 1.7
and 1.8). More recently, digital signal processing techniques are employed to realize
a large variety of applications such as angle of arrival detection (see Chapter 47 on
direction finding), tracking, interferer suppression, and adaptive signal to interference
improvement.

A severe disadvantage of linear array configurations is their restricted field of view.
Reasonable beam-shaping and scanning can be achieved by modifying the array element
amplitudes. However, many arrays have restricted angular range. This drawback can be
overcome by array configurations conforming to curved surfaces. As such, every array
element may have a different geometrical orientation, and suitable element amplitude
directivity behavior can be a difficult task. Beam-shaping techniques have been developed
incorporating digital signal-processing techniques for the necessary flexibility to achieve
desirable designs (see Chapter 22).

A disadvantage of an array conformed to a curved surface is that not all antenna
elements contribute to the radiated fields in a particular direction. Thus, more array
elements are required to achieve certain requirements with respect to beamwidths and
sidelobe suppression. An example of a singly curved conformal array antenna is shown
in Figure 1-22.
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FIGURE 1-22  Singly curved array antenna realized with patch antenna
elements (Courtesy of FGAN e.V., Wachtberg, Germany)

Another array configuration are volumetric arrays. To avoid shadowing of the indi-
vidual array elements, the grid must be relatively thin, and reasonable beam-shaping is
achieved only by randomly distributing array elements to suppress grating lobes due
to large element spacing. In principal, all array elements can radiate in all directions.
However, practical realization of volumetric arrays is not easy, and the choice of suitable
array elements and feeding techniques is restricted. An example of a volumetric array is
depicted in Figure 1-23.

FIGURE 1-23 Volumetric array antenna with randomly
distributed loop elements: Crow’s nest antenna by FGAN e.V.,
Wachtberg, Germany? (Courtesy of FGAN e.V., Wachtberg,
Germany)
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1.10 BASIC CONCEPTS IN MOBILE
COMMUNICATIONS

Mobile communications is an area where unguided electromagnetic waves and antennas
play an important role. The goal is to offer communication links between any place on
earth without limiting user mobility. Given the restricted spectrum availability, the need
for frequency reuse, particularly in densely populated areas, creates special challenges that
are most efficiently resolved within terrestrial mobile communication systems. However,
the requirement to cover remote regions makes essential the use of satellite systems in the
overall strategy.

Terrestrial mobile communication systems are usually based on cellular principles,
where the mobile terminal communicates with a fixed base station. Alternative strategies
can, for instance, establish a connection via a network of mobile terminals only (ad-hoc
networks); however, the focus here will be on cellular techniques. The fundamental issue in
mobile communications is the restricted availability of frequency bands. Therefore, system
design must aim at a high spectrum efficiency expressed in Erlang per square meter per
Hertz and given by

_ number of reuses _ number of channels _ time the channel is busy (1-44)
- coverage area bandwidth total time of channel

s

where one busy communication channel is equivalent to the traffic of one Erlang.

The basic behavior of cellular designs is often studied in the context of hexagonal
cell coverage, as illustrated in Figure 1-24, where the assumption is that the base sta-
tion is located at the center of a cell. The idea is to reuse a given set of communication
channels or frequencies (in those cells) that are sufficiently apart from each other so that
co-channel interference remains within acceptable limits. Code division multiple access
(CDMA) techniques assign relatively broad frequency bands to individual cells. Those
techniques, however, can often work with the same frequency in neighboring cells since
channel separation is achieved on a code level and frequency planning may be replaced or
supplemented by code planning. Therefore, discuss reuse considerations on the channel
level. The group of cells not employing channel reuse is called a cluster. Such a cluster is
depicted in Figure 1-24 as a grey-shaded area and consists of seven cells.

FIGURE 1-24 Hexagonal cellular pattern with a reuse factor of 7
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The number of cells N comprising a cluster is, in general, given by
N=i2+ij+j? (1-45)

where i and j are integers, with N =7 being a popular number of cells per cluster. Obviously,
you can increase the mobile system’s capacity (i.e., cellular phone users) by increasing the
number of available channels (bandwidth) or the spectrum efficiency 7,. Because band-
width is restricted, the logical approach is to achieve better spectrum efficiency through
channel reuse. This implies smaller cell sizes and consequently a greater number of cells
in a given coverage area. For example, a single cell can be subdivided into several smaller
cells, or a cell can be divided into sectors by using directional antennas to avoid installing
additional base stations. Typical cell dimensions used to cover wide rural regions or subur-
ban areas are referred to as macrocells. In densely populated urban regions, however, cells
must often be installed at the street level with base stations located below building roofs.
Such cells are often called microcells, and even smaller cells (restricted to a single site or
the interior of a building) are referred to as picocells.

The key to designing complex cellular mobile communication systems is electromag-
netic wave propagation within individual cells. Propagation models are essential for evaluat-
ing modulation and coding schemes and their associated signal power within the service area
or the interference that may be caused outside the service area. Even when adaptive power
control is used at the transmitter, a thorough understanding of the relevant wave propagation
mechanisms in the terrestrial environment is necessary. For propagation above a smooth
ground, a simple ray-optical model including two rays is sufficient for modeling wave propa-
gation. In general, ray approaches are based on high-frequency assumptions, typically ful-
filled at mobile communication frequencies (greater than 400 MHz).

The two-ray model includes a direct ray representing free-space propagation and a ray
reflected at the earth’s surface. Assuming the earth’s surface to be planar, the two-ray model
gives the following pathloss:

L, =20 log (%m) +20 log|l+ R, — e 127/* &) (1-46)

-
7

L, is the ratio of received to transmitted power in dB, where both antennas are assumed to
be isotropic. The involved parameters are A, or the free-space wavelength; r, or the path
length of the direct ray; r,, or the path length of the reflected ray; R, or the plane wave
reflection coefficient at the reflection point.

Figure 1-25 compares L, as given to single/direct-ray (free-space) and four-ray models
for different transmitter antenna heights. The typical two-ray interference pattern is clearly
identified close to the transmitter. Also, at great distances from the transmitter, the two-ray
model predicts a pathloss that has a constant slope of 40 dB/decade versus a pathloss with
a slope of 20 dB/decade predicted by the single-ray or free-space model. Figure 1-25 also
shows that changing the transmitter antenna height can control the coverage range of the
base station.

Microcells or picocells are often designed at the street level, and for these cases, the two-
ray model for flat earth can be improved by including ray reflections from the street side
walls. For example, Figure 1-25 shows four-ray pathloss curves to model a 16 m—wide street
canyon, where contributions from the two sidewall-reflected rays are added to the two-ray
results. Again, the usual interference patterns are observed close to the transmitter. However,
at great distances from the transmitter, the guiding effect of the street canyon results in a
pathloss that is even less than that predicted by the single-ray or free-space model. Also, the
height of the transmitter antenna no longer influences the pathloss at great distances.
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FIGURE 1-25 Pathlosses for different ray models over flat ground. Scalar computations with a
receiver antenna height of 2.4 m, different transmitter antenna heights £,, and all reflection coef-
ficients set to —1. The given four-ray models also include sidewall-reflected rays at each side of
a 16 m broad street canyon.

Previously, we discussed simple propagation models. However, real-world terrestrial
mobile communication channels are characterized by complicated wave propagation mech-
anisms. The received signal is composed of an extremely large number of different multiply
reflected, diffracted, refracted, or scattered wave contributions, and a purely deterministic
description of the radio channel might be impossible. Therefore, most receiver power or
receiver field strength determination methods are designed to predict the corresponding
median values as a first characterization of the channel properties. The fading behavior of
the mobile radio channel is described by means of statistical methods where fast- and slow-
fading mechanisms are distinguished. Fast-fading can often be characterized by Rayleigh
or Rice probability distributions, and slow-fading normally behaves as lognormal distrib-
uted with standard deviations of several dBs.

Further insight into the behavior of a mobile radio channel can be gained from measured
or predicted impulse responses, as shown in Figure 1-26, which typically consist of various
signal contributions arriving at the receiver after different delay times and with different
Doppler shifts due to moving transmitter and receiver antennas as well as scattering objects.
Information that can be obtained from the impulse responses are the relative signal powers
and delay spreads for the different signal contributions. Both the Doppler shifts and the
delay spreads are essential in the design of mobile communication systems. Often, test
sequences are included in the transmitted signals, which allow for the estimation of impor-
tant channel parameters and can be used for channel equalization.

Modern terrestrial communication systems often utilize several transmit and/or receive
antennas (multiple input multiple output (MIMO)) to achieve improved signal to noise and/
or signal to interference ratios of the communication links. The different antennas can be
arranged in closely spaced array configurations suitable for the realization of deterministic
beam-forming strategies (see Section 1.8). Another strategy tries to arrange the antennas
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FIGURE 1-26 Measured impulse response of different mobile radio channels in Garmisch Partenkirchen,

Germany (hilly terrain). The measurement bandwidth was 6 MHz at the given carrier frequency f,. The
measured data shown were provided by Deutsche Telekom, Darmstadt, Germany.

such that their transmitting or receiving characteristics become uncorrelated, leading to
so-called diversity techniques. Further information on terrestrial mobile communication
systems can be found in Chapter 22 on conformal antennas.
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2.1 INTRODUCTIONTO FREQUENCY BANDS

The spectrum chosen for use in either military or commercial applications often depends
on a number of factors, including regulatory requirements or licenses that designate
bands for certain uses. Depending on the application, the frequency band selected may
also depend on antenna size, propagation distance, or environment. Over time, a number
of different designations for frequency bands have been developed. For comparison, each
of these band designations is shown in Table 2-1. Historically, some of the band group-
ings have differed, in part based on the application(s) intended, such as radar, electric
countermeasures, and so on. The most commonly used designations are also listed in
Table 2-1.

As mentioned, one of the factors to consider when selecting a band is the propagation
characteristics of the band. Figure 2-1 shows attenuation as a function of wavelength or
frequency. Attenuation is also a function of a number of factors that include both scat-
tering losses and absorption losses. In general, lower frequencies tend to propagate far-
ther and to transmit better under non-line-of-sight conditions. However, lower frequency
antennas also tend to be larger because antenna size scales with frequency, creating a
number of trade-offs that must be considered. For example, the military might select a
lower frequency for operation so communication over mountain ranges is optimized;
however, the lower frequency creates challenges in implementing an antenna that is a

TABLE 2-1 Frequency-Band Designations

Electric-
IEEE Radar ITU Frequency Common-usage countermeasure
Bands* Bands’ Bands* Bands®
Frequency Frequency Frequency Frequency
Range Range Range Range
Band (in GHz) Band (in GHz) Band (in GHz) Band (in GHz)
HF 0.003-0.03 HF 0.003-0.03 HF 0.003-0.03 A 0-0.25
VHF 0.03-0.3 VHF 0.03-0.3 VHF 0.03-0.3 B 0.25-0.5
UHF 0.3-1 UHF 0.3-3 UHF 0.3-1 C 0.5-1
L 1-2 SHF 3-30 L 1-2 D 1-2
2-4 EHF 30-300 S 2-4 E 2-3
C 4-8 C 4-8 F 34
8-12 X 8-12.4 G 4-6
Ku 12-18 Ku 12.4-18 H 6-8
K 18-27 K 18-26.5 1 8-10
Ka 27-40 Ka 26.5-40 J 10-20
mm 40-300 Q 33-50 K 20-40
\Y 50-75 L 40-60
\ 75-110 M 60-100

“From Institute of Electrical and Electronic Engineers Standard 521-1976, Nov. 30, 1976.
“From International Telecommunications Union, Art. 2, Sec. 11, Geneva, 1959.

#No official international standing.

SFrom AFR 55-44 (AR 105-86, OPNAVIST 3430.9B, MCO 3430.1), Oct. 27, 1964.
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FIGURE 2-1 Attenuation of electromagnetic waves as a function of frequency or wavelength (after
L. Yujiri et al' © IEEE 2003)

reasonable size. In other cases, the military might select a band where propagation is
limited for security or frequency re-use opportunities. An example of such a band is
the V-band around 60 GHz. This band is well suited to short-range applications, but the
implementation of low-cost antennas that perform suitably can be difficult due to the high
frequency of operation, though the antennas will be relatively small for a given antenna
gain compared to the lower frequencies.

The trade-offs associated with the use of various frequency bands have been studied
extensively over time, and certain characteristics and applications are now commonly
linked to specific frequency bands. Table 2-2 lists a number of frequency bands along with
their common characteristics and uses. In general, the lower frequency bands tend to be
used for longer range, lower bandwidth applications while higher bands tend to be used
more often for shorter range applications that require higher bandwidth. In the case of radar,
the higher frequency bands are often selected for higher resolution and the antennas take up
less volume at these higher frequencies.

In the case of television and radio broadcasts, the selected bands tend to be lower, such
as VHF and UHF, because the broadcasting company will likely want to cover an entire
city or an even greater area with a single transmit site. The specific frequency band used
by a particular station also depends on its license through a regulatory agency such as the
Federal Communications Commission (FCC), which designates specific channels or bands
with well-defined separation between them to avoid interference with broadcast services. The
bands and channels used for AM/FM radio and television broadcast in the U.S. are shown in
Table 2-3. The separation between the bands, sometimes called guard bands, help prevent
interference between adjacent bands, but these bands were established decades ago. With
continuing advances in communications technology and equipment, and the move toward
digital television, the FCC is looking at different ways of thinking about the bandwidth per
channel and the guard bands. In transmitting digital television, less bandwidth is required than
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TABLE 2-2 Common Frequency Bands: Characteristics and Typical Applications
Band Characteristics Applications
HF Long-distance links possible with Ocean vessel communications, telephone,
ionosphere reflections telegraphy, long-range aeronautical
communications, amateur radio
communications, military communications
VHF Tonosphere reflections possible at Television and FM broadcasting, air
the lower end of the frequency band traffic control, radio navigation, military
communications
UHF Tends to require more line-of- Television broadcasting, radar, mobile phones
sight toward the high end of the and radios, satellite communications, global
frequency band positioning systems (GPSs), wireless LANs,
wireless PANs, military communications
SHF Atmospheric absorption at highest Radar, microwave links, land mobile
frequencies can be significant communications, satellite communications,
direct broadcast satellite (DBS) television
EHF Line-of-sight propagation only Radar, secure and military communications,
toward the high end of the band, satellite links, gigabit per second backhaul
subject to atmospheric absorption, (1-2 km), future wireless PANs
and best suited to shorter range
applications
Optical /  Significant atmospheric absorption,  Optical communications, fiber-optical links,
IR typically will not penetrate fog, very short range wireless communications,

line-of-sight only

building-to-building high-speed wireless
connections

with analog, but the bandwidth does depend on the resolution or definition of the signal. In the
future, digital television may evolve toward either one very high-definition digital signal or
multiple lower definition signals for multiple television channels in what was one signal when
transmitting analog. Advances in communications technology have also led to the discussion
of the potential use of the guard bands for other applications since advances may allow for
their use without interfering with the original broadcast channels.

TABLE 2-3 Typical Broadcast Frequencies

VHF TELEVISION FREQUENCIES

Band Ch# Frequency Band Ch # Frequency
VHF LOW 02 54-60 MHz VHF HIGH 07 174-180 MHz
VHF LOW 03 60-66 MHz VHF HIGH 08 180-186 MHz
VHF LOW 04 66-72 MHz VHF HIGH 09 186-192 MHz
VHF LOW 05 76-82 MHz VHF HIGH 10 192-198 MHz
VHF LOW 06 82-88 MHz VHF HIGH 11 198-204 MHz

VHF HIGH 12 204-210 MHz
VHF HIGH 13 210-216 MHz
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TABLE 2-3 (continued)

UHF TELEVISION FREQUENCIES

Ch# Frequency Ch# Frequency Ch # Frequency
14 470-476 MHz 38 614-620 MHz 62 758-764 MHz
15 476-482 MHz 39 620-626 MHz 63 764-770 MHz
16 482-488 MHz 40 626-632 MHz 64 770-776 MHz
17 488-494 MHz 41 632-638 MHz 65 776782 MHz
18 494-500 MHz 42 638-644 MHz 66 782-788 MHz
19 500-506 MHz 43 644-650 MHz 67 788-794 MHz
20 506-512 MHz 44 650-656 MHz 68 794-800 MHz
21 512-518 MHz 45 656-662 MHz 69 800-806 MHz
22 518-524 MHz 46 662-668 MHz 70 806-812 MHz
23 524-530 MHz 47 668-674 MHz 71 812-818 MHz
24 530-536 MHz 48 674-680 MHz 72 818-824 MHz
25 536-542 MHz 49 680-686 MHz 73 824-830 MHz
26 542-548 MHz 50 686-692 MHz 74 830-836 MHz
27 548-554 MHz 51 692-698 MHz 75 836-842 MHz
28 554-560 MHz 52 698-704 MHz 76 842-848 MHz
29 560-566 MHz 53 704-710 MHz 77 848-854 MHz
30 566-572 MHz 54 710-716 MHz 78 854-860 MHz
31 572-578 MHz 55 716-722 MHz 79 860-866 MHz
32 578-584 MHz 56 722-728 MHz 80 866-872 MHz
33 584-590 MHz 57 728-734 MHz 81 872-878 MHz
34 590-596 MHz 58 734-740 MHz 82 878-884 MHz
35 596-602 MHz 59 740-746 MHz 83 884-890 MHz
36 602-608 MHz 60 746-752 MHz
37 608-614 MHz 61 752-758 MHz

Broadcast Frequencies

AM Radio = 535 kHz-1605 kHz (MF) 107 Channels each with 10 KHz separation

TV Band I (Channels 2-6) = 54 MHz-88 MHz (VHF)

FM Radio Band II = 88 MHz-108 MHz (VHF) 100 Channels each with 200 KHz separation
TV Band III (Channels 7-13) = 174 MHz-216 MHz (VHF)

TV Bands IV & V (Channels 14-69) = 470 MHz-806 MHz (UHF)

In addition to commercial broadcast channels, a number of amateur radio bands
have been established. These bands also tend to be at lower frequencies since it is
usually desirable to have propagation over long distances to communicate with other
amateur radio sites, as shown in Table 2-4. The successful use of the higher bands
depends on the proximity of other amateur sites because they tend to propagate over
shorter distances.
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TABLE 2-4 Amateur Radio Bands

Band Frequency
160 m 1.8-2.0 MHz
80 m 3.5-4.0 MHz
40 m 7.0-7.3 MHz
20 m 14.0-14.35 MHz
I5m 21.0-21.45 MHz
10 m 28.0-29.7 MHz
6m 50.0-54.0 MHz
2m 144.0-148.0 MHz
220-225 MHz
420-450 MHz

1215-1300 MHz
2300-2450 MHz
3300-3500 MHz
5650-5925 MHz

2.2 FREQUENCIES AND TECHNOLOGIES OF
INTEREST FOR MILITARY APPLICATIONS

Military and commercial communication needs have similarities and differences, as shown in
Figure 2-2 and Figure 2-4, later in the chapter in Section 2.3. One area of commonality is that
both stem from the demand for quick and efficient delivery of information. However, the pace at
which they develop their communication technologies and their dynamic motivations for doing
so are where the two sectors diverge and are continuously evolving. In some cases, the com-
mercial sector’s communication development outpaces the military’s because its driving force
is economic and its market is vast. In other instances, military technology outpaces the com-
mercial sector since performance may be more important than low cost for critical equipment.
In some ways, the two sectors are merging with the military’s technology, research, and devel-
opment organizations such as Defense Advanced Research Projects Agency (DARPA), Office
of Naval Research (ONR), Naval Research Laboratory (NRL), Air Force Research Laboratory
(AFRL), and Space and Naval Warfare (SPAWAR) Systems Command, moving toward lever-
aging more commercial technology as the military increases its demand for commercial sector
innovations to bring its communication systems up to 21st-century standards. The military can
optimize its communication systems by complementing available commercial technology with
newly developed, customized technology providing a superior hybrid solution.

Most terrestrial communication systems used by the military and the commercial market,
including HF, VHF, and UHF radios, utilize conventional monopole and dipole antennas
that are electrically small but long enough to provide adequate gain and the largest pos-
sible coverage area. Most satellite communication (satcom) systems depend on mechanically
rotated reflector dish antennas that provide high gain and a narrow beam from a relatively
simple parabolic antenna structure in order to illuminate the orbiting satellites with preci-
sion accuracy. These antenna structures are, however, still large and can be used as a visual
cue in the identification of the communication system’s location. In the case of the military,
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inconspicuous communication vehicles are essential to protecting communication capabil-
ity and the personnel both operating the system and receiving its intelligence support. The
commercial sector also benefits from reduced antenna architectures because the savings in
real estate allow for additional communication systems to be installed. In the case of cellular
infrastructure, reduced size systems can translate into reduced recurring costs because less
space may need to be leased at the site’s location.

Methods for reducing antenna size include using planar antenna geometries similar
to those of microstrip antennas with parasitic shorting structures,?>™ high dielectric sub-
strates,’ geometrical variations of the antenna architecture including slots,”'* and active
element integration into the antenna.

Connectivity on today’s battlefield is of such great importance that communication
development programs are being forced to develop rapidly. Multifunction communica-
tion platforms are being built to satisfy the need for multiple radio access and centralized
intelligence distribution using a router methodology that consolidates the information from
several different radio sources and redistributes it to personnel using the appropriate com-
munication system. A multitude of processing and communication systems are utilized
together to keep all mission participants apprised of tactical and strategic information as it
becomes available, allowing command decisions to be handed down as required.

The radios used by the military vary in frequency and constitute a range of frequencies
that span from the HF to Ka-band, as shown in Figure 2-3.

Tactical radios in the HF frequency, including the PRC-150 from 2 MHz to 30 MHz,
are important in transmitting voice and limited data over long distances by pumping large
amounts of power (20-100 W) through substantially large monopole antennas. These tactical
radios also fall within the civilian Ham radio frequencies, which also require large amounts
of power to operate.

VHF radios operate at slightly higher frequencies from 30-88 MHz, providing for
increased bandwidth to transmit more data over the same long distances. This is true for the
SINCGARS RT-1523E radio system, which also pumps large amounts of power through a
large monopole antenna to extend the range of its transmissions.

Radios that operate at UHF, which also include the L-band and S-band from 300 MHz
to 3 GHz, provide increased bandwidth capability and faster data rates than HF and VHF
systems but at the expense of reduced transmission range. Operating at these higher
frequencies also scales down the size of the antennas used to Tx/Rx signals, which
reduces the visibility of mobile communication platforms. As presented in Figure 2-2,
the PRC-148, PRC-117F, PSC-5D, RT-1720 EPLRS, and VRC-99 radios all operate at
these frequencies. The range of the systems are reduced due to the limitations of shorter
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FIGURE 2-3 Military communications frequency spectrum
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wavelength transmissions, but this shortfall is more than compensated for because larger
bandwidths are available and long-distance data transfers can be achieved by using relays
to leapfrog signals between intermediate points and then on to remote positions.

Situational awareness reports that include highly detailed maps with reconnaissance
pictures and even video are transmitted by tactical satellite radios operating at the C-, Ku-,
and Ka-band. These frequencies are capable of penetrating through the ionosphere to orbit-
ing satellites and then back down to other positions on earth that are over-the-horizon from
the position of the originating source transmission. This over-the-horizon capability and
increased bandwidth are major goals of the military and also of the commercial market,
which means greater amounts of data can be sent more quickly to more distant locations
thus providing needed intelligence for informed decision making.

This wide array of radio systems over the large frequency range increases military capa-
bility, especially when placed on a mobile platform, but at the cost of increased hardware
including the radios themselves, networking equipment, power sources, and the antennas to
perform the necessary signal propagation. This excessive amount of hardware is expensive
and bulky, and in the case of the antennas, presents the problem of physically placing them
on top of a small roof, deck, mast, or fuselage. Not only are there co-site signal propaga-
tion issues associated with multiple antennas for multiple communication systems, but also
there is the burden of concealing the vehicle, ship, or aircraft’s purpose from unwanted
spectators. In order to decrease the visibility of the mobile platform as a target and maxi-
mize its carrying capacity, there is a need to scale down the size, weight, and volume of all
components including the antennas. This requires antenna designs that use planar antenna
technologies and allow for dual-band, multiband, and broadband multifunction capability.

2.3 FREQUENCIES AND TECHNOLOGIES OF
INTEREST FOR COMMERCIAL APPLICATIONS

Commercial frequency bands and application technologies are driven by a number of fac-
tors but none more significant than cost. As previously discussed, this factor is more rel-
evant for commercial applications than for military ones. The overall cost of a solution
or service is a direct function of equipment cost but can also be affected by the spectrum
selected for use. In some cases, licensing spectrums can be very expensive and that cost
must eventually be passed on to the consumer by a service provider. One of the advantages
of using the licensed spectrum is that there is recourse if another company or individual
interferes with the spectrum. The unlicensed spectrum is typically open for use by anyone
as long as the conditions and limits set by that country’s regulatory agency, such as the FCC
in the U.S., are adhered to, but there is no recourse if another user creates interference when
using the spectrum in the same vicinity.

The backbone of communication is the allocated frequency bands that radio equip-
ment use to transmit and receive its data, and there are various wireless networks and
protocols used for management. Commercial wireless protocols are varied and continue
to evolve from the present second-generation (2G) to third-generation (3G) and future
fourth-generation (4G) network system protocols that provide expanded bandwidth and
increased data-rate capability. The 2G protocols were based on low-band digital data
signals that provided a vast improvement over the previous analog systems. The 3G
protocols allow wideband digital data transfers for large video and data transmissions.
The trend is toward multimedia services, and this trend has made possible podcasting
and streaming video that were once tethered to Ethernet cable connections on desk-
top computers but are now accessible with wireless multimedia phones, personal digital
assistants (PDA), and laptops.
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The intermediate bridge between 2G and 3G is 2.5G, and it allows theoretically limited data
transfer rates of up to 384 kbps, which is a significant increase from the pervious 9.6—14.4 kbps
capability of 2G. But, of course, theoretical limits are often just that—theoretical—when the
reality is that 40-50 kbps is the nominal data rate.

In 2010-2015, 4G will succeed 3G and will offer increased data rates up to 100 Mbps
while on the move and 1 Gbps while stationary for on-demand high-quality video trans-
missions and accelerated downloads. Several factors will contribute to 4G’s succession,
including the use of Orthogonal Frequency Division Multiplexing (OFDM) and Orthogonal
Frequency Division Multiple Access (OFDMA ) to more efficiently allocate resources between
multiple users. Also, a network based solely on packet switching as opposed to the inef-
ficient combined circuit-switched and packet-switched network is an improvement over 3G.
Software-defined radio (SDR) receivers with wider bandwidth capability may also be used.
In addition, 4G could be orchestrated using pervasive networks (a.k.a. ubiquitous computing)
as first introduced by Mark Weiser,!' which is a theoretical concept that allows multiple wire-
less technologies to be accessed simultaneously and information exchanged between them
seamlessly while using 4G devices. To better manage the frequency spectrum allocation and
transmission power utilized, pervasive networks will also use a smart-radio (a.k.a. cognitive
radio) technology that decides the best frequency and power management.

Commercial wireless technologies include wireless cellular and wireless local area and
personal area networks (WLAN, WPAN). WLAN systems typically operate in a range
from 10-100 m while WPAN systems typically operate up to about 10 m. Cellular tech-
nologies have evolved from analog systems to today’s higher capacity digital systems with
increased speeds and capabilities. The system protocols deployed in the initial move to
digital cellular, often referred to as 2G, varied greatly in method but all supported the
common function of delivering information between users. The wireless protocols oper-
ate in the ~850/900/1800/1900/2100 MHz frequency bands, with the specific bands
varying depending on the country, mode of operation, and cellular carrier. As shown in
Figures 2-4 and 2-5, many digital protocols are in use today, such as time division mul-
tiple access (TDMA), code division multiple access (CDMA), Global System for Mobile
Communications (GSM), digital communication systems (DCS), personal communication

Transmission Effective
Wireless Protocols Rate (Mbps) Range (m)
802.15.3a UWB (disbanded) 50-500 1-10
802.11n 10-100 1-100
802.11al/g 5-50 1-100
802.16 WiMax 5-10 100-10,000
802.15.3 5-10 1-10
802.15.3c.MMV 100-5000 1-10
802.11b WiFi 1-10 1-100
802.16e/20 1 100-10,000
UMTS/HSDPA/iXEVDO 0.5-1 50-10,000
802.15.1 Bluetooth 0.5-1 1-10
GPRS/EDGE 0.1-0.5 50-10,000
802.15.4 Zigbee <0.1 1-50
GSM/TDMA <0.1 50-10,000
Blackberry <0.1 50-50,000

FIGURE 2-5 Wireless protocols: their transmission rates (Mbps) and
effective ranges (meters)
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systems (PCS), and analog protocols that are still in use but in a diminishing capacity, for
instance, Advanced Mobile Phone System (AMPS/NAMPS), Nordic Mobile Telephone
(NMT), and Total Access Communication Systems (TACS). Worldwide today, GSM is
the most widely used of these cellular protocols. Third-generation (3G) extensions of the
digital protocols are emerging to increase bandwidth and data rates and include 3GSM, a
3G GSM network; CDMA2000, a 3G CDMA-based network; and General Packet Radio
Services (GPRS). Some 3G protocols have been implemented in Asia already and are
expected to be implemented in the U.S. and Europe in 2006-2007.

The 802.16 WiMAX protocol is one of the up-and-coming premier high-speed wire-
less broadband solutions that may provide greater than 70 Mbps data rates to high-density
medium-size areas (1000-5000 m) such as city buildings, small and rural communities, and
suburban malls. WiMAX operates at S-band and C-band frequencies and was first imple-
mented into WiMAX indoor and outdoor modems in 2004 using orthogonal frequency
division multiplexing. WiMAX will be further embedded into the wireless community’s
portable devices, including 3G and 4G ultra mobile PCs, over the next two to three years
providing high-speed broadband wireless capability. However, WiMAX will still rely on
an overlying wireless protocol, such as GSM or CDMA, to distribute the system over large
city- and region-wide areas, causing some debate over how WiMAX will coexist with
future cellular technologies if it is as widely deployed as expected.

WLAN and WPAN protocols (802.11 family) are also included in Figures 2-4 and 2-5
and are responsible for wireless data connections of various speeds and bandwidths to
the internet for laptops, PDAs, and other wireless devices that operate in close proximity
to one another. These include the 802.11 family operating at 2.4 GHz and 5 GHz. The
802.11 data rates continue to increase as well, with 802.11b offering 11 Mbps, 802.11a/b
offering 54 Mbps, and the emerging 802.11n that’s expected to offer data rates in excess
of 100 Mbps, in part by utilizing multiple-input multiple-output (MIMO) communication
techniques.

In addition, 802.15.4 ZigBee protocols, which allow devices to communicate low band-
width and low data rate information between each other and achieve extremely long battery
life, are expected to enable systems such as wireless sensor networks (WSNs) that can be
deployed and left in place without maintenance for extended periods of time.

Bluetooth, which is covered under IEEE 802.15.1, is today’s most widely deployed
WPAN solution and is commonly used for wireless hands-free headsets for mobile phones.
This area of wireless continues the trend toward higher speeds. There are some emerging
technologies, however, that promise to move beyond the initial Bluetooth data rates of
approximately 1 Mbps. Some of the potential solutions to offer very high speeds at short
ranges include ultra wideband (UWB), dynamic frequency selection, cognitive radios, and
higher-order modulation to achieve high throughputs in a limited spectrum with much
higher spectral efficiency. Each of these potential solutions face technical challenges with
some also confronting additional regulatory challenges. Dynamic frequency selection and
cognitive radio, for example, may offer the shared use of large amounts of licensed spec-
trum, though it’s not clear if regulatory bodies like the FCC and their equivalent in other
countries will allow unlicensed users access to parts of the licensed spectrum or what the
reaction will be from licensed users. UWB appears to be facing some regulatory challenges
as Japan and Europe seem to have become more concerned with potential interference from
using the full 3-10 GHz spectrum allowed in the U.S. and may limit its use to a subset of
what the FCC has allowed. These bodies may limit wide scale deployment of UWB hard-
ware to the resulting common worldwide spectrum, since a single solution for worldwide
deployment is desirable for high-volume consumer electronics.

As reported by R. M. Emrick and J. L. Vokakis,'? there is an excellent opportunity to use
millimeter wave frequencies to propagate signals over short ranges supporting very high data
rates from greater than 100 Mbps to 1-5 Gbps using available V-band spectrum at 60 GHz,
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where there is 3 GHz of available unlicensed worldwide spectrum. Historically, the use of
such high frequencies has been limited to specialized applications because of the high cost
of implementation. Recent and ongoing advances in a number of technologies indicate that
low-cost solutions utilizing these frequencies should be possible.!* Some early work indicates
that Si technology transceivers can support the 60 GHz frequency band of operation and are
economical enough to manufacture in large quantities for a large consumer market.'*!> Next-
generation network interface cards (NIC) already support 1 Gbps transfer rates and USB2.0
and IEEE 1394 standards are in place for high-speed wireless capability, making the need for
60 GHz high-speed wireless hubs (or equivalent) more a question of when they will be needed
rather than if they will be needed.

It is interesting to note that there is an overlap between the unlicensed bands worldwide
in the V-band from 59-62 GHz, which will allow for 3 GHz of available bandwidth that
can be readily used anywhere on the planet (see Figure 2-6). There is also a standard being
developed in the form of IEEE 802.15.3c. Other spectrum purchases by supporting and
competing 60 GHz technology companies are sure to occur outside this unlicensed band
and will likely supplement the necessary bandwidth for a successful millimeter-wave high-
speed broadband protocol.

Solutions utilizing this millimeter-wave spectrum for very high-speed connectivity
may be “stand alone,” or they may be integrated with other wireless technologies where
at least some of the system can be reused. Measured performance of an early proof-of-
concept system is shown in Figure 2-7. In consumer electronics, typically acceptable
bit error rates (BER) are around 107°. Using this BER, Figure 2-7 shows demonstrated
data rates of about 3.5 Gbps at ranges of 5 m and 1 Gbps up to a range of 50 m. This
performance is for point-to-point line-of-sight with a single antenna at the transmitter and
receiver. In order to achieve acceptable performance for non-line-of-sight use, MIMO
and antenna gain are most likely needed.'?

As previously stated, the deployment of high-speed solutions using millimeter-wave
frequencies can be stand alone or exist as an alternative mode in a multimode system
that includes 802.11. The European Union funded a program called Broadway, which
looked at a hybrid dual-frequency broadband wireless LAN access system at 5 GHz and
60 GHz to be implemented for urban hotspot coverage.'® This system is based on integrat-
ing HIPERLAN/2 OFDM technology at 5 GHz and an ad-hoc extension of it at 60 GHz
called HIPERSPOT and would be an extension of the existing 5 GHz WLAN systems
using new modes in the 59-65 GHz worldwide unlicensed frequency bands. Broadway
could alternatively be used in combination with 802.11 solutions that exist and utilize the
2.4 GHz band.

Unlicensed V-band Spectrum Availability
(Japan Europe USA)

3 GHz Freq
Overlap

@ Japan
W Europe
@USA

56 57 58 59 60 61 62 63 64 65 66 67
Unlicensed Frequency (GHz)

FIGURE 2-6 Available unlicensed global spectrum in the V-band
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BER vs Distance
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FIGURE 2-7 Measured data rate vs. distance for an early proof of concept system,'* which shows the
potential for very high data rates at distances traditionally within the WPAN ranges for point-to-point line-of-
sight (after R. Emrick et al'* © IEEE 2005)

2.4 EXAMPLES OF FUNDAMENTAL ANTENNA
TYPES USED IN MILITARY AND COMMERCIAL
APPLICATIONS

The selection of an antenna for a specific application is typically driven by a number of
factors including antenna size, which is associated with the particular frequency being uti-
lized and the platform it will fit, the direction and distance over which the antenna needs to
transmit its signal, and the antenna’s operational environment, which can introduce many
variables that are best handled by certain antenna designs.

There are a number of fundamental antenna types that are typical options when deter-
mining the best antenna for a given application and frequency band. There are, of course,
variations of these antenna types that may, at times, include hybrid approaches provid-
ing for optimized solutions. Many antennas, such as monopoles and dipoles, are resonant
antennas that generally have dimensions close to half a wavelength. These antennas are
often simple structures with relatively narrow bandwidth. Broadband antennas, such as log-
periodic antennas, typically have the largest dimension that is a half-wavelength at the low-
est frequency of operation. Antennas like this become resonant across the full frequency
of operation for greatly improved bandwidth. Aperture antennas tend to be used for higher
gain, are typically several wavelengths in one or more dimensions, and can be implemented
using a feed and reflector or an array of wire or printed elements.

Dipole and monopole wire antennas are the most basic types of antenna because of their
simple structure and omnidirectional radiation capability. The impedance characteristics asso-
ciated with these antennas have been investigated thoroughly, giving rise to general formulas
for straightforward design. A monopole is an antenna that is mounted ideally on an infinite
ground plane and can be characterized by a dipole antenna that is twice its size radiating in
free space. A simple half-wave dipole is a center-fed driven antenna whose two conductors
are opposite each other and perpendicular to the center feed. There are many different varia-
tions of these antennas including the cylindrical dipole, which has a length to diameter ratio
of more than 15:1, biconical dipoles with conductors that flare out into cones, folded dipole
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antennas that are formed by two cylindrical dipoles and driven by a pair of transmission
lines, and sleeved dipoles and monopoles, which are doubly fed antennas with the current at a
maximum at the center of the dipole or base of the monopole. Their omnidirectional radiation
patterns are well suited for terrestrial LOS communications over vast distances.

Reflector antennas have high gain and are very directive making them well suited for
earth-based stations communicating with satellites in orbit. Reflector designs can be pla-
nar, have a parabolic arc, or incorporate a design that uses neither of the aforementioned
designs. Feed structures can be placed in front of the reflector or be fed from the back,
depending on the reflector technology being implemented. Reflectors have superior gain
and directivity but require large apertures that can be quite cumbersome to position, requir-
ing mechanical control and closed loop tracking, such as conical scanning when the ground
station is mobile or there is satellite movement in a low earth orbit (LEO). The components
needed with this technology take up a significant amount of space, creating the need for
alternate solutions.

Phased array antennas utilize multiple radiator elements uniformly spaced in linear or
two-dimensional configurations, often half a wavelength apart, and their amplitude and
phases are controlled to form a radiated beam of any desired shape for propagation in
free space. Phased arrays are normally planar, making them low profile and they produce
high-gain beams that are electronically steered, making them a viable replacement for
large reflector antennas. Phase shifters are most often the technology of choice to manipu-
late the phase between radiators. One of the biggest challenges in implementing a phased
array is cost; each element of the array typically requires extensive and costly electronics.
Historically, phased arrays have been used for less cost-sensitive applications, but future
implementation using digital beam forming, retrodirection, and/or other alternative meth-
ods, may allow for more widespread use in more cost-sensitive applications.

Printed microstrip-type antennas are used in many different commercial applications,
including cell phones, WLAN networking cards, personal digital assistants, and GPS
receivers. These applications typically operate at ranges that are within 1-10,000 m of the
transmission and reception points. These antennas have inherently low gain and, in most
cases, require amplification to increase range, but the relative ease of fabrication and low
profile make them attractive candidates for small commercial and military handheld com-
munication devices that have limited space for antenna apertures.

In the end, the selection of the ideal antenna for a given frequency band and applica-
tion comes down to balancing the fundamental parameters that typically include size, cost,
weight, and reliability. Achieving the right balance among these parameters is often far
from trivial.
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3.1 INTRODUCTION

Telecommunications services in which antennas occupy a prominent position have grown
tremendously over the years. Antennas are ubiquitous devices in radio, TV, satellite, and
mobile communications, and the economic and social impact of these services motivate
engineers to improve antenna feasibility and performance. A single element antenna, due
to its limited performance, is often not enough to meet technical needs for high gain, nar-
row and/or steerable beams, pattern nulls, and low sidelobes. An array of discrete elements
can, however, cover most of these constraints. The antenna array is characterized by ele-
ment type, geometry, and the required excitations. Mutual coupling between the elements
is important in the array design. The elements are chosen, if possible, to be identical and
parallel. Uniformly spaced linear arrays are the most practical ones.

In this chapter the properties of the various antenna arrays and many synthesis methods
will be discussed.

3.2 ANTENNA ARRAY FACTOR
AND ANTENNA INDICES

The approximation of the far field coming from an antenna' separates it into a function
of the position r of the observation point and into a function-vector of its angles, 6 and
¢, of the spherical coordinate system. The far electric field of a typical antenna array
element (see Figure 3-1) can be expressed as>3

—ipr
E, (1) =~ jou—£,0.0) G-

] 3 Z i P  (Point of
j . observation)
n" element
—»Y

X
FIGURE 3-1 Geometry of a typical antenna array
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The angular-dependent vector f;, (6,¢) presents the directional characteristics of the nth
element.

Because the antenna array shown in Figure 3-1 contains N elements, the total electric
field is

N
E(r)=Y E,(r) (3-2)

n=1

As mentioned previously, the elements of the array are identical and, if possible, identically
oriented. In this case, the current distribution of the elements is approximately the same.

So. £, (6.9) is
1.6.9)=1,f(6.¢) (3-3)

f(6,¢) characterizes the pattern of the element, and I, is the excitation of the nth element of
the array. By taking into account Eq. 3-1 to Eq. 3-3, the total electric field is

-ibr N
E(r) == jop £ 0.0) ), 1,etPemss (3-4)
n=1

which is cos &, = sin0 sin6, cos(¢—¢,) + cosO cosb,, where (r,, 0,, @,) are the coordinates
of a convenient reference point of the nth element. The summation of Eq. 3-4 is the array
factor AF (6, §):

N
AF(6,9) = Z Inejﬁrn cosé, (3-5)

n=1

AF (6, ¢) actually presents the pattern of N isotropic point sources from the original array.
Equation 3-5 then becomes
i
E(r) = jou—— f(6.9)AF(©6.¢) (3-6)

Equation 3-6 states that, “An array of similar identically oriented elements has a pattern
that can be expressed as the product of the element pattern and the array factor.” Since the
element pattern is known, the main effort in antenna array design is the synthesis of the
array factor.

One of the main characteristics of an antenna is its radiation pattern (see Figure 3-2).
The pattern presents graphically the radiation properties that can be measured by moving
a probe around the antenna when testing at a constant distance in the far field. If the probe
moves in a plane, the pattern is known as the plane pattern. The plane pattern that contains
the electric field vector is called the E-plane pattern. Correspondingly, the plane pattern
that contains the magnetic field vector is the H-plane pattern.

33(_; 210\._\ \

240 270 300 270

FIGURE 3-2 Plane and 3D patterns of an antenna
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The radiation characteristics of an antenna array are measured in terms of the indices
given in Chapter 1. These indices are the directivity D(6,,,), the gain G(6,,¢,), the signal-
to-noise ratio SNR, the radiation efficiency 1, the quality factor Q, the half power (or 3 dB
power) beamwidth HPBW, the first null beamwidth BW,,, the sidelobe level SLL, and the
bandwidth of the antenna array.

3.3 LINEAR ARRAYS

A practical array that consists of a number of elements set up along a straight line is called a
linear array (see Figure 3-3). The pattern of a linear array can be expressed in well-known
polynomial forms.

The array factor AF(0, ¢) of the linear array shown in Figure 3-3 depends only on the
angle 0 and is written as

N-1
AF(0) = Z 1, eIBncos® (3-7)
n=0
If the elements are equally spaced in terms of distance d, then Eq. 3-7 yields to
N-1 N-1
AF(6) = z 1, giPndcos — Z 1,7 (3-8)
n=0 n=0

7= edecosH (3_9)

For 0 < 6 < 7, AF(®) is a polynomial of z, which moves on a unit circle.* The phase is
bounded between —fd and +d, and the bounded region is called the visible region.

Uniform Linear Arrays

Uniform linear arrays (ULA) consist of equally spaced elements with equal magnitude and
progressive phases. In Eq. 3-7, I, = (¢'*)". Equation 3-7 is then transformed to'

= piN-nyy2 SINANY/2)

AF(y) Nsin(y/2) (3-10)
v =Pdcos6—-a 3-11)
e
L & L L *—0—> 2z
0 d, d, d, S

FIGURE 3-3 A linear array of N elements
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The basic characteristics of the ULA array factor can be summarized as follows:

1. Maximum values occur at ¥ =2k, where k=0,1,2,...
2. Nulls of the array are located at y =+2kn/N, where k=1,2,3,... and k # N,2N,3N,...
3. The 3 dB points of the array factor occur when

AF(y)= ig S|AF@w)| = % =10log|AF(y)]" =-3dB

which gives Ny/2 = £1.391 rad.
4. Secondary maxima (minor lobes) occur when

v =Qk+1)/N, wherek=1,23,...
The first minor lobe is located at y = £37/N with

1
|AF(y)|= —7 =SLL
N smﬁ

For a phase shift oo = Bdcos6,, the array beam can be steered in the direction 6. For an
end-fire array, o = Fd. Apart from the ordinary end-fire array, there is also the Hansen-
Woodyard (HW) array, which is more directive.” With HW arrays, the progressive phase

shift o is
_ 2.94 _ K (3-12)
o= +(ﬁd+—N )— +(,Bd+ N)
For HW arrays,

for 6 = r if maximum occurs at 0 =0 313

ly|=n I (3-13)
for 6 = 0 if maximum occurs at 6 =7

A 294\ A 1

d =z(‘—m)zz(l‘ﬁ) (3-14)

Table 3-1 presents the sidelobe locations and levels for broadside ULAs with different
numbers of elements. The directivity of broadside ULAs is presented in Table 3-2.
A linear array with maximum at 8 = 6, and half-power beamwidth 6, must have

_ 6 B,
6, > cos '(cos2 TH) (3-15)
Vel
d 2(1+cos8y) (3-16)
—=0.442
N7 0 8|:|sin4 6, —(cos@, —cos’6,) |2:|
In end-fire arrays where 6,= 0°, Eq. 3-16 is modified to
d 0.4428 .
N 2= 6. (Ordinary) (3-17)
1—cos—2-
2
d  0.1398
NZ = 6, (Hansen — Woodyard)  (3-18)
1- cos—-
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TABLE 3-1 Sidelobe Positions and Levels for Broadside ULAs of Isotropic Elements

Sidelobe
First Second Third Fourth

Position Level Position  Level Position Level Position  Level
N (w) (dB) (y) (dB) (y3) (dB) ) (dB)
4 +131.81 -11.30
5 +104.48 -12.04 +180.00 -13.98
6 +86.66 —12.43 +149.12  -15.25
7 +74.08 —12.65 +127.42 -1598  £180.00 -16.90
8 +64.71 -12.80  £111.28 -1643  *157.14 -17.89
9 +57.45 -12.90 +98.79  -16.73  £13948 -18.54 £180.00 —19.08
10 +51.66 -12.97 +88.84 1695  £12541 -1899 +£161.82 -19.89
Nlarge  +540/N  -1346  +900/N —-17.90  £1260/N -20.82  +1620/N -23.01
Chebyshev Arrays

Uniformly spaced linear arrays with nonuniform excitation of the elements can use
Chebyshev polynomials.® These arrays produce the desired SLL and are called Chebyshev
arrays.

A Chebyshev polynomial T',(x) of mth order and an independent variable x is an orthogo-
nal polynomial. In region —1 < x < 1, it contains equal ripples with amplitudes between +1
and —1. 7, (x) outside the region (-1, +1) rises exponentially. 7, (x) is actually expressed as

cos(mcos™ x) [x] <1
T, (x)=4 x\" 3-19
() (H) cosh(mcosh™ |x|) |x|>1 (3-19)
X
TABLE 3-2 Directivities for Broadside ULAs of Isotropic Elements
Spacing (1)
N 0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000
4 1.28 2.16 3.11 4.00 4.84 5.58 5.29 4.00
5 1.45 2.70 3.83 5.00 6.12 6.97 7.68 5.00
6 1.67 3.17 4.63 6.00 7.30 8.54 9.52 6.00
7 1.93 3.64 5.34 7.00 8.61 10.10 11.22 7.00
8 2.20 4.16 6.10 8.00 9.84 11.55 12.82 8.00
9 2.48 4.68 6.86 9.00 11.07 12.99 14.42 9.00
10 2.74 5.17 7.59 10.00 12.41 14.43 16.10 10.00
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For zero and first order as well as for the recursion relation, you have

T,(x)=1T,(x)=x }

T, (x) = 22T, , ()T, , (x) (3-20)

These equations are used to create the Chebyshev polynomials of any order.
Dolph-Chebyshev Arrays Dolph* has found that maximum directivity for a given SLL
can be obtained using Chebyshev polynomials. Their equal ripples describe the sidelobes,
and the exponential increase beyond |x| = 1 gives the main lobe. The excitation distribution
is symmetrical in the centre of the array (see Figure 3-4).

The independent variable of the Chebyshev polynomial is

X =x,cos(y/2) (3-21)

At x = x,, the Chebyshev polynomial takes its maximum value R:

1
T,(x,)=R or x,= cosh(;cosh’1 R) (3-22)
Nulls of 7,,(x) are located at
X —+cosPk-Dm :izcos(x_k) where k=1,2,...,m (3-23)
k= 2m Xo

By using the expression z, = e/, you can find I, from the following polynomial
expression’:

AF©)=C[](z-z,)=C I, (3-24)
n=1 k=0
The order of the Chebyshev polynomial is equal to the total number of array elements
minus one.
An example of two patterns (broadside and intermediate) of a 14-element array
with SLL = -25 dB is given in Figure 3-5. The polynomial is 7 ;(x). For R = 25 dB, it is
R=10%"°=17.7828 and x,= 1.038.

-

e © B R F B o b E s

s R

FIGURE 3-4 The geometry of an even and an odd element linear array
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Array Factor (dB)

120 150 180

O (degrees)
FIGURE 3-5 Pattern of a 14 element Dolph-Chebyshev array with SLL =-25 dB

and d/A = 0.5. (a) broadside array 6, = 0° () intermediate array with maximum
at 6, =60°.

In Chebyshev arrays, there is a maximum permissible interelement distance d,,, to
avoid grating lobes:
-1
d o —1 cos™ (1/x,) (3-25)
A P2
X, is the distance where the maximum of the Chebyshev polynomial occurs.
The ratio of the Dolph array’s HPBW over a uniform array (HPBW,) of the same length
gives the broadening factor f, which is found to be!

_ (HPBW)

N~ T o E -1 2 2 :
f= (HPBW ) ~ 1+0.632[R cosh/(cosh™ R)* — 7 ] (3-26)

fis valid in the range of —-60 dB < SLL < -20 dB and for scanning near broadside arrays.
Estimation of the directivity D with the help of the factor fis of the form:'

2R?
D= —1 R 7 (3-27)
f Nd
For the general case, the HPBW is given approximately by
HPBW =103° - (57452 csc6, (3-28)

Nd
s is the absolute value of the SLL in dB, and 6, is the scan angle. Also, the directivity D is
2R?

b= n2R) . ( d) (3-29)
T B

A
2 2
1+R Nd

sin
2
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General Chebyshev Arrays Dolph’s method is suitable for d > A/2, but it fails to give the
optimum design for d < A/2. To solve the problem Riblet® devised a Chebyshev method by
using odd numbers of elements. Moreover in J. N. Sahalos’ Orthogonal Methods for Array
Synthesis, Theory and the ORAMA Computer Tool,> a method is presented that covers
Riblet’s method. In this method, the independent variable is expressed by

x=acos(fdcosO+c)+b (3-30)
The coefficients a, b, and ¢ are found from three different angles, 6,, 6, and 6,, of

the pattern that corresponds to three values of x, the x|, x,, and x;. The visible region is
in min(x,;,x,,x;) < x < max(x,,x,,x;).

x, =acos(fdcosb, +o)+b

x, =acos(fidcos6, + o) +b (3-31)
x; =acos(Bdcos6; +a)+b

From Eq. 3-31, you then have

siny,, — Asiny,, (3-32)

tano =
ACOS Yy —COS Yy,

Yo = ﬂ%(cos@2 +cos6,)

Yy = [3%(00593 +cos6,)

. (3-33)
(x, —x,)sin [‘BT (cos@; —cos 6, )]
/l =
(x; —x;)sin [% (cos8, —cos b, )]
_ TN R
a= cos(fd cos 8, + o) — cos(Bd cos 6, + x) (334
b =x,—acos(fdcosb, + o) (3-35)

I, is found by using a polynomial expression as in Eq. 3-24.5 For 2m — 1) elements, T,,(x)
is used. Nulls of 7,,(x) are located at

Qk-1rm (x.—-b
X, =iT’ Yy, =tcos™! ka k=12,... (3-36)

The pattern of an 11 element broadside array with SLL =-20 dB and d/A=0.3 is shown
in Figure 3-6. T5(x) is used and the present method offers a more directive pattern than the
Dolph array. More examples of the design of General Chebyshev patterns can be found in
J.N. Sahalos.>"#

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Arrays of Discrete Elements

3-10 CHAPTER THREE

- = - Dolph
\ —— General Chebyshev

-5+
-10-
15

-20

Array Factor (dB)

-25

120 150 180

O (degrees)

FIGURE 3-6 Pattern of an 11 element Dolph and General Chebyshev array
with SLL =-20 dB and d/A=0.3

Taylor Distributions

Continuous distributions are useful when creating patterns with low sidelobes.! A discrete
array coming from the appropriate sampling of a continuous distribution (line source) can
give a similar pattern. Root matching is a suitable technique that offers satisfactory results.
In root matching, the nulls of the patterns of the continuous distribution and the discrete
array must be the same. If the patterns do not match with the desired accuracy, a perturba-
tion technique® in the discrete-element array is applied.

For a continuous line source, the array factor is called a space factor (SF). If L is the
length, I(z') and o are the amplitude distribution and phase progress along the line source,
respectively, SF is expressed by

L{2 Lj2 oo
SFO)= [ 1)l Pota?ay = [ 1()ei¥dy’ = [1()edz’  (3-37)
—Lj2 -Lj2 —o

I(7') is zero outside of —L/2 < z' < L/2. From Eq. 3-37, by using the Fourier transform, you
obtain

1(2)= % | SF@©)e ¢ ag (3-38)

The desired SF(6) needs a distribution that exists in —ee < 7' < 0. However, if L is large
enough, Eq. 3-38 can be used for the current distribution up to (-L/2, L/2) within a certain
error. Taylor gave a distribution, with an optimally low SLL for the first N sidelobes next to
the main beam. Sidelobes, after the first NV, gradually fall off in value. The SF of the Taylor
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distribution comes from the Dolph-Chebyshev array if the elements of the array become

infinite.'* It is
h 2 _ 42
cos I:\/(EA) u :| (3-39)

SF) = — CoshzA)
. L 0 0
u=n7 (cos@—cosb,) (3-40)
cosh(rA)=R

In practice, Taylor’s distribution'! is given by a space factor whose roots are the zeros
of SF(u). This distribution is called the Chebyshev error distribution. In addition, Taylor
synthesized a pattern that has the first sidelobes at a certain level with the others decaying
as the scan angle increases. Enough samples in the distribution may synthesize an array
with its pattern having approximately similar characteristics.

Bayliss Distributions

Bayliss distributions'? create patterns with their null along the boresight and the sidelobes

at a given level. Bayliss’ space factor is
-l I'l ~ ( u )Z:I
n= u”

(v : (3-41)
4 \n+d

In this, (7 —1) defines the number of inner nulls, and u, is given as a function of two

quantities A and &,.
12
1 2
(ﬁ+§)(A2€:ﬁz) n=1234

"= (3-42)
! (A% +n2)"
(ﬁ+§)(AZ—I;’2) n=5,6,.i-1

Modified Taylor and Bayliss Patterns

SF(u) = ucosh(mu)

3

Patterns based on the Taylor and Bayliss distributions can be modified to have their
sidelobes at different levels. The space factors then take the more general form.’

fig—1
u
I (1)
SINTTU n=—(n; 1) Uy

PR p (3-43)
I (-5)

n=—(n;-1)

(i) Taylor

SF(u)=C,
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(3-44)

u,=-—-n;

1 2
AI% +(ﬁL —7)

in which 7; and 7; denote the transition roots of the right and left side, respectively, and
Agand A, are the corresponding SLL parameters.

(ii) Bayliss

i)

n==(i, ~1) n

SF(u) = Cou CoOSMU————— (3_45)
g1
u
H 1- 1

n==ny n+-+

2

To synthesize the distribution, you start from an initial space factor SF,(8) with the SLLs
on both sides being the average of the desired ones. In this case, the roots of Eq. 3-43 and
Eq. 3-45, u°, are known, and you assume that

n’

-0
u, =u’ +ou, (3-46)

with Su, being a small perturbation of u%. For C = C)+8C, the new space factor SF(u) is
then of the form

u
- 2
SFw) | _dC (W) o (3-47)
SFE)(“) CO n=—(n, -1) l_i "
- 0
If the peak positions are u?,, then
U,
SF(u? ngp=1 0)?
) ,_sc, W) s, (3-48)

n

SF, (u,ﬁ) G

P
=G~ | — ”_rg

n

With 1, + 1, —1 being the number of lobes, this leads to a system of linear equations similar to
the one in Eq. 3-48. The system is solved for 6C/C, and for the 71, + i1, — 2 values du,, (Su,=0).
The new values of u, produce a pattern comparable to the desired one. If the desired and new
patterns differ more than the minimum predefined amount, the process is repeated until the
desired tolerance is achieved.
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FIGURE 3-7 Patterns of (a) N = 22 elements based on the modified Taylor distribution (left), and (b) of
N =23 elements based on the modified Bayliss distribution; d/A = 0.5, n = 6, SLL = -20 dB with the three
innermost lobes at —-40 dB

For the Bayliss distribution you have

Uy,
-1 0)?
SF(up) | _8C _buy ) & (3-49)
SFy(u) Co u? oty ub n
L l—u—o

This equation produces a system of 7, +n, unknowns, and the perturbation process
is created in the same way as before. Sampling the distributions of the space factors, you
obtain the corresponding arrays of discrete elements.

Figure 3-7 shows the patterns of two arrays taken by sampling two modified distribu-
tions with 7 =6, SLL =-20 dB, with the three innermost pairs of lobes at —40 dB.

3.4 PLANAR ARRAYS

Planar arrays are created from individual radiators positioned on a plane. They provide
more variables and can give stricter constraints than linear ones. Also, they allow for three-
dimensional mainbeam scanning. Planar arrays with their elements along a rectangular grid
create rectangular arrays. In essence, two perpendicular linear arrays create a rectangular
one. The array factor of an MXN rectangular array is

M-1N-1
FO.9)=Y > 1,.2"2" (3-50)
m=0 n=0
In this, 7,,, refers to the element excitations corresponding to the mth row and nth column.
Also,
7, = ejﬂdxsinecosa) and Zy — ejﬁd, sin@sin ¢ (3_51)

For an array with uniform excitation, the array factor is

|sin(M P, /2)||sin(N'Y, /2)]|
[M sin(¥, /2)|[Nsin (¥, /2)|

|AF(0,9)|= (3-52)
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Y. =pd, sinBcosp+ox,
(3-53)
¥, =fd,sinfsing +a,

If d and/or d, is >A, grating lobes are created. They are produced when the in-phase addition
of radiated fields happens in more than one direction. The main lobe and the grating lobes
for planar arrays are located at

¥, =22mnr, ¥, =82nr, mandn=0,1,2,... (3-54)

a, and a, are independent to each other. From Eq. 3-53 and Eq. 3-54, the grating lobe
direction (6,,,,9,,,) is

. .
o = s.m@0 sing, tnA/d, (3-55)
m | sin6, cos ¢, TmA/d,
. Lo
sin@),,, = [Sm L S;?n% nh/d, ] (3-56)

The main lobe occurs for m = n =0 where 6,, = 6, and ¢y, = ¢,. A 3D pattern for 8x6
elements with a, =a,=0and d, =d, = A is given in Figure 3-8a. Due to large spacing,
except for the maximum at 6, =0 and 6, = 7, grating lobes are created at & =m/2 and ¢ =0,
/2, i, 3m/2.

Rectangular arrays can be designed by also using nonuniform linear arrays. In Figure 3-8)
the pattern of two Dolph-Chebyshev arrays with SLL = -20 dB for 8x6 elements with d, =
d,= A2 is presented.

Circular Arrays

A planar array with the elements positioned in a circular ring creates a circular array. Figure 3-9
presents N isotropic elements spaced on a circular ring with radius R.
The array factor is

N
AF(0,0) = z I, o/ BR[sin6c0s(9-4, )-sin6 cos(9y—9,)] (3-57)

n=l1

I, is the amplitude of the excitation and (6,,q,) is the direction where maximum occurs.

A short dipole positioned at the bisector of a corner reflector with angle w, = /N
produces 2N — 1 images that create a circular array. The radiation pattern of this array can
be derived from the contribution of the element and its images. The real pattern is in front
of the corner.

M circular arrays in concentric rings have an array factor of

M N
AF(6,0) = z z I, ej[BRm $In0COS(0— 0, )+ 0ty ] (3-58)

m=1 n=1

I,,.¢/%mn presents the excitation of the nth element of the mth ring.
A usual concentric ring can come from a corner reflector with a linear array positioned
in front of it.
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(a)

FIGURE 3-8 Three-dimensional patterns for an 8x6 rectangular array with o, = o, = 0: (a) Uniform arrays
with d, = d,= A; (b) Dolph-Chebyshev arrays with SLL =20 dB and d, = d,= A/2

v
>

FIGURE 3-9 Geometry of a circular array with radius R and N
isotropic sources
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3.5 THREE DIMENSIONAL
AND CONFORMAL ARRAYS

A 3D array (see Figure 3-1) with N elements has an array factor of the form

AF(0,¢) - i I,, e_f{a,,+ﬁr,, [sin@sine,x cos(¢—¢, )+cos€cos6,,]} (3_59)
n=1

I /% is the complex excitation, and (r,, 6,, ¢,) are the spherical coordinates of the nth ele-
ment. A cylindrical array is a special kind of 3D array. Circular arrays of the same radius
with their centers on the same axis create a cylindrical array. A linear array in front of a
corner reflector of angle w, = 7/N with its axis parallel to the edge positioned at its bisector
is a virtual cylindrical array. Such an array is an extremely useful 3D array with applications
in radio and mobile communications.

Conformity requirements of arrays to a shaped surface create conformal arrays.
Conformal arrays are used in mobile platforms and in stationary shaped surfaces for speci-
fied angles of coverage.

The pattern of a conformal array is given by Eq. 3-1 and Eq. 3-2 because the element
pattern and the array factor are inseparable. Surface illumination, polarization, and the
pattern of each element have to be taken into account separately. Cylindrical, conical, and
parabolic conformal arrays are usual and suitable for missiles and aircrafts. An example
of a cylindrical array of microstrip patches and its pattern that has SLL < -30 dB and maxi-
mum at 6,= /2 and ¢,= 0 are presented in Figure 3-10.

3.6 ARRAY SYNTHESIS TECHNIQUES

Synthesis of an array aims at the approximation of a desired radiation pattern with a given
accuracy. Several analytical techniques of narrow-beam and low SLL patterns have been
presented previously. Moreover, the mean square error, the orthogonal method, the matrix

Array Factor (dB)
[
(=]

-50 A ——
-180-150-120-90 60 -30 0 30 60 90 120150 18C
¢ (degrees)
FIGURE 3-10 (a) A cylindrical conformal array with rectangular patches in interelement distance 1.164;
(b) The pattern for N = 24 elements and SLL < -30 dB
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method, the simplex, the gradient method, the simulated annealing, and the Genetic algo-
rithms are used for the pattern synthesis.

Orthogonal Methods

The orthogonal methods transform the basis of the array factor to an orthogonal basis. The
new basis can easily handle the synthesis problem by deriving the excitation of the array.
If the geometry of an array has to be found, the orthogonal perturbation method is applied.
In this case, the position of the array elements, in an orthogonal manner, is perturbed, and
the final geometry is derived by iteration procedure.

The Woodward-Lawson (WL) method is a simple orthogonal technique where an
orthogonal set of beams is used.! Also, Fourier transform is a method based on the orthogo-
nal components of the array factor.

Woodward-Lawson Method
The Woodward-Lawson (WL) method for discrete arrays can be implemented by superim-

posing groups of beams of uniform linear arrays. A uniform linear array with N elements
of equal distance d/A creates a beam pattern of the form

_, SinNy,/2) (3-60)
Sn®= b0 Fsinty, 2)
v, = Bd(cos@—cos0,) (3-61)
The superposition of 2M + 1 terms of the form in Eq. 3-60 gives an array factor that is
g sin(Ny,, /2)
AF(6)= b ———m (3-62)
© MZM m Nsin(y,, /2)
Sampling AF(0) at the angles
A
=cos~! | m-2- (3-63)
0,, =cos (m N d)
we have
b, =AF@,) (3-64)

The excitation coefficients of a linear array with an array factor of the form of
Eq. 3-62 are

M
I, =% N AF@©,)e P eostn (3-65)
M

m=—

If, instead of a linear array, you have a line source, you can superimpose groups of
beams of uniform line sources. In this case, you create a space factor with similar charac-
teristics to the array factor.

A discrete element array can be designed from the line source by sampling the previous
distribution. An example for a cosecant-squared power pattern by sampling the appropriate
line source will be given next. Figure 3-11 presents the pattern by a line source with L =
102 and the same pattern of a discrete linear array with 20 elements. The excitation of the
array is coming from the uniform sampling of the line source.
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FIGURE 3-11 Cosecant-squared power pattern of a line source
with L = 104 and of a discrete linear array with 20 elements. The
array is coming from the uniform sampling of the line source.

Fourier and Orthogonal Method

A nonuniformly spaced linear array (see Figure 3-3) gives an array factor of the form

N
AF,(u)= Y I,e"" (3-66)
n=1
= 0. x = (3-67)
u=rmcosl, x, = /2

In general, the expansion functions e/ are not orthogonal because the inner product
K, #0:
K4
K'n = J.ej(x,—x,,)udu

-

_sin(x; —x, )7

%0 (3-68)

AF,(u) can be expressed in an orthogonal basis {¥,(«)} by the Gram-Schmidt procedure,’
which is

¥, )= Y e (3-69)
i;l
AF,)=Y BY, ) (3-70)
n=1
From Eq. 3-70, you then have
B, = ]E AF,(u)- Y, (u) du (3-71)

-

W (u) is the conjugate of W, (u). Combining Eq. 3-66 to Eq. 3-70, you find that

N
1,=Yc"B, (3-72)
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Equation 3-72 shows that the excitation of the elements can be derived by using the
orthogonal method. If the elements of the array are uniformly spaced with K;, = 0, then the
previous method is reduced to the Fourier. Several applications that explain the orthogonal
procedure can be found in the literature.’

An example of a 13-element array with 0.87A spacing and a constant beam between 87°
and 93° is given here. Figure 3-12 presents this pattern. The orthogonal method can be used
for 2D and 3D arrays with a similar formulation. Also, with modification, it can take into
account the coupling between the elements.

Orthogonal Perturbation Method
The orthogonal perturbation method combines an iterative technique with the orthogonal
method. A nonuniformly spaced linear array has an array factor of the form
N N
AF, ()= Zl,-e"’df cosf _ 2 1,®,(6) (3-73)
i=1 i=1

A perturbation of the position d; of each element such that 3 (d,) << 1 transforms the
array factor to

N
AF,(0)= Y [1+ jB(5d,) cos 0] 1,e/Pdos0 (3-74)
i=1

From Eq. 3-73 and Eq. 3-74 you can derive

AF,(6) - AF,(6)

F©) = cos6

N
=Y AP, (3-75)
i=1

A, = jBGd)I, (3-76)

05

-5

154
-20+

-254

Array Factor (dB)

=304
-354

—40 T T T T £ T . 1 1
0 30 60 90 120 150 180
0 (degrees)

FIGURE 3-12 Beam from 87° to 93° by the orthogonal method of an
array with N=13 and d/A=0.871
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F(0) is similar to AF(0), and the orthogonal method to establish an orthogonal basis
{'¥;(0)} can be applied for both of the previous equations. For the new basis, you have

N N
AF,(0)= B°W,(0).F(0)=Y BY¥,(6) (3-77)

i=1 i=1
B = (AF,(6).%,(0)). B,=(F(6).%,(6)) (3-78)
I, and A, are finally found.

1; =ZB;)C£(])’ A :ZBjC:m = jBédyl; (3-79)
= =

Assignificant change of the initial pattern AF,(6) can be obtained by using the procedure
iteratively. The final positions of the array elements are found in the last iteration, where
the desired approximation of the pattern is obtained. A Chebyshev pattern T',(x) with
SLL = -25 dB and HPBW = 9.2° for a 13-element array and the amplitudes are shown in
Figure 3-13 and in Table 3-3.

Synthesis as an Optimization Procedure

Synthesis of an antenna array can be characterized as a nonlinear optimization procedure.
With this procedure, one or more convenient real functions that take their optimum values
are constructed. These functions fit several antenna characteristics. Such characteristics
are the radiation pattern, the impedance, an index, the antenna coupling, the excitation, the
geometry, the size, the loadings, and the current of the antenna elements.

Optimization methods make use of the values of the optimization function or look at the
gradient of this function. Optimization functions, in some cases, are not explicit functions,
but they are computed numerically.

Except for the previous procedures, there are methods based on random searches. These
methods make use of a random number generator that helps to determine successive points.
Moreover, the simulated annealing and the Genetic algorithms are global optimizers that
have found applications in antenna synthesis.

0-

i
-104
154
-204
25

Array Factor (dB)

-304

-35

_40 T T T T T 1
0 30 60 90 120 150 180
B (degrees)

FIGURE 3-13 AT,(x) pattern with SLL =-25 dB and HPBW =9.2°
taken from an array with 13 elements
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TABLE 3-3 Amplitudes and Positions of the Elements of the Array with the Pattern in Figure 3-13

Element 1/13 2/12 3/11 4/10 5/9 6/8 7
Number
Amplitude 1.000 1.000 1.000 2.038 2.038 2.038 2.038

Position (A)  +3.006 +2.436 +2.065 +1.525 +0.952 +0.467 0.000

Optimization of an Index In synthesis problems, the general purpose for a given array
geometry is to derive the excitations without or under certain constraints. Most of the
procedures that are commonly used suppose the existence of passive feed networks. These
networks consist of suitable power combiners that concentrate all the element ports into
one port. Modern arrays in corporate feed networks make use of digital beamforming. The
pattern information is first digitized for each element and is then added together in a digital
processor. The whole system, known as a digital corporate feed, produces the same pat-
tern with the classical corporate structure. The element excitation at the feeder output can
be found by pattern optimization. Casting certain array indices into an expression that is
the ratio of Hermitian quadratic forms creates the procedure. An antenna index, /, such as
directivity, gain, and so on, can be written as

_ [l Al 50
(] M1l

[u]* = [u, Uy ... uNT is the conjugate transpose of [1]. With [u], you can represent the cur-
rent or the voltage excitation vector of the array:

l4]= [a"" ] (3-81)
[M]=[m, ]

[A] and [M] are Hermitian NXN square matrices and [M] is a positive definite matrix. An
optimization case is created by maximizing the index / subject to constrain another index
I, which equals a specified value.

= [ﬁ]x[Mz][u] _

=T = (3-82)
[”] [M 3]["‘]
Using the Lagrange multiplier and by setting the quantity L,
Lo Al N (M Jld (3-83)
[”] [M][” “ [ 3]”
stationary with respect to [u] and A you have
[l = q[K]" [B] (3-84)
q is a constant, and matrix [K] is
[K]=[M]+ p{y[m,]-[M,]} (3-85)
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The parameter p is found from the constraint equation (Eq. 3-84). You can find more
details in the literature.' If the parameter p is zero, optimization of I is without constraints.

Optimization by Simplex, Gradient, Simulated Annealing Methods, and Genetic
Algorithms (GAs) The simplex method calculates the values of the optimization func-
tion at the vertices of a simplex. The term simplex means a body in multidimensional space.
Based on the values of the optimization function, a smaller simplex is chosen within which
an optimum should be created. The optimum depends on the initial simplex.'*

The gradient or steepest-descent methods choose a starting point in the direction where
the optimization function decreases most rapidly. By adopting a new point in that direction
at a desired distance and then repeating the process, you achieve a minimum of the optimi-
zation function. Note, however, that the minimum is not always the global function. From
an antenna engineering point-of-view, a suite solution is, in many cases, enough.

Simulated annealing combines local search with Monte Carlo techniques in analogy to
the cooling processes in thermodynamics.'> Annealing refers to a process used to reveal
the low temperature state of some material. The time spent at each temperature must be of
sufficient length to allow thermal equilibrium to be realized. Simulated annealing means
to simulate the annealing process using a Monte Carlo method where the global minimum
of the objective function represents the low energy configuration.

In the simulated annealing process, parallelization techniques with the use of multi-
ple CPUs are useful. Simulated annealing methods have been used in antenna design.'®
The idea is to randomly change the array configuration (element position, amplitude, and
phase). All or some of the antenna parameters are perturbed during the annealing process.
The objective function can be the approximation of a desired pattern with another criterion
in the sidelobe level and the antenna impedance in one or more frequencies.

Genetic algorithms are global optimizers in contrast to the local optimizer methods such
as simplex and conjugate gradient methods. Genetic algorithms (GAs) can encode and
improve complex structures using simple transformations. They are suitable for constrained
optimization problems and are based on Darwin’s principle!”: survival of the fittest. The
function to be optimized represents fitness.

The main concepts in GAs are selection, crossover, and mutation. Selection is the process of
selecting the individuals to be mated. Selection can follow both probabilistic and deterministic
rules based on the fitness of each individual. Crossover occurs with a probability P, (usually
0.6-0.9) and involves the combination of the genetic information of the two parents. The
crossover operator creates two new individuals with genetic characteristics from both parents.
There is a probability of mutation for each new individual P,, (usually between 0.01-0.05).
Mutation is a way of expanding the solution space to new unexplored domains.

GAs, in many cases due to algorithm-inherited complexity, require long computational
times. To increase efficiency, an evolutionary algorithm based on the bird fly has been used
recently. This algorithm is called Particle Swarm Optimization (PSO)."® PSO is easy to
implement and is used for single- and multi-objective optimization.

3.7 SMARTANTENNAS

Smart antennas are antenna arrays that are combined with signal processing in space and
real time. They can be used in cellular and satellite mobile communications. Smart anten-
nas increase spectrum efficiency and channel capacity. By multiplying beamsteering and
electronically compensating distortion, they can extend the range of coverage. Smart anten-
nas can provide a certain channel in a certain direction. They can also reduce propagation
problems (multipath fading, co-channel interference, delay spread) and improve communi-
cation indices (bit error rate (BER) and outage probability, for example).
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Smart antennas are characterized as adaptive arrays, intelligent antennas, spatial pro-
cessing, digital beamforming antennas, among others.!” Two types of smart systems are
available: switchedbeam and the adaptive system. The switched-beam antenna divides
the communication area into micro-sectors. Each micro-sector contains a predetermined
fixed-beam pattern. The adaptive systems dynamically alter the patterns to optimize com-
munications performance. Adaptive array theory is based on optimization methods and on
real-time response in a transient environment.

There are many special issues, books and specialized research papers in the area of
smart antennas.

Smart antennas can be analyzed for different network topologies and mobility scenar-
ios. Their geometries are realized with the appropriate feed networks and the algorithms
for fast beamforming and direction of arrival. The cost of smart antennas continues to be
the most critical issue.

3.8 ELEMENT PATTERN AND
MUTUAL COUPLING

In the analysis and synthesis of antenna arrays, it was assumed that the characteristics of
the elements were proportional to their excitations and that they were the same for similar
elements and unchanged as the array was scanned. Actually, all of the currents and fields
differ in magnitude, phase, and distribution from element to element. This happens because
mutual coupling is involved in the behavior of the elements. In the literature, you will find
several examples of a different pattern of an isolated element and the one in an array.*’
An antenna array that shows more visually the importance of mutual coupling is the Yagi-
Uda. In the Yagi-Uda array, due to the coupling, one of the elements (feeder) is enough to
excite the parasitic ones (reflector, directors). Yagi-Uda produces easily directive patterns.
Figure 3-14 presents the pattern of a four-element Yagi-Uda array.

In antenna array synthesis, the required distributions of the elements have to be derived.
Different methods depend on the problem, such as the boundary value; the transmission line
and the Poynting vector method are discussed in the literature. In the late 1960s, the integral
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FIGURE 3-14 H-pattern of a four-dipole Yagi-Uda array. The
distance between the elements is d/A = 0.30, and the lengths are as
follows: reflector = 0.50A, feeder = 0.465A, directors = 0.45A, and
dipole radius = 0.001A.
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equations with suitable numerical techniques, as the Method of Moments (MoM)? were
given. The MoM reduces the integral equations to a system of simultaneous linear algebraic
equations in terms of the unknown current or aperture distribution. There are computer codes,
such as NEC and MININEC, used for evaluating the radiation characteristics of antennas.

Obviously, an antenna array needs the appropriate feed network to operate. There are
several feeds, but the most usual are the series and the shunt feeds. In feed networks, imped-
ance matching and the isolation between the outputs are critical functions. In the literature,
you can find extended analysis of feed systems.!”’
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4.1 INTRODUCTION

Since the publication of the first edition of this handbook several sections in the original
chapter on linear antennas have become outdated and have been deleted in this edition. The
availability of computer programs' for finding the impedance and other characteristics of
antennas, particularly linear antennas, makes parametric tabulation of limited use. Only
some essential formulas and design data are therefore included in this chapter.

For the entire subject of linear antennas, the book by R. W. P. King? remains authorita-
tive. Another book® by the same author on the tables of antenna characteristics contains the
most comprehensive data on the characteristics of cylindrical antennas. Calculations on
circular-loop antennas and some simple arrays are also found there.

A section on the effective height of antennas is included in this chapter. The use of this
parameter in describing the transmitting and receiving characteristics of linear antennas and
other simple structures is discussed in detail. In addition, material on the general formula-
tion of receiving antennas is included so that engineers can apply the formulation for design
purposes or for estimation of the coupling effect between elements made up of both linear
and other types of antennas.

Antennas in lossy media are of great current interest. Unfortunately, the subject cannot
be covered in this chapter because of limited space. The book by King and Smith* on anten-
nas in matter can be consulted for this subject, particularly for linear antennas embedded
in a lossy medium.

4.2 CYLINDRICAL DIPOLES

Impedance as a Function of Length and Diameter

The impedance characteristics of cylindrical antennas have been investigated by many writers.
Theoretical work has mainly been confined to relatively thin antennas (length-to-diameter
ratio greater than 15), and the effect of the junction connecting the antenna proper and the
transmission line is usually not considered. Among various theories, the induced-emf method®
of computing the impedance of a cylindrical antenna based upon a sinusoidal distribution is
still found to be very useful. The formula derived from this method is extremely simple. It
is, however, valid only when the half length of a center-driven antenna is not much longer
than a quarter wavelength. In practice, this is the most useful range. To eliminate unnecessary
computations, the formula has been reduced to the following form:®

Z, = R(kt)— j[120(1n£— 1Jcotkf—X(kf)] 4-1)
a

where

Z, = input impedance, €, of a center-driven cylindrical antenna of total length 2/ and
of radius a
k(¢ =2n(¢/A) = electrical length, corresponding to /, measured in radians

The functions R(k/) and X(k/) are tabulated in Table 4-1 and plotted in Figure 4-1 for
the range k/ < /2. For calculation purposes, these two functions can be approximated to
within 0.5 Q by the following simple third-order polynomials:

R(k()=—0.4787 +7.3246k( +0.3963(k()> + 15.6131(k()}
X(k0)=—0.4456 +17.0082k( —8.6793(k()? + 9.6031(k()?
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TABLE 4-1 Functions R(k() and X(k/) Contained in the Formula of the Input Impedance of a
Center-Driven Cylindrical Antenna

kt R(k?) X(k?) kt R(k?) X(k?)

0 0 0 0.9 18.16 15.01
0.1 0.1506 1.010 1.0 23.07 17.59
0.2 0.7980 2.302 1.1 28.83 20.54
0.3 1.821 3.818 1.2 35.60 23.93
0.4 3.264 5.584 1.3 43.55 27.88
0.5 5.171 7.141 1.4 52.92 32.20
0.6 7.563 8.829 1.5 64.01 38.00
0.7 10.48 10.68 /2 73.12 42.46
0.8 13.99 12.73

When the length of the antenna is short compared with a wavelength but still large
compared with its radius, the same formula reduces to

(Z))on = 20(k0)* = j120(k0)™! (mé— 1) 4-2)

For antennas of half length greater than a quarter wavelength, a number of refined theo-
ries provide formulas for the computation of the impedance function. None of them, how-
ever, is simple enough to be included here. As far as numerical computation is concerned,
Schelkunoff’s method” is relatively simpler than Hallén’s.? It should be emphasized that all
these theories are formulated by using an idealized model in which the terminal condition
is not considered.

80 ”
70
z /
o f
z 50
o
- Vi /]
=% RO T VT A
o r
= /| /’/
¥ A
e AT D)
—
10
——
0 l== f
o] 05 1.0 pus
2
(¥4 =2n!%]

FIGURE 4-1 The functions R(kl) and X(ki)
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FIGURE 4-2 Driving an antenna by
transmission lines

In practice, the antenna is always fed by a transmission line. The complete system may
have the appearances shown in Figure 4-2. The effective terminal impedance of the line
(often referred to as the antenna impedance) then depends not only upon the length and the
diameter of the antenna but also upon the terminal condition. In cases a and b, the imped-
ance would also be a function of the size of the ground plane. For a given terminal condition
the variation of the impedance of a cylindrical antenna as a function of the length and the
diameter of the antenna is best shown in the experimental work of Brown and Woodward.®
The data cover a wide range of values of the length-to-diameter ratio. Two useful sets of
curves are reproduced in Figures 4-3 and 4-4. The impedance refers to a cylindrical antenna
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FIGURE 4-3 Antenna resistance versus antenna length A
when a constant ratio of length to diameter A/D is maintained.
The length and diameter are held constant while the frequency
is changed.
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resistance curves of Figure 4-3

driven by a coaxial line through a large circular ground plane placed on the surface of the
earth. The arrangement is similar to the one sketched in Figure 4-2a. The length and diam-
eter of the antenna are measured in degrees; i.e., a length of one wavelength is equivalent to
360°. If the effects due to the terminal condition and finite-size ground plane are neglected,
the impedance would correspond to one-half of the impedance of a center-driven antenna
(Figure 4-2c¢). In using these data for design purposes, you must take into consideration the
actual terminal condition as compared with the condition specified by these two authors. In
particular, the maximum value of the resistance and the resonant length of the antenna may
change considerably if the base capacitance is excessive.

Effect of Terminal Conditions

Many authors have attempted to determine the equivalent-circuit elements corresponding
to different terminal conditions. Schelkunoff and Friis® have introduced the concepts of
base capacitance and near-base capacitance to explain the shift of the impedance curve
as the terminal condition is changed. Similar interpretations have been given by King!?
for a cylindrical antenna driven by a two-wire line or by a coaxial line and by Whinnery"!
for a biconical antenna driven by coaxial line. The importance of the terminal condition
in affecting the input impedance of the antenna is shown in Figures 4-5 and 4-6. They are
again reproduced from Brown and Woodward’s paper. Because of the large variation of
the effective terminal impedance of the line with changes in the geometry of the termi-
nal junction, you must be cautious when using the theoretical results based upon isolated
antennas. For junctions possessing simple geometry, the static method of Schelkunoff and
Friis, King, and Whinnery can be applied to estimate the shunt capacitance of the junction.
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FIGURE 4-5 Resistance as a function of antenna length A. The
diameter D is 20.6°. Curve A: The arrangement shown in Figure 4-2b.
Curve B: The arrangement of Figure 4-2a with the diameter of the outer
conductor equal to 74°. The characteristic impedance of the transmis-
sion line is 77.0 Q. Curve C: The outer-conductor diameter is 49.5°,
and the transmission line has a characteristic impedance of 52.5 Q.
Curve D: The diameter of the outer conductor is 33°. The characteristic
impedance is 28.3 Q. Curve E: This curve was obtained by tuning out
the base reactance with an inductive reactance of 65.0 Q.

The latter then can be combined with the impedance of the antenna proper to evaluate the
resultant impedance. For intricate junctions, accurate information can be obtained only by
direct measurement.

Equivalent Radius of Noncircular Cross Sections

As far as the impedance characteristics and radiation pattern are concerned, a thin cylin-
drical antenna with a noncircular cross section behaves like a circular cylindrical antenna
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FIGURE 4-6 Reactance curves corresponding to the resistance curves of
Figure 4-5
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with an equivalent radius. In stating this characteristic, the terminal effect is, of course, not
considered. The equivalent radius of many simply shaped cross sections can be found by
the method of conformal mapping.'? For an elliptical cross section, the following simple
relation exists:

a, = %(a+b) (4-3)

where

a =major half-axis of ellipse
b = minor half-axis of ellipse

For a rectangular cross section, the result is plotted in Figure 4-7. In the case of a strip,
Eq. 4-3 and Figure 4-7 give the identical result of an equivalent radius equal to half the strip
width. When the cross section has the form of a regular polygon, the result is tabulated in
Table 4-2. The equivalent radius of two parallel cylinders of radius p, and p, separated by
a distance d between the centers is given by'?

1

= m(pl2 Inp, + pinp, + 2p,p, Ind) (4-4)
1 2

lnpl.'

Formulas for the equivalent radius of three cylinders and an angle strip are found in
Yagi-Uda Antenna by S. Uda and Y. Mushiake.'3

TABLE 4-2 Equivalent Radius of a Regular Polygon

n 3 4 5 6
a.la 0.4214 0.5903 0.7563 0.9200

cq

n = number of sides
a =radius of the outscribed circle

Patterns as a Function of Length and Diameter

In this subsection the radiation pattern of only center-driven cylindrical antennas is dis-
cussed. For base-driven antennas, the patterns depend very much upon the size of the
ground plane. The subject will be discussed in Section 4.8.
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The radiation pattern of a center-driven cylindrical antenna in general depends upon its
length and thickness. The terminal condition that plays an important role in determining its
impedance has a negligible effect on the pattern. For thin antennas, the calculated pattern
obtained by assuming a sinusoidal current distribution is a good approximation of the actual
pattern. Thus, with an assumed current distribution of the form

I(z)=1,sink(/—|z|) +(2z2—/ (4-5)
the radiation field, expressed in a spherical coordinate system, is given by

(4-6)

E _jnl,e™® [ cos (klcos@) — cosk!
o 27mR sin@

where

n= e =120 Q
6 = polar angle measured from axis of dipole, or z axis

The field pattern is obtained by evaluating the magnitude of the term contained in the
brackets of Eq. 4-6. Some of the common patterns are shown in Figure 4-8. Comparing
those patterns with the actual patterns of a thin cylindrical antenna obtained by measure-
ment, reveals that the theoretical patterns based upon a sinusoidal current distribution do
not produce the following characteristics found in actual measurements:

* The nulls between the lobes, except the natural null in the direction of the axis, are actu-
ally not zero.

* The phase of the field varies continuously from lobe to lobe instead of having a sudden
jump of 180° between the adjacent lobes.

* The actual patterns vary slightly as a function of the radius of the antenna instead of being
independent of the thickness.

Depending upon the particular applications, some of the fine details may require special
attention. In most cases, the idealized patterns based upon a sinusoidal current distribution
give us sufficient information for design purposes.
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FIGURE 4-8 Radiation patterns of center-driven dipoles if sinusoidal
current distribution is assumed
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When the half length ¢ of the antenna is less than about one-tenth wavelength, Eq. 4-6
is well approximated by

inl (k()? e’k
£, =TT ng @)
T

The figure-eight pattern resulting from the plot of the sine function is a characteristic
not only of short cylindrical antennas but also of all small dipole-type antennas. Equations
4-6 and 4-7 are also commonly used to evaluate the directivity of linear antennas. The
directivity is defined as

_ maximum radiation intensity
average radiation intensity

D

(4-3)

For a short dipole, D is equal to 1.5. The directivity of a half-wave dipole (¢ = 1/4) is
equal to 1.64. The half-wave dipole is often used as a reference antenna to describe the gain
of more directive antennas, particularly arrays made of dipoles.

4.3 BICONICAL DIPOLES

Impedance as a Function of Length and Cone Angle

When the angles of a symmetrical biconical antenna

(Figure 4-9) are small, the input impedance of the __
antenna can be calculated using Schelkunoff’s for- \.(/ L 28,
mula." Some sample curves are shown in Figure 4-10.
While the biconical antenna is an excellent theoretical
model for studying the essential property of a dipole-type antenna, small-angle biconical
antennas are seldom used in practice. Wide-angle biconical antennas or their derived types
such as discones, however, are frequently used as broadband antennas. The broadband imped-
ance characteristics occur when the angle of the cones, 6, of Figure 4-9, lies between 30
and 60°.

The exact value of 6, is not critical. Usually it is chosen so that the characteris-
tic impedance of the biconical dipole matches as closely as possible the characteristic
impedance of the line that feeds the antenna. The characteristic impedance of a biconi-
cal dipole as a function of the angle is plotted in Figure 4-11. For a conical mono-
pole driven against an infinitely large ground plane, the characteristic impedance and
the input impedance of the antenna are equal to half of the corresponding values of a
dipole. Several formulas'> are available for computing the input impedance of wide-
angle biconical antennas. Actual computation has been confined to a very few specific
values of 6,.'%!7 More complete information is available from the experimental data
obtained by Brown and Woodward.'® Two curves are reproduced in Figures 4-12 and
4-13. The case corresponding to o = 0° represents a cylindrical antenna having a diam-
eter of 2.5 electrical degrees at a frequency of 500 MHz, since the feed point was kept
fixed at that diameter.

FIGURE 4-9 A biconical dipole

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Dipoles and Monopoles

4-12 CHAPTER FOUR
10,000 10,000
A _
Al 3 |
N i = A7 —+—
i !
| ' N 3 f NEFt
Fd ' \ — .':'.“'\l; \ r:/ L
r ey ul
= ""f"‘ﬁ 1 | HW I'\..I
i 58 HE—gtind
2 | 1 N I A Tt
I x U Vil |
3 < R
& ’ z |8 1
1T\ I
100 { ¥ 100 I',
1
/ = 1
i —— =5
S {7
e .
X T
1 1 L L
B = § T S S S
e (£) 2w (%) 4
FIGURE 4-10a Input impedance FIGURE 4-10b Input impedance
of small-angle biconical antennas of small-angle biconical antennas
(resistance) (reactance)
400
By
K=120 log, cot (—-)
\ e
|
300 b @
\
\\
w0 \
= \
=} AN
z 200 N
x
N
100 P
b 5
\.“\
~
o]

o] I0 20 30 40 50 60 70 BO 90C
8, IN DEGREES

FIGURE 4-11 Characteristic impedance of a biconical dipole
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FIGURE 4-12 Measured resistance curves of the conical unipole versus length
in electrical degrees for various flare angles

Patterns of the Biconical Dipole

The radiation patterns of biconical dipoles have been investigated theoretically by Papas
and King." Figure 4-14 shows the patterns of a 60°-flare-angle (6, = 30°) conical dipole for
various values of ka, where k = 27/A and a = half length of the dipole, which is the same as
the ¢ used in Figure 4-9. Similar curves corresponding to different values of the flare angle
have been obtained experimentally by Brown and Woodward.'®
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FIGURE 4-13 Measured reactance curves of the conical unipole versus length
in electrical degrees for various flare angles
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FIGURE 4-14 Plots of the absolute values of the far-zone electric field as a function of the zenithal angle 6
for various values of ka and with a flare angle equal to 60° (6, = 30°)

4.4 FOLDED DIPOLES

Equivalent Circuit of a Folded Dipol