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1.1 INTRODUCTION*

Antennas are key components of any wireless communication system.1,2 They are the 
devices that allow for the transfer of a signal (in a wired system) to waves that, in turn, 
propagate through space and can be received by another antenna. The receiving antenna 
is responsible for the reciprocal process, i.e., that of turning an electromagnetic wave into 
a signal or voltage at its terminals that can subsequently be processed by the receiver. The 
receiving and transmitting functionalities of the antenna structure itself are fully char-
acterized by Maxwell’s equations and are fairly well understood.3 The dipole antenna  
(a straight wire, fed at the center by a two-wire transmission line) was the first antenna ever 
used and is also one of the best understood.1,2 For effective reception and transmission, it must 
be approximately l/2 long (l = wavelength) at the frequency of operation (or multiples of 
this length). Thus, it must be fairly long (or high) when used at low frequencies (l = 1 m at 
300 MHz), and even at higher frequencies (UHF and greater), its protruding nature makes it 
quite undesirable. Further, its low gain (2.15 dB), lack of directionality, and extremely narrow 
bandwidth make it even less attractive. Not surprisingly, the Yagi-Uda antenna (typically seen 
on the roof of most houses for television reception) was considered a breakthrough in antenna 
technology when introduced in the early 1920s because of its much higher gain of 8–14 dB. 
Log-periodic wire antennas introduced in the late 1950s and 1960s and wire spirals allowed 
for both gain and bandwidth increases. On the other hand, even today high gain antennas rely 
on large reflectors (dish antennas) and waveguide arrays (used for many radar systems).

Until the late 1970s, antenna design was based primarily on practical approaches using 
off-the-shelf antennas such as various wire geometries (dipoles, Yagi-Uda, log-periodics,  
spirals), horns, reflectors, and slots/apertures as well as arrays of some of these. The antenna 
engineer could choose or modify one of them based on design requirements that characterize  
antennas, such as gain, input impedance, bandwidth, pattern beamwidth, and sidelobe  
levels (see References 4 and 5 for a description of these quantities). Antenna development 
required extensive testing and experimentation and was, therefore, funded primarily by 
governments. However, in recent years, dramatic growth in computing speed and develop-
ment of effective computational techniques for realistic antenna geometries has allowed for 
low-cost virtual antenna design. Undoubtedly, the explosive growth of wireless communi-
cations and microwave sensors, microwave imaging needs, and radars has been the catalyst 
for introducing a multitude of new antenna designs over the past decade and an insatiable 
desire for using modern computational techniques for low-cost designs. Requirements for 

∗
Heinrich R. Hertz was the first to demonstrate the generation of radio waves at UHF using a gap dipole in 1885–

1886 at Karlsruhe University (Germany). Hertz was able to detect radio waves 20 m away using a high-voltage 
electrical spark discharge to excite the dipole gap. From recorded conversations, Hertz did not seem to understand 
the impact of his experiments, but instead did it as a validation of the newly developed Maxwell’s equations. Within 
ten years, Tesla at the Franklin Institute in the U.S., Marconi in Bologna, Italy, Popov in Russia, and Bose in India, 
demonstrated wireless telegraphy. In 1892, Tesla delivered a widely distributed presentation at the IRE of London 
about “transmitting intelligence without wires,” and in 1895, he transmitted signals detected 50 miles (80 km) away. 
Concurrently, in 1894 Bose used wireless signals to ring a bell in Calcutta, and Popov presented his radio receiver 
to the Russian Physical & Chemical Society on May 7, 1895. Marconi is certainly considered the key individual for 
his contributions to the commercialization of radio waves, and he received the Nobel prize for his work in 1909. 
Nevertheless, Marconi’s widely advertised first radio wave transmission experiment was in 1895, and his British pat-
ent application in 1897 was preceded by that of Tesla. A culmination of Marconi’s experiments was the December 12,  
1901, trans-Atlantic radio wave transmission of the Morse code for the letter S. The success of this experiment is often 
disputed, possibly due to strong atmospheric noise during the time of the experiment, but by the 1920s the U.S. had 
hundreds of radio stations, and in 1922, the BBC began transmitting in England. Subsequent development of radio 
detectors, vacuum tubes, and the tiny transistor in 1947 played a critical role in the practical everyday use of radio 
waves for communication and wireless transmission of information.
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conformal antennas (non-protruding) for airborne systems, increased bandwidth require-
ments, and multifunctionality have led to heavy exploitation of printed (patch) or other 
slot-type antennas4 and the use of powerful computational tools (commercial and noncom-
mercial) for designing such antennas.

Needless to say, the commercial mobile communications industry has been the catalyst 
for the recent explosive growth in antenna design needs. Certainly, the past decade has seen 
an extensive use of antennas by the public for cellular, GPS, satellite, wireless LAN for 
computers (WiFi), Bluetooth technology, Radio Frequency ID (RFID) devices, WiMAX, 
and so on. However, future needs will be even greater when a multitude of antennas are 
integrated into say automobiles for all sorts of communication needs and into a variety of 
portable devices and sensors for monitoring and information gathering. Certainly, future 
RFID devices will most likely replace the bar codes on all products while concurrently 
allowing for instantaneous inventorying. For military applications, there is an increasing 
need for small and conformal multifunctional antennas that can satisfy a plethora of com-
munications needs using as little space as possible.

In this first chapter of the handbook, we provide a summary of antenna fundamen-
tals and introduce antenna parameters typically used for characterizing antenna properties 
often employed to evaluate the entire radio system. We start with the radiation of an ideal 
(Hertzian) or infinitesimal dipole and proceed to the resonant l/2 dipole, antenna arrays, 
and mobile communication concepts.

1.2 HUYGENS’ AND EQUIVALENCE PRINCIPLES

The electromagnetic behavior and thus the functioning of antennas is governed by 
Maxwell’s equations,3 which must be solved for a particular antenna and a given excita-
tion. Typically, exact solutions of Maxwell’s equations are not available and thus numerical 
modeling is often used to compute approximate solutions for practical configurations. A 
formal simplification of electromagnetic antenna problems can be achieved by employing 
the equivalence principle.3 If interest is restricted to the field solution in a limited region of 
space, the antenna configuration can be replaced by the equivalent electromagnetic sources 
located on the surface of a volume enclosing the antenna configuration (see Figure 1-1). 
Because the antenna materials are no longer there, these sources are usually radiating in a 
homogeneous solution space (such as free-space), and the corresponding fields can thus be 
calculated by evaluating the radiation integrals.

The equivalent sources are not uniquely defined, and there are many different ways of 
constructing them. In general, the equivalent sources are a composition of electric and mag-
netic surface current densities representing the excitation terms in Maxwell’s equations. A 
straightforward way of constructing equivalent sources is provided by Huygens’ principle.3 
Huygens’ principle states that the field solution in a region V is completely determined by 
the tangential fields over the surface S enclosing V. The corresponding electric and mag-
netic equivalent surface current densities are given by

Electric current density:

 J H= n̂ ×  (1-1)

Magnetic current density:

 M E= − ×n̂  (1-2)
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where both J and H are expressed in amperes per meter (A/m) and M and E are expressed 
in volts per meter (V/m). For the problem of a radiating antenna, as illustrated in Figure 1-1,  
the outer boundary of V is assumed to be located at infinity, where the fields radiated by 
the corresponding equivalent sources can be neglected. As shown in the figure, the antenna 
can be replaced by equivalent sources on an arbitrary surface S enclosing it. As already 
mentioned, these equivalent sources reproduce the radiated fields of the antenna, and they 
can be assumed as radiating in homogeneous space. For a particular antenna configuration, 
the exact determination of J and M requires knowledge of the true field distribution on S. 
However, for many practical antennas, an approximate determination of J and M is pos-
sible. For instance, placing S to coincide with a metallic section of the antenna structure 
causes M to vanish on these portions of S.

The radiated fields from any antenna can be obtained by integrating the field contribu-
tions of the equivalent electric and magnetic current densities using the well-known radia-
tion integral:3
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where

I = unit dyad
r = defines location of observation point (see Figure 1-1)
r = distance (in m) to observation point
r' = defines location of the integrated surface current densities
r̂  = unit vector in radial direction
e0 = free-space permittivity
m0 = free-space permeability

Z0 = 
µ
ε

0

0

 = free-space impedance

FIGURE 1-1 Replacement of an antenna by equivalent elec-
tric and magnetic surface current densities
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k Z0 0 0= ωµ
k0 = b = 2p /l
l = wavelength (in meters, m)

j = −1
E is given in volts per meter (V/m)
H is given in amperes per meter (A/m)

For the ideal (delta) or infinitesimal electric (Hertzian) or magnetic (Fitzgerald) dipole 
sources, the radiation integrals are eliminated and the fields can be given in closed forms. The 
resulting field expressions can then be used to extract and study the usual antenna parameters.

1.3 HERTZIAN AND FITZGERALD  
ELEMENTARY RADIATORS

Considering the infinitesimal electric dipole J = ẑ Idz (z)δ , as illustrated in Figure 1-2, the 
resulting rms (root mean square) electric and magnetic field components are given by
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(1-3)

where

Idz = moment of the differential current element
( I is given in rms amperes, and dz is given in meters)

FIGURE 1-2 Coordinate system for 
an electric dipole
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A time factor of e jw t has been suppressed since a sinusoidally time-varying current 
excitation of constant frequency is assumed. These are the exact fields, but antenna 
parameter evaluation is usually carried out using simplified far-fields, i.e., when r is 
much greater than the wavelength l. Under these conditions, terms of order 1/r2 and 
greater are neglected to obtain
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(1-4)

The complex Poynting vector S3 in the far-field is given by

 
S E H= × =* ˆk
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(1-5)

showing that it is a purely real quantity and indicating that power transport is in the r 
direction (away from the elementary current) without any reactive energy. Also, it is seen 
that the radiated power density (power flow per unit area) for any r = const. depends on 
sin2q (independent of f ). This is referred to as the radiation pattern plotted in dB. For an 
elementary (ideal or infinitesimal) magnetic dipole M = ˆ ( )z I dz zm δ , the radiated fields 
can be found by duality3 (replacing E by H, H by –E, and I by Im).

1.4 FAR-FIELD ANTENNA PROPERTIES,  
POWER TRANSFER, AND RECIPROCITY

Because antenna radiation can be represented by radiation integrals over equivalent cur-
rent sources, as considered in the previous paragraph, no reactive field components will be 
found in the far-field of any antenna. Further, far-field antenna characterization can be per-
formed by considering power flow under the constraint of energy conservation. However, 
the distance from an antenna to its far-field depends on the antenna, and it is commonly 
accepted that the far-field region starts after the distance

 R r
D= = 2 2

λ  
(1-6)

where D is the largest dimension of the antenna. This is due to the varying propagation 
distances of field contributions from different parts of the antenna to an observation point P, 
as illustrated in Figure 1-3. In the far-field, every antenna is considered a point source, and 
the far-field criterion in Eq. 1-6 is derived under the assumption that the phase errors due to 
the varying propagation distances are less than p/8.

Consider an antenna located at the origin of a spherical coordinate system, as illustrated for 
the electric current element in Figure 1-2. Assume that the antenna is transmitting and let

● Pt = power accepted by the antenna (in Watts)
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● Prad = power radiated by the antenna (in Watts)
● h = radiation efficiency (unitless)

These quantities are related by

 
η =

P

Pt

rad

 
(1-7)

Let

● St(q,f) = power density (in Watts/square meter, W/m2)

and remark that St(q,f) is independent of the distance from the antenna r, a characteristic 
of the far-field region. The total radiated power can be obtained by integrating the power 
density over a surface enclosing the antenna. Such a surface can be of any shape and can 
be as close to the antenna as desired. However, for simplicity, it is convenient to choose the 
surface to be a sphere, giving

 P S r d dtrad 0
sin= ∫∫ ( , )θ φ θ θ φ

ππ
2

0

2
 (1-8)

with the average power density being

 P
P

ravg
rad=

4 2π  (1-9)

Now, let

● Dt(q,f ) = directivity (unitless)

Directivity is a measure of the antenna to concentrate radiated power in a particular 
direction, and it is related to power density as

 
D
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P rt
t t( , )
( , ) ( , )
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θ φ θ φ
π

= =
avg rad 4 2  

(1-10)

FIGURE 1-3 Schematic repre-
sentation of an antenna aperture 
showing the observation point P 
and the distances to the observa-
tion point from two points on the 
antenna
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The directivity of an antenna is the ratio of the achieved power density in a particular 
direction to that of an isotropic antenna.

Let

Gt(q,f ) = gain (unitless)

The gain of an antenna is related to the directivity and radiated power density via the 
relation

 
G D
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(1-11)

and from Eq. 1-7
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(1-12)

If you have a lossless antenna (i.e., h = 1), the directivity and the gain will be identical.
Now consider a receiving antenna exposed to a power density radiated from some trans-

mitting antenna. The ability of the antenna to receive energy is quantified through

● Ae,r(q,f) = effective area (in square meters)

where the antenna’s location is assumed to be at the origin of the coordinate system.
Under the assumption of reciprocity,5 the effective area of an antenna is related to the 

gain via the relation

 
A Ge r r, ( , ) ( , )θ φ λ

π
θ φ=

2

4  
(1-13)

where l = wavelength. Note that reciprocity holds only for lossless antennas. Also, Eq. 1-13 
depends on wavelength and therefore on frequency. Under these circumstances, antenna char-
acterization can be performed either for the transmitting or receiving case with behavior for the 
other being immediately known.

Suppressing the angular dependencies of the transmitting and receiving antennas in 
their local coordinate systems, the received power is equal to the product of the power 
density of the incident wave and the effective aperture of the receiving antenna. That is

P S Ar t e r= ,

Substituting from Eq. 1-12 and Eq. 1-13 yields
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(1-14)
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Note that Gt is the gain of the transmitting antenna in the direction of the receiving one and 
Gr is the gain of the receiving antenna in the direction of the transmitting one. A form of this 
equation was presented first by Friis6 and is usually called the Friis transmission formula.

The angular dependence of the radiating and receiving properties of an antenna in the 
far-field is often referred to as the antenna radiation pattern. Thus, a pattern is a normalized 
plot of the directivity, gain, or effective aperture as a function of angle and is often given in 
dB scale. Typically, the radiated normalized radiated power density or radiated field is plot-
ted in dB (for the infinitesimal or ideal dipole, the power density sin2 θ  is plotted in dB). 
A typical antenna pattern has a main lobe, sidelobes, minor lobes, a backlobe, and several 
nulls, as illustrated in Figure 1-4, in a f  = const. plane. The half-power or 3 dB beamwidth 
of the main lobe (or main beam) is indicated in the drawing. If the pattern of an antenna is 
given in a plane parallel to the E field vector, the corresponding pattern is referred to as an 
E plane pattern. Alternatively, if the pattern cut is in a plane parallel to the H field polariza-
tion, it is called an H plane pattern.

There are many types of antenna radiation patterns, but the most common are

● Omnidirectional (azimuthal-plane)
● Pencil beam
● Fan beam
● Shaped beam

The omnidirectional pattern is most popular in communication and broadcast applica-
tions. The azimuthal pattern is circular, but the elevation pattern has some directivity to 
increase the gain in the horizontal direction. The term pencil beam is applied to a highly 
directive antenna pattern consisting of a major lobe contained within a cone of a small solid 
angle. Highly directive antenna patterns can be employed for point-to-point communica-
tion links and help reduce the required transmitter power. A fan beam is narrow in one 
direction and wide in the other. A fan beam is typically used in search or surveillance radars. 
Shaped beam patterns are adapted to the requirements of particular applications.

1.5 ANTENNAS AS ELECTROMAGNETIC CIRCUITS

A symbolic transition between a waveguide (transmission line) and an antenna is shown in 
Figure 1-5. In the case of a radiating antenna, a guided wave with amplitude a is traveling  

FIGURE 1-4 Antenna pattern in plane f  = const
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toward the antenna and is more or less radi-
ated into the surrounding medium. In the case 
of a receiving antenna, the received energy is 
transferred into a guided wave with amplitude 
b traveling down the waveguide away from the 
antenna. Consequently, from a circuit’s view-
point, the antenna can be considered as a one-
port element provided only one guided mode 
exists at the port, as is normally the case; higher 
order modes can be considered as additional ports.

In the radiating mode, the one-port element is characterized by its complex reflection 
coefficient,

 
Γ = b

a  
(1-15)

In the receiving mode, the received signal is converted into a traveling wave of ampli-
tude b0. In general, the guided wave amplitude b at the antenna port is given by

 b a b= +Γ 0
 (1-16)

If the antenna is a two-terminal circuit, equivalent network parameters are employed to 
describe the antenna behavior within the context of an electromagnetic circuit. Accordingly, 
the antenna may be replaced by equivalent circuit models such as those given in Figure 1-6, 
where the antenna is characterized by a) its input impedance Z and a source voltage V0 or b)  
its input admittance Y and a source current I0. In the transmitting mode, V0 or I0 is zero, and 
Vin or Iin is the input voltage or current that drives the antenna. Part of the source power is 
dissipated in the loss resistance Rloss or loss conductance Gloss. The power associated with 
the radiation resistance Rrad or radiation conductance Grad is responsible for the radiated 
wave that escapes from the antenna to the surrounding space. The quantities X and B refer 
to the equivalent reactance and susceptance of the antenna.

When the antenna is receiving, the terminals of the equivalent circuit are connected to a 
load (amplifier, speaker, etc.), and V0 or I0 are non-zero as dictated by the external wave that 
impinges on the antenna. Maximum transmission to the load occurs when the load imped-
ance is the conjugate of the input antenna impedance. Some of the received energy usually 
remains within the radiation resistance or conductance and is re-radiated to contribute to 
the radar cross section (RCS) of the antenna. Mismatches between the load and the antenna 
input impedance can lead to higher or lower RCS. However, care must be exercised when 

a

b

Transmitting

Receiving

FIGURE 1-5 Transition between waveguide 
(transmission line) and antenna

Rloss

X

(a) (b)

Rrad
GradBGloss

Z Y

V0

I0

+−
+

−

+

−

Iin

Vin

FIGURE 1-6 (a) Impedance (Thevenin equivalent) and (b) admittance 
(Norton equivalent) representations of an antenna
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the re-radiated energy is determined using equivalent circuit representations such as those 
in Figure 1-6. Reasonable results can only be expected if the employed equivalent circuit 
is an appropriate representation of the antenna’s internal structure. Also, the equivalent 
circuits of one antenna can be different for radiation and reception.

Each antenna receives noise radiation related to the brightness temperature of its envi-
ronment. Usually, the received noise power restricts the performance of an antenna and 
subsequent processing devices. However, in remote sensing or astronomy applications, the 
noise power can even be the intended signal. To formally account for the received noise 
power, the equivalent circuits in Figure 1-6 must be used with V0 and I0 representing sources 
dependent on the equivalent noise temperature TN of the antenna. The dependent source 
voltages and source currents are given in Figure 1-7, where k is the Boltzmann constant and 
BW = ∆f is the receiver or antenna bandwidth. TN is dependent on the radiation (or rather 
receiving) pattern and orientation of the antenna as well as the distribution of the brightness 
temperature in the environment of the antenna.†

Usually, antennas work at certain frequencies. The bandwidth

 BW = fU – fL (1-17)

is the operational frequency range of the antenna around some center frequency

 f0 = 1/2(fU – fL) (1-18)

(e.g., the resonance frequency of the antenna). In this equation, the upper operational fre-
quency limit is fU, and the lower operational frequency is fL. Often, the bandwidth is quoted 
with respect to f0 percent, and in that case, it is given by

 BW = (fU – fL)/f0 100% (1-19)

From a circuit point of view, the matching of an antenna to the generator is very impor-
tant. Therefore, bandwidth definitions with respect to the reflection coefficients or input 
impedances are common, for example,

 |G | = |(Zin – Z0)/(Zin + Z0)| < 0.5 (1-20)

† Further noise considerations with respect to antennas can be found in the literature.1,2,11,16
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Rrad
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+−

FIGURE 1-7 (a) Impedance (Thevenin equivalent) and (b) admittance (Norton 
equivalent) representations of an antenna including noise sources
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Typically, the voltage standing wave ratio (VSWR)

 VSWR = (|G | + 1)/(|G | – 1) < 2  (1-21)

is used to define the operational bandwidth. Bandwidth definitions with respect to gain or 
other antenna pattern characteristics (for example, G0/G0,max < 0.5) can be used to character-
ize the antenna radiating and receiving properties.

1.6 POLARIZATION

Polarization is a property of a single-frequency electromagnetic wave; it describes the 
shape and orientation of the locus of the extremity of the field vectors as a function of 
time.7,8 In antenna engineering, the polarization properties of plane waves or waves that 
can be considered to be planar over the local region of observation are of interest. For plane 
waves, it is sufficient to specify the polarization properties of the electric field vector since 
the magnetic field vector is simply related to the electric field vector. The plane contain-
ing the electric and magnetic fields is called the plane of polarization and is orthogonal 
to the direction of propagation. Generally, the tip of the electric field vector moves along 
an elliptical path in the plane of polarization. The polarization of the wave is specified by 
the shape and orientation of the ellipse and the direction in which the electric field vector 
traverses the ellipse.

The shape of the ellipse is specified by its axial ratio—the ratio of the major axis to the 
minor axis. Its orientation is specified by the tilt angle—the angle between the major axis 
and a reference direction when viewed looking in the direction of propagation. The direc-
tion in which the electric field vector traverses the ellipse is the sense of polarization— 
right-handed or left-handed when viewed looking in the direction of propagation.

The polarization of an antenna in a specific direction is defined to be the polarization 
of the far-field radiated in that direction. Usually, the polarization of an antenna remains 
relatively constant throughout the main lobe, but varies considerably in the minor lobes. It 
is convenient to define a spherical coordinate system associated with an antenna as illus-
trated in Figure 1-8. The polarization ellipse for the direction (q,f) is shown inscribed on 

FIGURE 1-8 Polarization ellipse in relation to the antenna 
coordinate system (after7 © IEEE 1979)
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the spherical shell surrounding the antenna. It is common practice to choose uq (the unit 
vector in the q direction) as the reference direction. The tilt angle is then measured from 
uq toward uf. The sense of polarization is clockwise if the electric field vector traverses the 
ellipse from uq toward uf, as viewed in the direction of propagation and counterclockwise 
if the reverse is true.

In many practical situations, such as antenna measurements, it is convenient to establish 
a local coordinate system. Usually, the u3 axis is the direction of propagation; the u1 axis is 
horizontal; and the u2 axis is orthogonal to the other two so the unit vectors are related by 
u1 × u2 = u3. The tilt angle is measured from u1. When an antenna receives a wave from a 
particular direction, the response will be greatest if the polarization of the incident wave 
has the same axial ratio, the same sense of polarization, and the same spatial orientation 
as the polarization of the antenna in that direction. This situation is depicted in Figure 1-9, 
where Et represents a transmitted wave (antenna polarization) and Em represents a matched 
incident wave. Note that the sense of polarization for Et and Em are the same when viewed 
in their local coordinate system. Also, note that the tilt angles are different because the 
directions of propagation are opposite. As depicted in Figure 1-9, tt is the tilt angle of the 
transmitted wave and tm is the tilt angle of the polarization-matched received wave; they 
are related by

 
τ τm t= ° −180

 
(1-22)

The polarization of the matched incident wave, as just described, is called the receiving 
polarization of the antenna.

When the polarization of the incident wave is different from the receiving polarization 
of the antenna, then a loss due to polarization mismatch occurs. Let

 hp = polarization efficiency (unitless) 

where hp is the ratio of the power received by the antenna to the power received when 
polarization of the incident wave is matched to the receiving antenna polarization.

The Poincaré sphere, shown in Figure 1-10, is a convenient representation of polariza-
tion states. Each possible polarization state is represented by a unique point on the unit 
sphere. Latitude represents axial ratio, with the poles being circular polarizations; the upper 
hemisphere is for left-handed sense, and the lower hemisphere is for right-handed sense. 
Longitude represents tilt angles from 0 to 180°. An interesting feature of the Poincaré 
sphere is that diametrically opposite points represent orthogonal polarizations.

FIGURE 1-9 Relation between polarization properties of an 
antenna when transmitting and receiving (after7 © IEEE 1979)
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The Poincaré sphere is also convenient for representing polarization efficiency. In 
Figure 1-11, W represents the polarization of an incident wave, and Ar is the receiving 
antenna polarization. If the angular distance between the points is 2x, then the polarization 
efficiency is

 
η ξp = cos2

 
(1-23)

FIGURE 1-10 Polarization states on the Poincaré sphere (after7  
© IEEE 1979)

FIGURE 1-11 Receiving polarization of an antenna Ar for an inci-
dent wave polarization W
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1.7 DIRECTIVITY PATTERNS FROM  
CONTINUOUS LINE SOURCES

According to Huygens’ and the equivalence principle (see Section 1.2), the radiation of 
arbitrary antennas can be characterized by considering equivalent source current distribu-
tions. The simplest source distributions are the electric and magnetic point sources consid-
ered in Section 1.3. More degrees of freedom toward the realization of particular directivity 
properties are provided by continuous line sources that can, for instance, be used to char-
acterize the radiation behavior of linear wire antennas.

For line sources, the current distribution (electric and/or magnetic) is considered to be 
a function of only a single coordinate. The directivity pattern E(u) resulting from a given 
distribution is simply related to the distribution by a finite Fourier transform,5,9,10 given by

 E u f x e dxux( ) ( ) ,=
−

+

∫

2 1

1
j  (1-24)

where

f(x) = relative shape of source distribution over aperture as a function of x
u = (pl) sin  f 
 = overall length of aperture
f = angle measured from normal to aperture
x = normalized distance from normal to aperture –1 ≤ x ≤ 1

The simplest type of line source distribution is the uniform distribution where f(x) = 1  
along the aperture and is zero elsewhere. The directivity pattern for such an antenna is  
(see Chapter 3)
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(1-25)

This type of directivity pattern 20 log10 |E(u)| is of interest because all field contri-
butions add in phase, giving the highest gain without cancellation effects.5 However, 
sidelobe levels are high, and the intensity of the first sidelobe is only 13.2 dB less than 
the maximum.

The intensity of the sidelobe levels can be reduced considerably by tapering the aperture 
distribution so the amplitude drops off smoothly from the center of the aperture to its edges. 
There are an unlimited number of possible distributions. However, a few simple types of 
distributions are typical and illustrate how the beamwidth, sidelobe level, and relative gain 
vary as a function of the distribution. Table 1-1 gives the important characteristics of sev-
eral distributions having a simple mathematical form.

Of considerable interest is the manner in which the sidelobes fall off as the angle from 
the main beam increases or as u increases. For the uniform distribution that has a discon-
tinuity in both the function and its derivatives at the edge of the aperture, the sidelobes 
decrease as u–1. For the gable distribution or cosine distribution, both of which are con-
tinuous at the edge of the aperture but that have discontinuous first derivatives, the far-out 
sidelobes fall off as u–2. For the cosine-squared distribution that has a discontinuous second 
derivative, the far-out sidelobes fall off as u–3. Many distributions (obtained in practice) can 
be approximated by one of simpler forms or by a combination of simple forms.
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For instance, suppose you wanted to find the directivity pattern of a cosine-squared 
distribution on a pedestal, i.e., a combination of a uniform distribution and a cosine-squared 
distribution given by

 f x C
x

( ) cos= + 2

2
π

 (1-26)

The resulting directivity pattern is then obtained directly by superposition to obtain the 
direction pattern:

 
E u C

u
u

u
u u
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−
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2

2

2 2

π
π

 

(1-27)

Note that the sidelobes and other characteristics of the pattern must be obtained from the 
new directivity pattern and cannot be interpolated from Table 1-1. By choosing the proper 
relative intensities of a uniform distribution and a cosine-squared distribution, it is possible 
to obtain a theoretical sidelobe level that is very low. For instance, if C = 0.071, then the 
intensity of the largest sidelobe will be 43 dB less than the maximum of the main beam with 
a half-power beamwidth given by 76.5l/, a value that is somewhat lower than that of the 
cosine-squared distribution by itself.

In practice, it is not easy to synthesize prespecified continuous line-source distributions. 
Consider, for instance, a linear wire antenna; the electric current distribution along the wire 
is determined to fulfill Maxwell’s equations under the constraint of the given boundary 

TABLE 1-1 Line-Source Distributions

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Fundamentals of Antennas, Arrays, and Mobile Communications



 FUNDAMENTALS OF ANTENNAS, ARRAYS, AND MOBILE COMMUNICATIONS 1-19

conditions and cannot, therefore, be shaped arbitrarily. Good approximation of the current 
can be done, however, to study radiation from specific antennas.

In the following considerations, focus will be on a linear center-fed dipole wire antenna 
of length 2l aligned along the z axis, as illustrated in Figure 1-12a. The characteristics of 
the corresponding monopole antenna of length l over a perfectly conducting plane can be 
obtained by applying image theory.1,3

As a first approximation, the thin wire antenna can be replaced by the z directed current 
distribution

 
I z I k l z( ) ( | |)= −0sin( )

 
(1-28)

defined along the wire length. The corresponding electric field intensity in the far-field is3
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(1-29)

and can be used to derive an approximate far-field pattern. Obviously, the pattern is 
omnidirectional, and its q dependence varies with antenna length. The q dependence  
(in linear scale) of the field radiation pattern is illustrated in Figure 1-12c for three different 
wire lengths, with the corresponding current distributions according to Eq. 1-28 as depicted 
in Figure 1-12b. The radiation resistance can be calculated by integrating the total radiated 
power and relating it to the appropriate input current at the antenna port.1,3 Evaluating this 
expression gives the resistance as depicted in Figure 1-13.

Wire antennas are usually operated close to their resonance lengths 2l/l = 0.5, 1, 1.5, 
2, ..., where 2l/l = 0.5, 1.5, ... corresponds to the current resonance with low radiation 
resistance. Lengths 2l/l = 1, 2, ... result in voltage resonance with high radiation resis-
tance. The lowest-order resonance 2l/l = 0.5 is associated with a radiation resistance of 
approximately 73 Ω. Difficulties due to nulls in the current distributions for voltage reso-
nances can be overcome by a modified higher-order current distribution.‡1 Figure 1-14  

‡ Extensive studies of linear wire antennas, even with realistic geometric dimensions, are presented in R. W. P. King’s 
The Theory of Linear Antennas.12 Approximate integral equation solutions are the basis for characterizing the various 
antenna parameters and results for a large variety of parameters are given.
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FIGURE 1-12 (a) Linear wire antenna geometry, (b) Current dis-
tributions according to Eq. 1-28, and (c) corresponding field radiation 
patterns in arbitrary f = const. planes (linear scale) for the first three 
resonances
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FIGURE 1-13 Wire antenna radiation resistance obtained from the current distribution of 
Eq. 1-28 (normalized to I0)
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FIGURE 1-14 King–Middleton12 second-order impedances for different values of l/a  
(see Figure 1-12). The numbers given next to the dots are the l/l values.
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illustrates the complex input impedance of the wire antenna for different l/a ratios and  
l/l values.§ You can see that thicker antennas have smaller impedance oscillations result-
ing in larger bandwidths. Also, the impedance curves show a slight shift of the reactance 
to the capacitive range.

A large collection of numerical computer codes, often based on the method of moments1,11 

(see Chapter 59 on numerical techniques), is now available for analysis, design, and opti-
mization of many wire antenna types.

1.8 DIRECTIVITY PATTERNS FROM  
AREA SOURCE DISTRIBUTIONS

Area source distributions serve as a radiation model for many antenna types, especially for 
those with radiation in a particular direction. Insight into various antenna characteristics 
can be gained from the consideration of simple aperture shapes such as rectangular, circu-
lar, or elliptical apertures.

Rectangular Apertures

The directivity pattern of an area distribution is found in a similar manner to that used for 
line-source distributions, except the aperture field is integrated over two dimensions instead 
of one dimension. If the aperture distribution is given by f(x, y), where x and y are the two 
coordinates, then the directivity pattern is given by

 E f x y e dx dyk x y( , ) ( , ) sin ( cos sin )θ φ θ θ φ= +∫∫ j 0  (1-30)

The difficulty of evaluating this expression depends on the form of the distribution func-
tion. For many antenna types, such as the rectangular horn, for example, the distribution 
function is separable, that is

 f (x, y) = f (x) f (y) 

The directivity patterns in the principal planes are readily determined for the separable 
case because the pattern in the xz plane is identical to the pattern produced by a line-source 
distribution f (x), whereas the pattern in the yz plane is identical to the pattern produced by 
a line-source distribution f (y). If the distribution function is not separable, the integral must 
be evaluated either analytically, graphically, or numerically.

Circular Apertures

An antenna that is used frequently in microwave applications is a paraboloid having cir-
cular symmetry. The radiation pattern can be computed by projecting the field distribution 

§ The curves in Figure 1-14 represent the King-Middleton second-order impedances and are drawn from the numeri-
cal data in The Theory of Linear Antennas.12
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on the paraboloid to a plane at the opening of the paraboloid and computing the directivity 
pattern due to the plane aperture:

 E u a f r e r dr d( , ) ( , ) cos( )′ = ′ ′− ′∫∫φ φ φφ φπ
2

0

1

0

2
jur  (1-31)

where

a = radius at outside of aperture
p = radius at any point inside aperture
r = p/a
u = (2pa/l) sin   q = (p D/l) sin   q
D = 2a = aperture diameter
f (r, f ′ ) = the normalized aperture distribution function

The coordinates are shown in Figure 1-15.
The simplest forms of aperture distributions to evaluate are those in which the distribution 

is independent of the angular coordinate f ′ but depends only on the radial coordinate r. The 
integral for the directivity pattern then becomes

 E u a f r J ur r dr( ) ( ) ( )= ∫2 2
00

1
π  (1-32)

When the distribution is constant, the integral is evaluated to give

 E u a
J u

u
( )

( )
= 2 2 1π  (1-33)

Antenna engineers frequently need to evaluate the directivity pattern for an illumination 
that tapers down toward the edge of the aperture. One function, which is convenient for 
representing the aperture distribution, is

 f (r) = (1 – r 2)p (1-34)

This function behaves in a similar fashion to the nth-power distributions, as discussed for 
the line-source case (Section 1.7). When the exponent increases, the distribution becomes 
more tapered and more concentrated to the center of the aperture. When the exponent 
decreases and approaches zero, the distribution approaches uniform illumination.

FIGURE 1-15 Coordinates for a circular aperture
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Evaluating the directivity pattern, gives
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(1-35)

where the Bessel functions Jp+1(u) and the lambda function Dp+1(u) are available in tabular 
form.13

The principal characteristics of the directivity patterns are given in Table 1-2 for the 
cases p = 0, 1, 2. Comparison of the patterns for the uniformly illuminated circular aper-
ture (i.e., when p = 0) with results for the uniformly illuminated line source (Section 1.7) 
shows that the circular aperture has a lower sidelobe level and a broader beamwidth. This 
is expected because projections of the circular-aperture illumination onto a line produce an 
equivalent line source that is no longer uniform but has some degree of tapering.

Elliptical Apertures

In some applications, an elliptically shaped reflector is used to permit control of the relative 
beamwidth in the two principal planes and to control the sidelobes by shaping the reflector 
outline. Computation of the directivity patterns for the aperture shape can be carried out by 
knowing the Fourier components of the illumination function over the aperture.

Realization of Continuous Aperture Distributions

In practice, continuous aperture distributions of large extent are realized by horn, reflector, 
or lens antennas.

TABLE 1-2 Circular-Aperture Distributions
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Horn antennas (see Figure 1-16) are among the oldest and most popular microwave 
antennas. They can deliver 10 to 30 dB directivity, and their robust metallic constructions 
and waveguide feeds permit high-power handling. Horns are, therefore, often used as feeds 
for reflector antennas realizing even larger apertures. Horns are extensions of the widely 
used microwave guiding devices, such as rectangular and circular hollow waveguides in a 
natural manner (see Figure 1-16). To achieve matching from the waveguide to free-space, 
the hollow waveguide is tapered to a larger opening called the aperture. The effective aper-
ture of the antenna (Section 1.4) is almost identical to the geometric aperture of the horn.

The equivalent aperture source distributions are typically used for extracting the radia-
tion properties of horn antennas. These sources are an approximation found from the guided 
wave field arriving at the horn’s aperture. Smaller beamwidths and larger directivities can 
be expected for horns with larger cross-section apertures, a consequence of the Fourier 
transformation relation between aperture distributions and far-field patterns. However, 
the maximum achievable directivity is limited due to phase errors of the aperture source  
distributions caused by the curved phase fronts in the tapered part of the horn antenna. 
Phase error corrections can be realized by using lenses in the horn aperture or by connecting 
the horn to a parabolic reflector (see Figures 1-17, 1-18, 1-19).

Another important concept in designing horn antennas is corrugation. Corrugations are 
grooves on the waveguide walls and are equivalent to introducing anisotropic boundary 
conditions on these walls. These anistropic conditions offer additional degrees of freedom 
for controlling the radiation pattern and have been shown to lead to lower cross polariza-
tions, higher aperture efficiencies, and more symmetrical far-field patterns.

The E plane sectoral horn is tapered only in the plane containing the E field (of the 
lowest-order rectangular waveguide mode), and the H plane sectoral horn is tapered in the 
corresponding plane containing the H field. Correspondingly, the pyramidal horn is tapered 
in both planes, and horns that are extensions of a circular waveguide are referred to as coni-
cal horn antennas. Further details on the analysis and practical realization of horn antennas 
can be found in Chapter 14 and the literature.1,2,14

(a) (b)

(c) (d)

FIGURE 1-16 Common electromagnetic horn antennas: (a) E plane horn, (b) H plane horn,  
(c) pyramidal horn, (d) conical horn
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FIGURE 1-17 (a) Cylindrical parabolic reflector with focal line and (b) paraboloidal 
reflector with focal point

(a) (b)

Aperture

Focal Line

Aperture

Focal Point

FIGURE 1-18 (a) Cassegrain and (b) Gregorian 
double-reflector systems

(a) (b)

(a) (b)

FIGURE 1-19 (a) Delay lens with index of refraction > 1 and (b) fast lens 
with index of refraction < 1
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From the preceding paragraphs and especially with knowledge of the Fourier trans-
form relation between far-field patterns and aperture distributions, you can observe that 
high-gain antennas with small beamwidths typically require large (equivalent) aperture 
source distributions. Even though large apertures can be realized, however, unavoidable 
phase errors, as in the case of horn antennas, restrict achievable gain and correspondingly  
the effective aperture. A way to overcome this issue is to use a secondary device for shap-
ing the phase fronts of the radiated or received waves. Metallic reflectors (curved metallic 
surfaces) serve this purpose and have been used since the early days of antennas to realize 
high gains. There are many different reflector types2 ranging from linear reflector elements 
over flat metallic sheets to more complicated shapes such as corner reflectors, circular 
reflectors, hyperbolic reflectors, elliptic reflectors, and the more commonly used parabolic 
reflectors. Next, we briefly discuss parabolic reflectors. For other reflector types, refer to 
Chapter 15 on reflector antennas and the literature.1,2,15

Figure 1-17 depicts the cylindrical and spherical parabolic reflectors. Both utilize 
the unique feature of the parabola to adjust the ray path lengths so that spherical waves 
emanating from the focal point generate fields of the same phase on the reflector aperture 
after reflection from the reflector surface. As a result, the rotationally symmetric parabo-
loid gives rise to very narrow patterns. Highly directive antennas can be realized by plac-
ing a primary line source in the focal line of a cylindrical paraboloidal reflector or a point 
source (a horn) at the focus of a paraboloid. Of course, these primary sources should be 
directed toward the reflector. Because the feed causes undesirable blockage and distortions 
to the main beam (a situation that worsens due to collateral equipment around the feed), 
subreflectors are introduced to place the feed at different locations. Shown in Figure 1-18  
are classical Cassegrain and Gregorian double-reflector arrangements illustrating this 
concept. Cassegrain antennas use a hyperbolic subreflector whereas Gregorian reflectors 
employ an elliptical subreflector. Both subreflector types are usually designed so the 
feed or new focus can be located close to the primary reflector permitting feeding of the 
source at the focus through a hole in the primary reflector. Electromagnetic analysis of 
reflector antennas usually follows the principles of geometrical and physical optics, or 
geometrical theory of diffraction1,2,11,16 to account for edge diffraction.

Two different analysis techniques are often employed for reflector analysis: the aper-
ture distribution and current distribution methods. For the latter, the electric currents are 
found directly on the reflector dishes, and the radiated fields are calculated by integrating 
these currents (see Section 1.3). In the aperture distribution method, equivalent currents are 
derived and placed on a planar aperture in front of the reflector, as illustrated in Figure 1-17. 
The radiated fields are then found by integrating these equivalent currents. As noted earlier, 
aperture blocking by the primary feed or the subreflector reduces antenna efficiency. Also, 
the blockage gives rise to higher sidelobe levels and cross-polarization effects. These block-
ages can be circumvented by reshaping the reflector so the feed is offset from the center of 
the aperture,17 often below or outside of the aperture view.

Similar to reflector antennas, lens antennas provide a means of shaping phasefronts 
of electromagnetic waves and influencing wave propagation in certain directions. Lens 
antennas can be divided into delay lenses and fast lenses (see Figure 1-19).2 In a delay lens 
medium, the electromagnetic path length is increased (refractive index n > 1), whereas in 
a fast lens medium, the electromagnetic path length is decreased inside the lens (refractive 
index n < 1). Lenses may also be divided among dielectric and metal-plate lenses. Dielectric 
lenses consist of natural dielectrics or artificial dielectrics. Metal-plate lenses consist of 
parallel metallic plates realizing parallel-plate waveguides between the individual plates.  
H plane metal-plate lenses have metallic plates parallel to the H field of the electromagnetic 
wave and lead to n > 1. In contrast, the E field metal-plate lenses have the plates paral-
lel to the E field resulting in n < 1. As noted earlier, lens antennas are often used to form  
collimating beams and thus increase the gain of microwave antennas. In this context, their 
purpose is to transform spherical or cylindrical wavefronts into planar wavefronts, and this 
is the reverse of focusing plane waves into a focal line or point (see Figure 1-19).
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In contrast to reflector antennas, lens antennas do not have difficulties with aperture 
blocking and allow for beam scanning over relatively large angles. They also provide for 
additional design freedom since wave propagation is influenced by refraction at both the 
surfaces and the refractive index inside the medium, which can be adjusted as required 
(for instance by using layered designs). However, the corresponding design process is more 
complex when compared to metallic reflector antennas. Difficulties with lenses are caused 
by reflections at the two surfaces and losses in the lens material. Nevertheless, surface reflec-
tions can be reduced by matching layers or surface roughness. Analysis and design pro-
cedures for lens antennas are typically based on geometrical optics (Fermat’s principle), 
physical optics, and related approaches such as the geometrical theory of diffraction. Details 
on the analysis of lens antennas and on the various classes of such antennas can be found in 
the literature1,2,11,16 and in Chapter 18 on lens antennas.

Recently, ideal lenses with arbitrarily good focusing properties have been discussed. 
Such lenses should be realizable by the use of so-called metamaterials with a refractive 
index of –1.18

1.9 FUNDAMENTALS OF ANTENNA ARRAYS

The radiation and receiving characteristics of antennas can be shaped by synthesizing cer-
tain equivalent source distributions. Because it is difficult to control continuous aperture 
currents or fields, discrete configurations are often used, leading to the concept of antenna 
arrays. Putting the elements of an antenna array in a certain pattern and adjusting the ampli-
tude and phase of the individual antenna elements appropriately allows for the synthesis of 
arbitrary aperture sources. These behave quite similarly to continuous aperture distributions 
(provided certain rules with respect to element spacing are followed). Design difficulties 
often arise due to coupling among array elements. Consequently, the amplitude and phase 
of the individual array elements cannot be adjusted independently from one another. The 
driving-point impedance of an individual element might differ considerably from its self-
impedance because of the mutual coupling with other array elements. In a multi-element 
array, a way to relate the terminal voltages and element currents is

 V1 = I1Z11 + I2Z12 + ⋅ ⋅ ⋅ + InZ1n 

(1-36)

V2 = I1Z12 + I2Z12 + ⋅ ⋅ ⋅ + InZ2n

 ⋅ ⋅ ⋅ ⋅
 ⋅ ⋅ ⋅ ⋅
 ⋅ ⋅ ⋅ ⋅

Vn = I1Z1n + I2Z2n + ⋅ ⋅ ⋅ + InZnn

where

Vn = impressed voltage at the nth element
In = current flowing in the nth element
Znn = self-impedance of the nth element
Zmn = Znm = mutual impedance between mth and nth elements

The driving-point impedance for element 1 is found from the ratio of the impressed 
voltage to the current and is obtained from the previous equation as follows:

 Z
V

I
Z

I

I
Z

I

I
Zn

n1
1

1
11

2

1
12

1
1input = = + + ⋅ ⋅ ⋅ +  (1-37)

The reader can see that the input or driving-point impedance of a particular element is 
not only a function of its own self-impedance but also a function of the relative currents 
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flowing on the other elements and of mutual impedance between elements. In an array in 
which the current distribution is critical, it is necessary to determine the input impedance 
from the previously described relationship and to design the feed system to match the input 
impedance rather than the self-impedance.∗∗

To account for element coupling in the design, rigorous numerical methods1,4,11 must 
be employed. However, for simplicity, in the following array, coupling will be neglected 
because the main focus is the introduction of some basic concepts in array design.

A very basic and important array configuration is that of a equally spaced linear array of 
N identical elements on a straight line, as illustrated in Figure 1-20a). The element spacing 
is d, and a linear phase progression is assumed for the element excitation currents. The total 
electric field intensity Etot in the far-field is given by

 

E Etot
j cos( , ) ( , ) ( )θ φ θ φ θ α= −

=

−

∑el n
n k d

n
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a e 0

0
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j= =
=

−

∑E Eel n
n

n

N

ela e( , ) (θ φ θψ
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(1-38)

where ψ θ α= −k d0 cos  and Eel  refers to the array element pattern. Also, an is the ampli-
tude of the individual array elements; a is the phase progression from one element to the 
next; and k0 is the wavenumber of free-space. If all excitation currents are equal in ampli-
tude (a0 = a1 = a2 = ... = aN-1), the array factor y   becomes
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1

0

1
1
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(1-39)

** Some examples of this are given in “The Effect of a Periodic Variation in the Field Intensity Across a Radiating 
Aperture.”19 See Chapter 3 for more information.

FIGURE 1-20 (a) Equally spaced linear and (b) two-dimensional array configurations
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This can be simplified to obtain the normalized form

 

f
f

Na

N

0
0

2

2

( )
( )ψ ψ

ψ

ψ
= =

sin

Nsin  

(1-40)

where f0 (y      ) is maximum when y           =  0. For broadside radiation, a      =   0 must hold, implying 
that q     = p / 2. To scan the array beam toward other directions, a must be selected so that 
k0d cosq        = a, resulting in

 

θ θ α= =








−

max cos 1

k d0  
(1-41)

as the angle of the maximum array radiation. The direction of maximum radiation can be 
adjusted by controlling a, and this is a concept characteristic to scanning arrays. In practi-
cal phased arrays, the phase of the individual array elements is controlled electronically to 
allow for much more flexible, faster, and reliable array scanning as compared to traditional 
mechanical steering approaches.

Modern mobile communication systems are increasingly employing phased arrays at 
base stations (in conjunction with sophisticated signal processing algorithms) to expand 
the base station customer capacity and reduce interference among adjacent stations. In the 
wireless industry, such antennas are typically referred to as smart or adaptive antennas.

If the spacing d between the array elements becomes greater than half a wavelength 
l0, the denominator of f0 (y      ) can have further zeros, resulting in additional array radiation 
beams. These beams are referred to as grating lobes. In practice, suppressing such parasitic 
lobes is required.

Figure 1-21 illustrates several array patterns derived from f0(y      ). These show the char-
acteristic narrow main beam and a larger number of sidelobes as the number of array  

FIGURE 1-21 Linear array pattern factors f0 (array element spacing d = 0.4l0)
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elements increases. Lower sidelobe levels can be achieved by tapering the excitation of  
the array elements. Several techniques, such as the binomial or the popular Chebyshev 
methods (see Chapter 3 on array design) are used for controlling the sidelobe levels and 
the main beamwidth.

Next, we consider the 2D linear array in Figure 1-20b. This array has M elements along 
the z-axis and N elements along the y-axis. The array elements are equally spaced with 
corresponding spacings of dz and dy and associated linear phase progressions of az and ay. 
For the computation of the array factor f (q,y      ), the 2D array can be viewed as M equally 
spaced linear arrays along the z-direction. It is given by
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(1-42)

where yz = k0 dz cosq        − az and yy = k0 dy cosq        − ay. Assuming the amplitudes of all array 
elements to be identical (a00 = a 0 = ... = aM-1N-1) and applying the same manipulations as 
in the case of the linear array, the normalized array factor f0 (q,y      ) = f0 (q,y      )/(MNa00) is 
found to be
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(1-43)

In general, the amplitude of every array element can be chosen independently in order 
to shape arbitrary array patterns. Conventional beam-shaping techniques try to approxi-
mate directivity patterns known from continuous aperture distributions (Sections 1.7 
and 1.8). More recently, digital signal processing techniques are employed to realize 
a large variety of applications such as angle of arrival detection (see Chapter 47 on 
direction finding), tracking, interferer suppression, and adaptive signal to interference 
improvement.

A severe disadvantage of linear array configurations is their restricted field of view. 
Reasonable beam-shaping and scanning can be achieved by modifying the array element 
amplitudes. However, many arrays have restricted angular range. This drawback can be 
overcome by array configurations conforming to curved surfaces. As such, every array 
element may have a different geometrical orientation, and suitable element amplitude 
directivity behavior can be a difficult task. Beam-shaping techniques have been developed 
incorporating digital signal-processing techniques for the necessary flexibility to achieve 
desirable designs (see Chapter 22).

A disadvantage of an array conformed to a curved surface is that not all antenna 
elements contribute to the radiated fields in a particular direction. Thus, more array 
elements are required to achieve certain requirements with respect to beamwidths and 
sidelobe suppression. An example of a singly curved conformal array antenna is shown 
in Figure 1-22.
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Another array configuration are volumetric arrays. To avoid shadowing of the indi-
vidual array elements, the grid must be relatively thin, and reasonable beam-shaping is 
achieved only by randomly distributing array elements to suppress grating lobes due 
to large element spacing. In principal, all array elements can radiate in all directions. 
However, practical realization of volumetric arrays is not easy, and the choice of suitable 
array elements and feeding techniques is restricted. An example of a volumetric array is 
depicted in Figure 1-23.

FIGURE 1-22 Singly curved array antenna realized with patch antenna 
elements (Courtesy of FGAN e.V., Wachtberg, Germany)

FIGURE 1-23 Volumetric array antenna with randomly 
distributed loop elements: Crow’s nest antenna by FGAN e.V., 
Wachtberg, Germany20 (Courtesy of FGAN e.V., Wachtberg, 
Germany)
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1.10 BASIC CONCEPTS IN MOBILE 
COMMUNICATIONS

Mobile communications is an area where unguided electromagnetic waves and antennas 
play an important role. The goal is to offer communication links between any place on 
earth without limiting user mobility. Given the restricted spectrum availability, the need 
for frequency reuse, particularly in densely populated areas, creates special challenges that 
are most efficiently resolved within terrestrial mobile communication systems. However, 
the requirement to cover remote regions makes essential the use of satellite systems in the 
overall strategy.

Terrestrial mobile communication systems are usually based on cellular principles, 
where the mobile terminal communicates with a fixed base station. Alternative strategies 
can, for instance, establish a connection via a network of mobile terminals only (ad-hoc 
networks); however, the focus here will be on cellular techniques. The fundamental issue in 
mobile communications is the restricted availability of frequency bands. Therefore, system 
design must aim at a high spectrum efficiency expressed in Erlang per square meter per 
Hertz and given by

 ηs = ×number of reuses
coverage area

number of cchannels
bandwidth

time the channel is busy×
ttotal time of channel  

(1-44)

where one busy communication channel is equivalent to the traffic of one Erlang.
The basic behavior of cellular designs is often studied in the context of hexagonal 

cell coverage, as illustrated in Figure 1-24, where the assumption is that the base sta-
tion is located at the center of a cell. The idea is to reuse a given set of communication 
channels or frequencies (in those cells) that are sufficiently apart from each other so that 
co-channel interference remains within acceptable limits. Code division multiple access 
(CDMA) techniques assign relatively broad frequency bands to individual cells. Those 
techniques, however, can often work with the same frequency in neighboring cells since 
channel separation is achieved on a code level and frequency planning may be replaced or 
supplemented by code planning. Therefore, discuss reuse considerations on the channel 
level. The group of cells not employing channel reuse is called a cluster. Such a cluster is 
depicted in Figure 1-24 as a grey-shaded area and consists of seven cells.

FIGURE 1-24 Hexagonal cellular pattern with a reuse factor of 7
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The number of cells N comprising a cluster is, in general, given by

 N i ij j= + +2 2  (1-45)

where i and j are integers, with N = 7 being a popular number of cells per cluster. Obviously, 
you can increase the mobile system’s capacity (i.e., cellular phone users) by increasing the 
number of available channels (bandwidth) or the spectrum efficiency hs. Because band-
width is restricted, the logical approach is to achieve better spectrum efficiency through 
channel reuse. This implies smaller cell sizes and consequently a greater number of cells 
in a given coverage area. For example, a single cell can be subdivided into several smaller 
cells, or a cell can be divided into sectors by using directional antennas to avoid installing 
additional base stations. Typical cell dimensions used to cover wide rural regions or subur-
ban areas are referred to as macrocells. In densely populated urban regions, however, cells 
must often be installed at the street level with base stations located below building roofs. 
Such cells are often called microcells, and even smaller cells (restricted to a single site or 
the interior of a building) are referred to as picocells.

The key to designing complex cellular mobile communication systems is electromag-
netic wave propagation within individual cells. Propagation models are essential for evaluat-
ing modulation and coding schemes and their associated signal power within the service area 
or the interference that may be caused outside the service area. Even when adaptive power 
control is used at the transmitter, a thorough understanding of the relevant wave propagation 
mechanisms in the terrestrial environment is necessary. For propagation above a smooth 
ground, a simple ray-optical model including two rays is sufficient for modeling wave propa-
gation. In general, ray approaches are based on high-frequency assumptions, typically ful-
filled at mobile communication frequencies (greater than 400 MHz).

The two-ray model includes a direct ray representing free-space propagation and a ray 
reflected at the earth’s surface. Assuming the earth’s surface to be planar, the two-ray model 
gives the following pathloss:

 
L

r
R

r
r

ep b
b

= 



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+ + −20
4

20 1 2log log j (rλ
π

π λ/ bb r− )

 
(1-46)

Lp is the ratio of received to transmitted power in dB, where both antennas are assumed to 
be isotropic. The involved parameters are l, or the free-space wavelength; r, or the path 
length of the direct ray; rb, or the path length of the reflected ray; Rb, or the plane wave 
reflection coefficient at the reflection point.

Figure 1-25 compares Lp as given to single/direct-ray (free-space) and four-ray models 
for different transmitter antenna heights. The typical two-ray interference pattern is clearly 
identified close to the transmitter. Also, at great distances from the transmitter, the two-ray 
model predicts a pathloss that has a constant slope of 40 dB/decade versus a pathloss with 
a slope of 20 dB/decade predicted by the single-ray or free-space model. Figure 1-25 also 
shows that changing the transmitter antenna height can control the coverage range of the 
base station.

Microcells or picocells are often designed at the street level, and for these cases, the two-
ray model for flat earth can be improved by including ray reflections from the street side 
walls. For example, Figure 1-25 shows four-ray pathloss curves to model a 16 m–wide street 
canyon, where contributions from the two sidewall-reflected rays are added to the two-ray 
results. Again, the usual interference patterns are observed close to the transmitter. However, 
at great distances from the transmitter, the guiding effect of the street canyon results in a 
pathloss that is even less than that predicted by the single-ray or free-space model. Also, the 
height of the transmitter antenna no longer influences the pathloss at great distances.
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Previously, we discussed simple propagation models. However, real-world terrestrial 
mobile communication channels are characterized by complicated wave propagation mech-
anisms. The received signal is composed of an extremely large number of different multiply 
reflected, diffracted, refracted, or scattered wave contributions, and a purely deterministic 
description of the radio channel might be impossible. Therefore, most receiver power or 
receiver field strength determination methods are designed to predict the corresponding 
median values as a first characterization of the channel properties. The fading behavior of 
the mobile radio channel is described by means of statistical methods where fast- and slow-
fading mechanisms are distinguished. Fast-fading can often be characterized by Rayleigh 
or Rice probability distributions, and slow-fading normally behaves as lognormal distrib-
uted with standard deviations of several dBs.

Further insight into the behavior of a mobile radio channel can be gained from measured 
or predicted impulse responses, as shown in Figure 1-26, which typically consist of various 
signal contributions arriving at the receiver after different delay times and with different 
Doppler shifts due to moving transmitter and receiver antennas as well as scattering objects. 
Information that can be obtained from the impulse responses are the relative signal powers 
and delay spreads for the different signal contributions. Both the Doppler shifts and the 
delay spreads are essential in the design of mobile communication systems. Often, test 
sequences are included in the transmitted signals, which allow for the estimation of impor-
tant channel parameters and can be used for channel equalization.

Modern terrestrial communication systems often utilize several transmit and/or receive 
antennas (multiple input multiple output (MIMO)) to achieve improved signal to noise and/
or signal to interference ratios of the communication links. The different antennas can be 
arranged in closely spaced array configurations suitable for the realization of deterministic 
beam-forming strategies (see Section 1.8). Another strategy tries to arrange the antennas 

FIGURE 1-25 Pathlosses for different ray models over flat ground. Scalar computations with a 
receiver antenna height of 2.4 m, different transmitter antenna heights ht, and all reflection coef-
ficients set to –1. The given four-ray models also include sidewall-reflected rays at each side of 
a 16 m broad street canyon.
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such that their transmitting or receiving characteristics become uncorrelated, leading to 
so-called diversity techniques. Further information on terrestrial mobile communication 
systems can be found in Chapter 22 on conformal antennas.
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2-2 CHAPTER TWO 

2.1 INTRODUCTION TO FREQUENCY BANDS

The spectrum chosen for use in either military or commercial applications often depends 
on a number of factors, including regulatory requirements or licenses that designate 
bands for certain uses. Depending on the application, the frequency band selected may 
also depend on antenna size, propagation distance, or environment. Over time, a number 
of different designations for frequency bands have been developed. For comparison, each 
of these band designations is shown in Table 2-1. Historically, some of the band group-
ings have differed, in part based on the application(s) intended, such as radar, electric 
countermeasures, and so on. The most commonly used designations are also listed in 
Table 2-1.

As mentioned, one of the factors to consider when selecting a band is the propagation 
characteristics of the band. Figure 2-1 shows attenuation as a function of wavelength or 
frequency. Attenuation is also a function of a number of factors that include both scat-
tering losses and absorption losses. In general, lower frequencies tend to propagate far-
ther and to transmit better under non-line-of-sight conditions. However, lower frequency 
antennas also tend to be larger because antenna size scales with frequency, creating a 
number of trade-offs that must be considered. For example, the military might select a 
lower frequency for operation so communication over mountain ranges is optimized; 
however, the lower frequency creates challenges in implementing an antenna that is a 

IEEE Radar  
Bands*

ITU Frequency  
Bands†

Common-usage  
Bands‡

Electric- 
countermeasure 

Bands§

Band

Frequency 
Range  

(in GHz) Band

Frequency 
Range  

(in GHz) Band

Frequency 
Range  

(in GHz) Band

Frequency 
Range  

(in GHz)

HF 0.003–0.03 HF 0.003–0.03 HF 0.003–0.03 A 0–0.25

VHF 0.03–0.3 VHF 0.03–0.3 VHF 0.03–0.3 B 0.25–0.5

UHF 0.3–1 UHF 0.3–3 UHF 0.3–1 C 0.5–1

L 1–2 SHF 3–30 L 1–2 D 1–2

S 2–4 EHF 30–300 S 2–4 E 2–3

C 4–8 C 4–8 F 3–4

X 8–12 X 8–12.4 G 4–6

Ku 12–18 Ku 12.4–18 H 6–8

K 18–27 K 18–26.5 I 8–10

Ka 27–40 Ka 26.5–40 J 10–20

mm 40–300 Q 33–50 K 20–40

V 50–75 L 40–60

W 75–110 M 60–100

*From Institute of Electrical and Electronic Engineers Standard 521-1976, Nov. 30, 1976.
†From International Telecommunications Union, Art. 2, Sec. 11, Geneva, 1959.
‡No official international standing.
§From AFR 55-44 (AR 105–86, OPNAVIST 3430.9B, MCO 3430.1), Oct. 27, 1964.

TABLE 2-1 Frequency-Band Designations
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 FREQUENCY BANDS FOR MILITARY AND COMMERCIAL APPLICATIONS 2-3

reasonable size. In other cases, the military might select a band where propagation is 
limited for security or frequency re-use opportunities. An example of such a band is 
the V-band around 60 GHz. This band is well suited to short-range applications, but the 
implementation of low-cost antennas that perform suitably can be difficult due to the high 
frequency of operation, though the antennas will be relatively small for a given antenna 
gain compared to the lower frequencies.

The trade-offs associated with the use of various frequency bands have been studied 
extensively over time, and certain characteristics and applications are now commonly 
linked to specific frequency bands. Table 2-2 lists a number of frequency bands along with 
their common characteristics and uses. In general, the lower frequency bands tend to be 
used for longer range, lower bandwidth applications while higher bands tend to be used 
more often for shorter range applications that require higher bandwidth. In the case of radar, 
the higher frequency bands are often selected for higher resolution and the antennas take up 
less volume at these higher frequencies.

In the case of television and radio broadcasts, the selected bands tend to be lower, such 
as VHF and UHF, because the broadcasting company will likely want to cover an entire 
city or an even greater area with a single transmit site. The specific frequency band used 
by a particular station also depends on its license through a regulatory agency such as the 
Federal Communications Commission (FCC), which designates specific channels or bands 
with well-defined separation between them to avoid interference with broadcast services. The 
bands and channels used for AM/FM radio and television broadcast in the U.S. are shown in 
Table 2-3. The separation between the bands, sometimes called guard bands, help prevent 
interference between adjacent bands, but these bands were established decades ago. With 
continuing advances in communications technology and equipment, and the move toward 
digital television, the FCC is looking at different ways of thinking about the bandwidth per 
channel and the guard bands. In transmitting digital television, less bandwidth is required than 

FIGURE 2-1 Attenuation of electromagnetic waves as a function of frequency or wavelength (after  
L. Yujiri et al1 © IEEE 2003)
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2-4 CHAPTER TWO 

with analog, but the bandwidth does depend on the resolution or definition of the signal. In the 
future, digital television may evolve toward either one very high-definition digital signal or 
multiple lower definition signals for multiple television channels in what was one signal when 
transmitting analog. Advances in communications technology have also led to the discussion 
of the potential use of the guard bands for other applications since advances may allow for 
their use without interfering with the original broadcast channels.

VHF TELEVISION FREQUENCIES

Band Ch # Frequency Band Ch # Frequency

VHF LOW 02 54–60 MHz VHF HIGH 07 174–180 MHz

VHF LOW 03 60–66 MHz VHF HIGH 08 180–186 MHz

VHF LOW 04 66–72 MHz VHF HIGH 09 186–192 MHz

VHF LOW 05 76–82 MHz VHF HIGH 10 192–198 MHz

VHF LOW 06 82–88 MHz VHF HIGH 11 198–204 MHz

VHF HIGH 12 204–210 MHz

VHF HIGH 13 210–216 MHz

TABLE 2-3 Typical Broadcast Frequencies

Band Characteristics Applications

HF Long-distance links possible with 
ionosphere reflections

Ocean vessel communications, telephone, 
telegraphy, long-range aeronautical 
communications, amateur radio 
communications, military communications

VHF Ionosphere reflections possible at 
the lower end of the frequency band

Television and FM broadcasting, air 
traffic control, radio navigation, military 
communications

UHF Tends to require more line-of-
sight toward the high end of the 
frequency band

Television broadcasting, radar, mobile phones 
and radios, satellite communications, global 
positioning systems (GPSs), wireless LANs, 
wireless PANs, military communications

SHF Atmospheric absorption at highest 
frequencies can be significant

Radar, microwave links, land mobile 
communications, satellite communications, 
direct broadcast satellite (DBS) television 

EHF Line-of-sight propagation only 
toward the high end of the band, 
subject to atmospheric absorption, 
and best suited to shorter range 
applications

Radar, secure and military communications, 
satellite links, gigabit per second backhaul 
(1–2 km), future wireless PANs

Optical / 
IR

Significant atmospheric absorption, 
typically will not penetrate fog, 
line-of-sight only

Optical communications, fiber-optical links, 
very short range wireless communications, 
building-to-building high-speed wireless 
connections

TABLE 2-2 Common Frequency Bands: Characteristics and Typical Applications
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 FREQUENCY BANDS FOR MILITARY AND COMMERCIAL APPLICATIONS 2-5

In addition to commercial broadcast channels, a number of amateur radio bands 
have been established. These bands also tend to be at lower frequencies since it is 
usually desirable to have propagation over long distances to communicate with other 
amateur radio sites, as shown in Table 2-4. The successful use of the higher bands 
depends on the proximity of other amateur sites because they tend to propagate over 
shorter distances.

UHF TELEVISION FREQUENCIES

Ch # Frequency Ch # Frequency Ch # Frequency

14 470–476 MHz 38 614–620 MHz 62 758–764 MHz

15 476–482 MHz 39 620–626 MHz 63 764–770 MHz

16 482–488 MHz 40 626–632 MHz 64 770–776 MHz

17 488–494 MHz 41 632–638 MHz 65 776–782 MHz

18 494–500 MHz 42 638–644 MHz 66 782–788 MHz

19 500–506 MHz 43 644–650 MHz 67 788–794 MHz

20 506–512 MHz 44 650–656 MHz 68 794–800 MHz

21 512–518 MHz 45 656–662 MHz 69 800–806 MHz

22 518–524 MHz 46 662–668 MHz 70 806–812 MHz

23 524–530 MHz 47 668–674 MHz 71 812–818 MHz

24 530–536 MHz 48 674–680 MHz 72 818–824 MHz

25 536–542 MHz 49 680–686 MHz 73 824–830 MHz

26 542–548 MHz 50 686–692 MHz 74 830–836 MHz

27 548–554 MHz 51 692–698 MHz 75 836–842 MHz

28 554–560 MHz 52 698–704 MHz 76 842–848 MHz

29 560–566 MHz 53 704–710 MHz 77 848–854 MHz

30 566–572 MHz 54 710–716 MHz 78 854–860 MHz

31 572–578 MHz 55 716–722 MHz 79 860–866 MHz

32 578–584 MHz 56 722–728 MHz 80 866–872 MHz

33 584–590 MHz 57 728–734 MHz 81 872–878 MHz

34 590–596 MHz 58 734–740 MHz 82 878–884 MHz

35 596–602 MHz 59 740–746 MHz 83 884–890 MHz

36 602–608 MHz 60 746–752 MHz

37 608–614 MHz 61 752–758 MHz

Broadcast Frequencies
AM Radio = 535 kHz–1605 kHz (MF) 107 Channels each with 10 KHz separation
TV Band I (Channels 2–6) = 54 MHz–88 MHz (VHF)
FM Radio Band II = 88 MHz–108 MHz (VHF) 100 Channels each with 200 KHz separation
TV Band III (Channels 7–13) = 174 MHz–216 MHz (VHF)
TV Bands IV & V (Channels 14–69) = 470 MHz–806 MHz (UHF)

TABLE 2-3 (continued)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Bands for Military and Commercial Applications



2-6 CHAPTER TWO 

2.2 FREQUENCIES AND TECHNOLOGIES OF 
INTEREST FOR MILITARY APPLICATIONS

Military and commercial communication needs have similarities and differences, as shown in 
Figure 2-2 and Figure 2-4, later in the chapter in Section 2.3. One area of commonality is that 
both stem from the demand for quick and efficient delivery of information. However, the pace at 
which they develop their communication technologies and their dynamic motivations for doing 
so are where the two sectors diverge and are continuously evolving. In some cases, the com-
mercial sector’s communication development outpaces the military’s because its driving force 
is economic and its market is vast. In other instances, military technology outpaces the com-
mercial sector since performance may be more important than low cost for critical equipment. 
In some ways, the two sectors are merging with the military’s technology, research, and devel-
opment organizations such as Defense Advanced Research Projects Agency (DARPA), Office 
of Naval Research (ONR), Naval Research Laboratory (NRL), Air Force Research Laboratory 
(AFRL), and Space and Naval Warfare (SPAWAR) Systems Command, moving toward lever-
aging more commercial technology as the military increases its demand for commercial sector 
innovations to bring its communication systems up to 21st-century standards. The military can 
optimize its communication systems by complementing available commercial technology with 
newly developed, customized technology providing a superior hybrid solution.

Most terrestrial communication systems used by the military and the commercial market, 
including HF, VHF, and UHF radios, utilize conventional monopole and dipole antennas 
that are electrically small but long enough to provide adequate gain and the largest pos-
sible coverage area. Most satellite communication (satcom) systems depend on mechanically 
rotated reflector dish antennas that provide high gain and a narrow beam from a relatively 
simple parabolic antenna structure in order to illuminate the orbiting satellites with preci-
sion accuracy. These antenna structures are, however, still large and can be used as a visual 
cue in the identification of the communication system’s location. In the case of the military, 

Band Frequency

160 m 1.8–2.0 MHz

 80 m 3.5–4.0 MHz

 40 m 7.0–7.3 MHz

 20 m  14.0–14.35 MHz

 15 m  21.0–21.45 MHz

 10 m 28.0–29.7 MHz

 6 m 50.0–54.0 MHz

 2 m 144.0–148.0 MHz

220–225 MHz

420–450 MHz

1215–1300 MHz

2300–2450 MHz

3300–3500 MHz

5650–5925 MHz

TABLE 2-4 Amateur Radio Bands
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2-8 CHAPTER TWO 

inconspicuous communication vehicles are essential to protecting communication capabil-
ity and the personnel both operating the system and receiving its intelligence support. The 
commercial sector also benefits from reduced antenna architectures because the savings in 
real estate allow for additional communication systems to be installed. In the case of cellular 
infrastructure, reduced size systems can translate into reduced recurring costs because less 
space may need to be leased at the site’s location.

Methods for reducing antenna size include using planar antenna geometries similar 
to those of microstrip antennas with parasitic shorting structures,2–5 high dielectric sub-
strates,6 geometrical variations of the antenna architecture including slots,7–10 and active 
element integration into the antenna.

Connectivity on today’s battlefield is of such great importance that communication 
development programs are being forced to develop rapidly. Multifunction communica-
tion platforms are being built to satisfy the need for multiple radio access and centralized 
intelligence distribution using a router methodology that consolidates the information from 
several different radio sources and redistributes it to personnel using the appropriate com-
munication system. A multitude of processing and communication systems are utilized 
together to keep all mission participants apprised of tactical and strategic information as it 
becomes available, allowing command decisions to be handed down as required.

The radios used by the military vary in frequency and constitute a range of frequencies 
that span from the HF to Ka-band, as shown in Figure 2-3.

Tactical radios in the HF frequency, including the PRC-150 from 2 MHz to 30 MHz, 
are important in transmitting voice and limited data over long distances by pumping large 
amounts of power (20–100 W) through substantially large monopole antennas. These tactical 
radios also fall within the civilian Ham radio frequencies, which also require large amounts 
of power to operate.

VHF radios operate at slightly higher frequencies from 30–88 MHz, providing for 
increased bandwidth to transmit more data over the same long distances. This is true for the 
SINCGARS RT-1523E radio system, which also pumps large amounts of power through a 
large monopole antenna to extend the range of its transmissions.

Radios that operate at UHF, which also include the L-band and S-band from 300 MHz 
to 3 GHz, provide increased bandwidth capability and faster data rates than HF and VHF 
systems but at the expense of reduced transmission range. Operating at these higher 
frequencies also scales down the size of the antennas used to Tx/Rx signals, which 
reduces the visibility of mobile communication platforms. As presented in Figure 2-2, 
the PRC-148, PRC-117F, PSC-5D, RT-1720 EPLRS, and VRC-99 radios all operate at 
these frequencies. The range of the systems are reduced due to the limitations of shorter 
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FIGURE 2-3 Military communications frequency spectrum
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wavelength transmissions, but this shortfall is more than compensated for because larger 
bandwidths are available and long-distance data transfers can be achieved by using relays 
to leapfrog signals between intermediate points and then on to remote positions.

Situational awareness reports that include highly detailed maps with reconnaissance 
pictures and even video are transmitted by tactical satellite radios operating at the C-, Ku-, 
and Ka-band. These frequencies are capable of penetrating through the ionosphere to orbit-
ing satellites and then back down to other positions on earth that are over-the-horizon from 
the position of the originating source transmission. This over-the-horizon capability and 
increased bandwidth are major goals of the military and also of the commercial market, 
which means greater amounts of data can be sent more quickly to more distant locations 
thus providing needed intelligence for informed decision making.

This wide array of radio systems over the large frequency range increases military capa-
bility, especially when placed on a mobile platform, but at the cost of increased hardware 
including the radios themselves, networking equipment, power sources, and the antennas to 
perform the necessary signal propagation. This excessive amount of hardware is expensive 
and bulky, and in the case of the antennas, presents the problem of physically placing them 
on top of a small roof, deck, mast, or fuselage. Not only are there co-site signal propaga-
tion issues associated with multiple antennas for multiple communication systems, but also 
there is the burden of concealing the vehicle, ship, or aircraft’s purpose from unwanted 
spectators. In order to decrease the visibility of the mobile platform as a target and maxi-
mize its carrying capacity, there is a need to scale down the size, weight, and volume of all 
components including the antennas. This requires antenna designs that use planar antenna 
technologies and allow for dual-band, multiband, and broadband multifunction capability.

2.3 FREQUENCIES AND TECHNOLOGIES OF 
INTEREST FOR COMMERCIAL APPLICATIONS

Commercial frequency bands and application technologies are driven by a number of fac-
tors but none more significant than cost. As previously discussed, this factor is more rel-
evant for commercial applications than for military ones. The overall cost of a solution 
or service is a direct function of equipment cost but can also be affected by the spectrum 
selected for use. In some cases, licensing spectrums can be very expensive and that cost 
must eventually be passed on to the consumer by a service provider. One of the advantages 
of using the licensed spectrum is that there is recourse if another company or individual 
interferes with the spectrum. The unlicensed spectrum is typically open for use by anyone 
as long as the conditions and limits set by that country’s regulatory agency, such as the FCC 
in the U.S., are adhered to, but there is no recourse if another user creates interference when 
using the spectrum in the same vicinity.

The backbone of communication is the allocated frequency bands that radio equip-
ment use to transmit and receive its data, and there are various wireless networks and 
protocols used for management. Commercial wireless protocols are varied and continue 
to evolve from the present second-generation (2G) to third-generation (3G) and future 
fourth-generation (4G) network system protocols that provide expanded bandwidth and 
increased data-rate capability. The 2G protocols were based on low-band digital data 
signals that provided a vast improvement over the previous analog systems. The 3G 
protocols allow wideband digital data transfers for large video and data transmissions. 
The trend is toward multimedia services, and this trend has made possible podcasting 
and streaming video that were once tethered to Ethernet cable connections on desk-
top computers but are now accessible with wireless multimedia phones, personal digital 
assistants (PDA), and laptops.
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2-12 CHAPTER TWO 

The intermediate bridge between 2G and 3G is 2.5G, and it allows theoretically limited data 
transfer rates of up to 384 kbps, which is a significant increase from the pervious 9.6–14.4 kbps 
capability of 2G. But, of course, theoretical limits are often just that—theoretical—when the 
reality is that 40–50 kbps is the nominal data rate.

In 2010–2015, 4G will succeed 3G and will offer increased data rates up to 100 Mbps 
while on the move and 1 Gbps while stationary for on-demand high-quality video trans-
missions and accelerated downloads. Several factors will contribute to 4G’s succession, 
including the use of Orthogonal Frequency Division Multiplexing (OFDM) and Orthogonal 
Frequency Division Multiple Access (OFDMA) to more efficiently allocate resources between 
multiple users. Also, a network based solely on packet switching as opposed to the inef-
ficient combined circuit-switched and packet-switched network is an improvement over 3G. 
Software-defined radio (SDR) receivers with wider bandwidth capability may also be used. 
In addition, 4G could be orchestrated using pervasive networks (a.k.a. ubiquitous computing) 
as first introduced by Mark Weiser,11 which is a theoretical concept that allows multiple wire-
less technologies to be accessed simultaneously and information exchanged between them 
seamlessly while using 4G devices. To better manage the frequency spectrum allocation and 
transmission power utilized, pervasive networks will also use a smart-radio (a.k.a. cognitive 
radio) technology that decides the best frequency and power management.

Commercial wireless technologies include wireless cellular and wireless local area and 
personal area networks (WLAN, WPAN). WLAN systems typically operate in a range 
from 10–100 m while WPAN systems typically operate up to about 10 m. Cellular tech-
nologies have evolved from analog systems to today’s higher capacity digital systems with 
increased speeds and capabilities. The system protocols deployed in the initial move to 
digital cellular, often referred to as 2G, varied greatly in method but all supported the 
common function of delivering information between users. The wireless protocols oper-
ate in the ~850/900/1800/1900/2100 MHz frequency bands, with the specific bands 
varying depending on the country, mode of operation, and cellular carrier. As shown in 
Figures 2-4 and 2-5, many digital protocols are in use today, such as time division mul-
tiple access (TDMA), code division multiple access (CDMA), Global System for Mobile 
Communications (GSM), digital communication systems (DCS), personal communication 

FIGURE 2-5 Wireless protocols: their transmission rates (Mbps) and 
effective ranges (meters)

Wireless Protocols
Transmission 
Rate (Mbps)

Effective 
Range (m)

802.15.3a UWB (disbanded) 50–500 1–10
802.11n 10–100 1–100

802.11a/g 5–50 1–100
802.16 WiMax 5–10 100–10,000

802.15.3 5–10 1–10
802.15.3c.MMV 100–5000 1–10

802.11b WiFi 1–10 1–100
802.16e/20 1 100–10,000

UMTS/HSDPA/fxEVDO 0.5–1 50–10,000
802.15.1 Bluetooth 0.5–1 1–10

GPRS/EDGE 0.1–0.5 50–10,000
802.15.4 Zigbee ≤0.1 1–50

GSM/TDMA ≤0.1 50–10,000
Blackberry ≤0.1 50–50,000
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systems (PCS), and analog protocols that are still in use but in a diminishing capacity, for 
instance, Advanced Mobile Phone System (AMPS/NAMPS), Nordic Mobile Telephone 
(NMT), and Total Access Communication Systems (TACS). Worldwide today, GSM is 
the most widely used of these cellular protocols. Third-generation (3G) extensions of the 
digital protocols are emerging to increase bandwidth and data rates and include 3GSM, a 
3G GSM network; CDMA2000, a 3G CDMA-based network; and General Packet Radio 
Services (GPRS). Some 3G protocols have been implemented in Asia already and are 
expected to be implemented in the U.S. and Europe in 2006–2007.

The 802.16 WiMAX protocol is one of the up-and-coming premier high-speed wire-
less broadband solutions that may provide greater than 70 Mbps data rates to high-density 
medium-size areas (1000–5000 m) such as city buildings, small and rural communities, and 
suburban malls. WiMAX operates at S-band and C-band frequencies and was first imple-
mented into WiMAX indoor and outdoor modems in 2004 using orthogonal frequency 
division multiplexing. WiMAX will be further embedded into the wireless community’s 
portable devices, including 3G and 4G ultra mobile PCs, over the next two to three years 
providing high-speed broadband wireless capability. However, WiMAX will still rely on 
an overlying wireless protocol, such as GSM or CDMA, to distribute the system over large 
city- and region-wide areas, causing some debate over how WiMAX will coexist with 
future cellular technologies if it is as widely deployed as expected.

WLAN and WPAN protocols (802.11 family) are also included in Figures 2-4 and 2-5 
and are responsible for wireless data connections of various speeds and bandwidths to 
the internet for laptops, PDAs, and other wireless devices that operate in close proximity 
to one another. These include the 802.11 family operating at 2.4 GHz and 5 GHz. The 
802.11 data rates continue to increase as well, with 802.11b offering 11 Mbps, 802.11a/b 
offering 54 Mbps, and the emerging 802.11n that’s expected to offer data rates in excess 
of 100 Mbps, in part by utilizing multiple-input multiple-output (MIMO) communication 
techniques.

In addition, 802.15.4 ZigBee protocols, which allow devices to communicate low band-
width and low data rate information between each other and achieve extremely long battery 
life, are expected to enable systems such as wireless sensor networks (WSNs) that can be 
deployed and left in place without maintenance for extended periods of time.

Bluetooth, which is covered under IEEE 802.15.1, is today’s most widely deployed 
WPAN solution and is commonly used for wireless hands-free headsets for mobile phones. 
This area of wireless continues the trend toward higher speeds. There are some emerging 
technologies, however, that promise to move beyond the initial Bluetooth data rates of 
approximately 1 Mbps. Some of the potential solutions to offer very high speeds at short 
ranges include ultra wideband (UWB), dynamic frequency selection, cognitive radios, and 
higher-order modulation to achieve high throughputs in a limited spectrum with much 
higher spectral efficiency. Each of these potential solutions face technical challenges with 
some also confronting additional regulatory challenges. Dynamic frequency selection and 
cognitive radio, for example, may offer the shared use of large amounts of licensed spec-
trum, though it’s not clear if regulatory bodies like the FCC and their equivalent in other 
countries will allow unlicensed users access to parts of the licensed spectrum or what the 
reaction will be from licensed users. UWB appears to be facing some regulatory challenges 
as Japan and Europe seem to have become more concerned with potential interference from 
using the full 3–10 GHz spectrum allowed in the U.S. and may limit its use to a subset of 
what the FCC has allowed. These bodies may limit wide scale deployment of UWB hard-
ware to the resulting common worldwide spectrum, since a single solution for worldwide 
deployment is desirable for high-volume consumer electronics.

As reported by R. M. Emrick and J. L. Vokakis,12 there is an excellent opportunity to use 
millimeter wave frequencies to propagate signals over short ranges supporting very high data 
rates from greater than 100 Mbps to 1–5 Gbps using available V-band spectrum at 60 GHz, 
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where there is 3 GHz of available unlicensed worldwide spectrum. Historically, the use of 
such high frequencies has been limited to specialized applications because of the high cost 
of implementation. Recent and ongoing advances in a number of technologies indicate that 
low-cost solutions utilizing these frequencies should be possible.13 Some early work indicates 
that Si technology transceivers can support the 60 GHz frequency band of operation and are 
economical enough to manufacture in large quantities for a large consumer market.14,15 Next-
generation network interface cards (NIC) already support 1 Gbps transfer rates and USB2.0 
and IEEE 1394 standards are in place for high-speed wireless capability, making the need for 
60 GHz high-speed wireless hubs (or equivalent) more a question of when they will be needed 
rather than if they will be needed.

It is interesting to note that there is an overlap between the unlicensed bands worldwide 
in the V-band from 59–62 GHz, which will allow for 3 GHz of available bandwidth that 
can be readily used anywhere on the planet (see Figure 2-6). There is also a standard being 
developed in the form of IEEE 802.15.3c. Other spectrum purchases by supporting and 
competing 60 GHz technology companies are sure to occur outside this unlicensed band 
and will likely supplement the necessary bandwidth for a successful millimeter-wave high-
speed broadband protocol.

Solutions utilizing this millimeter-wave spectrum for very high-speed connectivity 
may be “stand alone,” or they may be integrated with other wireless technologies where 
at least some of the system can be reused. Measured performance of an early proof-of-
concept system is shown in Figure 2-7. In consumer electronics, typically acceptable 
bit error rates (BER) are around 10–6. Using this BER, Figure 2-7 shows demonstrated 
data rates of about 3.5 Gbps at ranges of 5 m and 1 Gbps up to a range of 50 m. This 
performance is for point-to-point line-of-sight with a single antenna at the transmitter and 
receiver. In order to achieve acceptable performance for non-line-of-sight use, MIMO 
and antenna gain are most likely needed.12

As previously stated, the deployment of high-speed solutions using millimeter-wave 
frequencies can be stand alone or exist as an alternative mode in a multimode system 
that includes 802.11. The European Union funded a program called Broadway, which 
looked at a hybrid dual-frequency broadband wireless LAN access system at 5 GHz and 
60 GHz to be implemented for urban hotspot coverage.16 This system is based on integrat-
ing HIPERLAN/2 OFDM technology at 5 GHz and an ad-hoc extension of it at 60 GHz 
called HIPERSPOT and would be an extension of the existing 5 GHz WLAN systems 
using new modes in the 59–65 GHz worldwide unlicensed frequency bands. Broadway 
could alternatively be used in combination with 802.11 solutions that exist and utilize the 
2.4 GHz band.

FIGURE 2-6 Available unlicensed global spectrum in the V-band
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2.4 EXAMPLES OF FUNDAMENTAL ANTENNA 
TYPES USED IN MILITARY AND COMMERCIAL 
APPLICATIONS

The selection of an antenna for a specific application is typically driven by a number of 
factors including antenna size, which is associated with the particular frequency being uti-
lized and the platform it will fit, the direction and distance over which the antenna needs to 
transmit its signal, and the antenna’s operational environment, which can introduce many 
variables that are best handled by certain antenna designs.

There are a number of fundamental antenna types that are typical options when deter-
mining the best antenna for a given application and frequency band. There are, of course, 
variations of these antenna types that may, at times, include hybrid approaches provid-
ing for optimized solutions. Many antennas, such as monopoles and dipoles, are resonant 
antennas that generally have dimensions close to half a wavelength. These antennas are 
often simple structures with relatively narrow bandwidth. Broadband antennas, such as log-
periodic antennas, typically have the largest dimension that is a half-wavelength at the low-
est frequency of operation. Antennas like this become resonant across the full frequency 
of operation for greatly improved bandwidth. Aperture antennas tend to be used for higher 
gain, are typically several wavelengths in one or more dimensions, and can be implemented 
using a feed and reflector or an array of wire or printed elements.

Dipole and monopole wire antennas are the most basic types of antenna because of their 
simple structure and omnidirectional radiation capability. The impedance characteristics asso-
ciated with these antennas have been investigated thoroughly, giving rise to general formulas 
for straightforward design. A monopole is an antenna that is mounted ideally on an infinite 
ground plane and can be characterized by a dipole antenna that is twice its size radiating in 
free space. A simple half-wave dipole is a center-fed driven antenna whose two conductors 
are opposite each other and perpendicular to the center feed. There are many different varia-
tions of these antennas including the cylindrical dipole, which has a length to diameter ratio 
of more than 15:1, biconical dipoles with conductors that flare out into cones, folded dipole 

FIGURE 2-7 Measured data rate vs. distance for an early proof of concept system,13 which shows the 
potential for very high data rates at distances traditionally within the WPAN ranges for point-to-point line-of-
sight (after R. Emrick et al13 © IEEE 2005)
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antennas that are formed by two cylindrical dipoles and driven by a pair of transmission 
lines, and sleeved dipoles and monopoles, which are doubly fed antennas with the current at a 
maximum at the center of the dipole or base of the monopole. Their omnidirectional radiation 
patterns are well suited for terrestrial LOS communications over vast distances.

Reflector antennas have high gain and are very directive making them well suited for 
earth-based stations communicating with satellites in orbit. Reflector designs can be pla-
nar, have a parabolic arc, or incorporate a design that uses neither of the aforementioned 
designs. Feed structures can be placed in front of the reflector or be fed from the back, 
depending on the reflector technology being implemented. Reflectors have superior gain 
and directivity but require large apertures that can be quite cumbersome to position, requir-
ing mechanical control and closed loop tracking, such as conical scanning when the ground 
station is mobile or there is satellite movement in a low earth orbit (LEO). The components 
needed with this technology take up a significant amount of space, creating the need for 
alternate solutions.

Phased array antennas utilize multiple radiator elements uniformly spaced in linear or 
two-dimensional configurations, often half a wavelength apart, and their amplitude and 
phases are controlled to form a radiated beam of any desired shape for propagation in 
free space. Phased arrays are normally planar, making them low profile and they produce 
high-gain beams that are electronically steered, making them a viable replacement for 
large reflector antennas. Phase shifters are most often the technology of choice to manipu-
late the phase between radiators. One of the biggest challenges in implementing a phased 
array is cost; each element of the array typically requires extensive and costly electronics. 
Historically, phased arrays have been used for less cost-sensitive applications, but future 
implementation using digital beam forming, retrodirection, and/or other alternative meth-
ods, may allow for more widespread use in more cost-sensitive applications.

Printed microstrip-type antennas are used in many different commercial applications, 
including cell phones, WLAN networking cards, personal digital assistants, and GPS 
receivers. These applications typically operate at ranges that are within 1–10,000 m of the 
transmission and reception points. These antennas have inherently low gain and, in most 
cases, require amplification to increase range, but the relative ease of fabrication and low 
profile make them attractive candidates for small commercial and military handheld com-
munication devices that have limited space for antenna apertures.

In the end, the selection of the ideal antenna for a given frequency band and applica-
tion comes down to balancing the fundamental parameters that typically include size, cost, 
weight, and reliability. Achieving the right balance among these parameters is often far 
from trivial.
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3.1 INTRODUCTION

Telecommunications services in which antennas occupy a prominent position have grown 
tremendously over the years. Antennas are ubiquitous devices in radio, TV, satellite, and 
mobile communications, and the economic and social impact of these services motivate 
engineers to improve antenna feasibility and performance. A single element antenna, due 
to its limited performance, is often not enough to meet technical needs for high gain, nar-
row and/or steerable beams, pattern nulls, and low sidelobes. An array of discrete elements 
can, however, cover most of these constraints. The antenna array is characterized by ele-
ment type, geometry, and the required excitations. Mutual coupling between the elements 
is important in the array design. The elements are chosen, if possible, to be identical and 
parallel. Uniformly spaced linear arrays are the most practical ones.

In this chapter the properties of the various antenna arrays and many synthesis methods 
will be discussed.

3.2 ANTENNA ARRAY FACTOR  
AND ANTENNA INDICES

The approximation of the far field coming from an antenna1 separates it into a function 
of the position r of the observation point and into a function-vector of its angles, q and 
j, of the spherical coordinate system. The far electric field of a typical antenna array 
element (see Figure 3-1) can be expressed as2,3

 E fn n( ) ( , )r j
e

r

j r

≅ −
−

ωµ π θ φ
β

4
 (3-1)

FIGURE 3-1 Geometry of a typical antenna array
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The angular-dependent vector fn (q,f) presents the directional characteristics of the nth 
element.

Because the antenna array shown in Figure 3-1 contains N elements, the total electric 
field is

 E En( ) ( )r r
n

N

=
=

∑
1

 (3-2)

As mentioned previously, the elements of the array are identical and, if possible, identically 
oriented. In this case, the current distribution of the elements is approximately the same. 
So, fn (q,f) is

 f fn( , ) ( , )θ φ θ φ= In  (3-3)

f (q,f) characterizes the pattern of the element, and In is the excitation of the nth element of 
the array. By taking into account Eq. 3-1 to Eq. 3-3, the total electric field is

 E( fr j
e

r
I e

j r

n
j r

n

N

n n) ( , ) cos= −
−

=
∑ωµ π θ φ

β
β ξ

4
1

 (3-4)

which is cos xn = sinq sinqn cos(f  − fn) + cosq cosqn, where (rn, qn, jn) are the coordinates 
of a convenient reference point of the nth element. The summation of Eq. 3-4 is the array 
factor AF (q, f):

 AF en
j r

n

N

n n( , ) cosθ φ β ξ=
=

∑ I
1

 (3-5)

AF (q, f) actually presents the pattern of N isotropic point sources from the original array. 
Equation 3-5 then becomes

 E f( ) ( , ) ( , )r j
e

r
AF

j r

= −
−

ωµ π θ φ θ φ
β

4
 (3-6)

Equation 3-6 states that, “An array of similar identically oriented elements has a pattern 
that can be expressed as the product of the element pattern and the array factor.” Since the 
element pattern is known, the main effort in antenna array design is the synthesis of the 
array factor.

One of the main characteristics of an antenna is its radiation pattern (see Figure 3-2). 
The pattern presents graphically the radiation properties that can be measured by moving 
a probe around the antenna when testing at a constant distance in the far field. If the probe 
moves in a plane, the pattern is known as the plane pattern. The plane pattern that contains 
the electric field vector is called the E-plane pattern. Correspondingly, the plane pattern 
that contains the magnetic field vector is the H-plane pattern.

FIGURE 3-2 Plane and 3D patterns of an antenna
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The radiation characteristics of an antenna array are measured in terms of the indices 
given in Chapter 1. These indices are the directivity D(q0,j0), the gain G(q0,j0), the signal-
to-noise ratio SNR, the radiation efficiency h, the quality factor Q, the half power (or 3 dB 
power) beamwidth HPBW, the first null beamwidth BWnull, the sidelobe level SLL, and the 
bandwidth of the antenna array.

3.3 LINEAR ARRAYS

A practical array that consists of a number of elements set up along a straight line is called a 
linear array (see Figure 3-3). The pattern of a linear array can be expressed in well-known 
polynomial forms.

The array factor AF(q, f) of the linear array shown in Figure 3-3 depends only on the 
angle q and is written as

 AF I en
j d

n

N

n( ) cosθ β θ=
=

−

∑
0

1

 (3-7)

If the elements are equally spaced in terms of distance d, then Eq. 3-7 yields to

 AF I e I zn
j nd

n

N

n
n

n

N

( ) cosθ β θ= =
=

−

=

−

∑ ∑
0

1

0

1

 (3-8)

 z e j d= β θcos
 (3-9)

For 0 ≤ q ≤ p, AF(q ) is a polynomial of z, which moves on a unit circle.3 The phase is 
bounded between –bd and +bd, and the bounded region is called the visible region.

Uniform Linear Arrays

Uniform linear arrays (ULA) consist of equally spaced elements with equal magnitude and 
progressive phases. In Eq. 3-7, In = (eia)n. Equation 3-7 is then transformed to1

 AF e
N

N
j N( )

sin( )
sin( )

( )ψ ψ
ψ

ψ= −1 2 2
2  (3-10)

 ψ β θ α= −d cos
 (3-11)

FIGURE 3-3 A linear array of N elements
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The basic characteristics of the ULA array factor can be summarized as follows:

1. Maximum values occur at y  = ±2kp, where k = 0,1,2,…

2. Nulls of the array are located at y  = ±2kp/N, where k = 1,2,3,… and k ≠ N,2N,3N,…

3. The 3 dB points of the array factor occur when

A A AF F F( ) ( ) log ( )ψ ψ ψ= ± ⇒ = ⇒ = −2
2

1
2 10 3

2 2
dB

which gives Ny/ 2 = ±1.391 rad.
4. Secondary maxima (minor lobes) occur when

        y  = (2k+1)p /N,     where k = 1,2,3,…
The first minor lobe is located at y  = ±3p /N with

AF
N

N

SLL( )
sin

ψ π= =1
3
2

For a phase shift a  = bdcosq0, the array beam can be steered in the direction q0. For an 
end-fire array, α β= ∓ d.  Apart from the ordinary end-fire array, there is also the Hansen-
Woodyard (HW) array, which is more directive.2 With HW arrays, the progressive phase 
shift a  is

 α β β π= +



 +



∓  ∓d

N
d

N
2 94.  (3-12)

For HW arrays,

 ψ π θ π θ
θ=

= =
=

for if maximum occurs at
for

0
0 iif maximum occurs at θ π={  (3-13)

 d
N N

= −



 −





λ
π

λ
4 1

2 94
4 1

1.
  (3-14)

Table 3-1 presents the sidelobe locations and levels for broadside ULAs with different 
numbers of elements. The directivity of broadside ULAs is presented in Table 3-2.

A linear array with maximum at q = q0 and half-power beamwidth qH must have

 θ
θ

0
1 2

2> 





−cos cos H  (3-15)

 N
d H

Hλ
θ

θ θ θ=
+

− −
0 4428

2 1
4

0
2

0

.
( cos )

| sin (cos cos ) |22

1
2








 (3-16)

In end-fire arrays where q0 = 0°, Eq. 3-16 is modified to

 N
d

Hλ θ=
−

0 4428

1 2

.

cos
 (Ordinary)                       (3-17)

 N
d

Hλ θ=
−

0 1398

1 2

.

cos
 (Hansen – Woodyard)     (3-18)
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Chebyshev Arrays

Uniformly spaced linear arrays with nonuniform excitation of the elements can use 
Chebyshev polynomials.3 These arrays produce the desired SLL and are called Chebyshev 
arrays.

A Chebyshev polynomial Tm(x) of mth order and an independent variable x is an orthogo-
nal polynomial. In region –1 ≤ x ≤ 1, it contains equal ripples with amplitudes between +1 
and −1. Tm(x) outside the region (−1, +1) rises exponentially. Tm(x) is actually expressed as

 T x

m x x

x
x

mm
m( )

cos( cos ) | |

| |
cosh( cos

=
≤







−1 1

hh | |) | |− >








1 1x x
 (3-19)

Sidelobe

First Second Third Fourth

 N
Position 

(y1)
Level 
(dB)

Position 
(y2)

Level 
(dB)

Position 
(y3)

Level 
(dB)

Position 
(y4)

Level 
(dB)

 4 ±131.81 −11.30

 5 ±104.48 −12.04 ±180.00 −13.98

 6 ±86.66 −12.43 ±149.12 −15.25

 7 ±74.08 −12.65 ±127.42 −15.98 ±180.00 −16.90

 8 ±64.71 −12.80 ±111.28 −16.43 ±157.14 −17.89

 9 ±57.45 −12.90 ±98.79 −16.73 ±139.48 −18.54 ±180.00 −19.08

10 ±51.66 −12.97 ±88.84 −16.95 ±125.41 −18.99 ±161.82 −19.89

… … … … … … … … …

N large ±540/N −13.46 ±900/N −17.90   ±1260/N −20.82 ±1620/N −23.01

TABLE 3-1 Sidelobe Positions and Levels for Broadside ULAs of Isotropic Elements

TABLE 3-2 Directivities for Broadside ULAs of Isotropic Elements

Spacing (l)

  N  0.125  0.250  0.375   0.500   0.625   0.750   0.875   1.000

  4 1.28 2.16 3.11  4.00  4.84  5.58  5.29  4.00

  5 1.45 2.70 3.83  5.00  6.12  6.97  7.68  5.00

  6 1.67 3.17 4.63  6.00  7.30  8.54  9.52  6.00

  7 1.93 3.64 5.34  7.00  8.61 10.10 11.22  7.00

  8 2.20 4.16 6.10  8.00  9.84 11.55 12.82  8.00

  9 2.48 4.68 6.86  9.00 11.07 12.99 14.42  9.00

10 2.74 5.17 7.59 10.00 12.41 14.43 16.10 10.00
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 ARRAYS OF DISCRETE ELEMENTS 3-7

For zero and first order as well as for the recursion relation, you have

 
( ) = ( )- ( )- -

T x T x x0 1

1 2

1
2
( ) , ( )= = 

T x xT x T xm m m



 (3-20)

These equations are used to create the Chebyshev polynomials of any order.

Dolph-Chebyshev Arrays Dolph4 has found that maximum directivity for a given SLL 
can be obtained using Chebyshev polynomials. Their equal ripples describe the sidelobes, 
and the exponential increase beyond |x| = 1 gives the main lobe. The excitation distribution 
is symmetrical in the centre of the array (see Figure 3-4).

The independent variable of the Chebyshev polynomial is

 x x= 0 2cos( )ψ  (3-21)

At x = x0, the Chebyshev polynomial takes its maximum value R:

 T x R x
m

Rm ( ) cosh cosh0 0
11= = 





−or  (3-22)

Nulls of Tm(x) are located at

 x
k

mk = ± −
cos

( )2 1
2

π
, ψ k

kx
x

= ± 





2
0

cos      where k = 1, 2, …, m (3-23)

By using the expression zk = e jyk , you can find Ik from the following polynomial 
expression5:

 AF C z z C I zn
n

m

k
k

k

m

( ) ( )θ = − =
= =

∏ ∑
1 0

 (3-24)

The order of the Chebyshev polynomial is equal to the total number of array elements 
minus one.

An example of two patterns (broadside and intermediate) of a 14-element array 
with SLL = –25 dB is given in Figure 3-5. The polynomial is T13(x). For R = 25 dB, it is  
R = 1025/20 = 17.7828 and x0 = 1.038.

FIGURE 3-4 The geometry of an even and an odd element linear array
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3-8 CHAPTER THREE 

In Chebyshev arrays, there is a maximum permissible interelement distance dmax to 
avoid grating lobes:

 d xmax cos ( / )
λ π= −

−
1

11
0  (3-25)

x0 is the distance where the maximum of the Chebyshev polynomial occurs.
The ratio of the Dolph array’s HPBW over a uniform array (HPBWu) of the same length 

gives the broadening factor f, which is found to be1

 f
HPBW
HPBW R

R
u

= = + − −( )
( ) . cosh (cosh )1 0 632

2 1 2 2π





2

 (3-26)

f is valid in the range of –60 dB ≤ SLL ≤ –20 dB and for scanning near broadside arrays.
Estimation of the directivity D with the help of the factor f is of the form:1

 D
R

R f
Nd

=
+ −

2

1 1

2

2( )
λ  (3-27)

For the general case, the HPBW is given approximately by

 HPBW
Nd

s≅ ° +10 3 4 52 0. . csc
λ θ  (3-28)

s is the absolute value of the SLL in dB, and q0 is the scan angle. Also, the directivity D is

 D
R

R
Nd

R d
=

+ ⋅ 





2

1
2

2

2

2 λ
π βln( )

sin
 (3-29)

FIGURE 3-5 Pattern of a 14 element Dolph-Chebyshev array with SLL = –25 dB  
and d/l = 0.5. (a) broadside array q0 = 0º, (b) intermediate array with maximum 
at q0 = 60º.
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General Chebyshev Arrays Dolph’s method is suitable for d ≥ λ/2, but it fails to give the 
optimum design for d < λ/2. To solve the problem Riblet6 devised a Chebyshev method by 
using odd numbers of elements. Moreover in J. N. Sahalos’ Orthogonal Methods for Array 
Synthesis, Theory and the ORAMA Computer Tool,3 a method is presented that covers 
Riblet’s method. In this method, the independent variable is expressed by

 x a d b= + +cos( cos )β θ α  (3-30)

The coefficients a, b, and a are found from three different angles, q1, q2 and q3, of 
the pattern that corresponds to three values of x, the x1, x2, and x3. The visible region is 
in min(x1,x2,x3) ≤ x ≤ max(x1,x2,x3).

 
x a d b
x a d b
x

1 1

2 2

3

= + +
= + +
=

cos( cos )
cos( cos )

β θ α
β θ α

aa d bcos( cos )β θ α3 + +






 (3-31)

From Eq. 3-31, you then have

 tan
sin sin

cos cos
α

λ
λ=

−
−

y y
y y

21 31

31 21

 (3-32)

 

y
d

y
d

21 2 1

31 3 1

2

2

= +

= +

=

β θ θ

β θ θ

λ

(cos cos )

(cos cos )

(xx x
d

x x

2 1 3 1

3 1

2− −





−

)sin (cos cos )

( )sin

β θ θ

βdd
2 2 1(cos cos )θ θ−





















 (3-33)

 a
x x

d d
=

−
+ − +

2 1

2 1cos( cos ) cos( cos )β θ α β θ α  (3-34)

 b x a d= − +1 1cos( cos )β θ α  (3-35)

Ik is found by using a polynomial expression as in Eq. 3-24.5 For (2m − 1) elements, Tm(x) 
is used. Nulls of Tm(x) are located at

 x
k

m
x b

ak k
k= ± − = ±

−





−( )
, cos

2 1
2

1π ψ =k 1 2, ,…  (3-36)

The pattern of an 11 element broadside array with SLL = –20 dB and d/l = 0.3 is shown 
in Figure 3-6. T5(x) is used and the present method offers a more directive pattern than the 
Dolph array. More examples of the design of General Chebyshev patterns can be found in 
J. N. Sahalos.3,7,8
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3-10 CHAPTER THREE 

Taylor Distributions

Continuous distributions are useful when creating patterns with low sidelobes.1 A discrete 
array coming from the appropriate sampling of a continuous distribution (line source) can 
give a similar pattern. Root matching is a suitable technique that offers satisfactory results. 
In root matching, the nulls of the patterns of the continuous distribution and the discrete 
array must be the same. If the patterns do not match with the desired accuracy, a perturba-
tion technique9 in the discrete-element array is applied.

For a continuous line source, the array factor is called a space factor (SF). If L is the 
length, I(z') and a are the amplitude distribution and phase progress along the line source, 
respectively, SF is expressed by

 SF I z e dz I z ej z

L

L
j( ) ( ) ( )( cos )θ β θ α ξ= ′ ′ = ′− ′

−

′∫
2

2
zz

L

L
j zdz I z e dz′ = ′ ′

−

′

−∞

∞

∫ ∫
2

2

( ) ξ  (3-37)

I(z') is zero outside of –L/2 ≤ z' ≤ L/2. From Eq. 3-37, by using the Fourier transform, you 
obtain

 I z SF e djz( ) ( )′ = − ′

−∞

∞

∫
1

2π θ ξξ  (3-38)

The desired SF(q) needs a distribution that exists in –∞ ≤ z' ≤ ∞. However, if L is large 
enough, Eq. 3-38 can be used for the current distribution up to (–L/2, L/2) within a certain 
error. Taylor gave a distribution, with an optimally low SLL for the first N sidelobes next to 
the main beam. Sidelobes, after the first N, gradually fall off in value. The SF of the Taylor 

FIGURE 3-6 Pattern of an 11 element Dolph and General Chebyshev array 
with SLL = –20 dB and d/l = 0.3
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distribution comes from the Dolph-Chebyshev array if the elements of the array become 
infinite.10 It is

 SF u
A u

A
( )

cosh ( )

cosh( )=
−



π

π

2 2

 (3-39)

 u
L

A R

= −

=







π λ θ θ

π

(cos cos )

cosh( )

0  (3-40)

In practice, Taylor’s distribution11 is given by a space factor whose roots are the zeros  
of SF(u). This distribution is called the Chebyshev error distribution. In addition, Taylor 
synthesized a pattern that has the first sidelobes at a certain level with the others decaying 
as the scan angle increases. Enough samples in the distribution may synthesize an array 
with its pattern having approximately similar characteristics.

Bayliss Distributions

Bayliss distributions12 create patterns with their null along the boresight and the sidelobes 
at a given level. Bayliss’ space factor is

 
SF u u u

u
unn

n

( ) cosh( )=
− 















=

−

∏
π

1

1

2

1

1

−−
+

















=

−

∏ u
nn

n

1
2

2

1

1  (3-41)

In this, ( )n −1  defines the number of inner nulls, and un is given as a function of two 
quantities A and xn.

 u

n
A n

n

n

n

n

=
+



 +







=

+

1
2 1 2 3 4

1
2

2

2 2

1 2ξ
, , ,





+
+







= −






A n
A n

n n
2 2

2 2

1 2

5 6 1, , ... ,







 (3-42)

Modified Taylor and Bayliss Patterns

Patterns based on the Taylor and Bayliss distributions can be modified to have their 
sidelobes at different levels. The space factors then take the more general form.5

(i) Taylor

 SF u C
u

u

u
u

u
n

nn n

n

L

R

( )
sin ( )=

−





−

=− −

−

∏
0

1

1

1

1

π




=− −

−

∏
n n

n

L

R

( )1

1  (3-43)
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 (3-44)

in which nR and nL denote the transition roots of the right and left side, respectively, and 
AR and AL are the corresponding SLL parameters.

(ii) Bayliss

 SF u C u u

u
u

u

n

nn n

n

L

R
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( )=

−





−

=− −

−

∏
0

1

1

1

1

π

++













=−

−

∏ 1
2

1

n n
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 (3-45)

To synthesize the distribution, you start from an initial space factor SF0(q ) with the SLLs 
on both sides being the average of the desired ones. In this case, the roots of Eq. 3-43 and 
Eq. 3-45, u0

n, are known, and you assume that

 u u un n n= +0 δ  (3-46)

with dun being a small perturbation of u0
n. For C = C0+dC, the new space factor SF(u) is 

then of the form

 SF u
SF u

C
C

u

u
u
u

n

n

n n

n

L

R( )
( )

( )0 0

0 2

0
1

1
1

− = +
( )
−=− −

δ −−

∑
1

δun
 (3-47)

If the peak positions are up
m, then

 SF u

SF u

C
C

u

u

u
u

m
p

m
p

m
p

n

m
p

n

n

( )
( ) − = +

( )
−=−0 0

0 2

0

1
1

δ
(( )n

n

n

L

R

u
−

−

∑
1

1

δ  (3-48)

With n nR L+ −1  being the number of lobes, this leads to a system of linear equations similar to 
the one in Eq. 3-48. The system is solved for dC/C0 and for the n nR L+ − 2 values dun (du0 = 0).  
The new values of un produce a pattern comparable to the desired one. If the desired and new 
patterns differ more than the minimum predefined amount, the process is repeated until the 
desired tolerance is achieved.
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For the Bayliss distribution you have

 SF u
SF u

C
C

u
u

u

u

u
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=− −

−

∑
( )

δ  (3-49)

This equation produces a system of n nR L+  unknowns, and the perturbation process 
is created in the same way as before. Sampling the distributions of the space factors, you 
obtain the corresponding arrays of discrete elements.

Figure 3-7 shows the patterns of two arrays taken by sampling two modified distribu-
tions with n = 6,  SLL = –20 dB, with the three innermost pairs of lobes at –40 dB.

3.4 PLANAR ARRAYS

Planar arrays are created from individual radiators positioned on a plane. They provide 
more variables and can give stricter constraints than linear ones. Also, they allow for three-
dimensional mainbeam scanning. Planar arrays with their elements along a rectangular grid 
create rectangular arrays. In essence, two perpendicular linear arrays create a rectangular 
one. The array factor of an MXN rectangular array is

 F I z zx
m

y
n

n

N

m

M

( , )θ φ =
=

−

=

−

∑∑ mn
0

1

0

1

 (3-50)

In this, Imn refers to the element excitations corresponding to the mth row and nth column. 
Also,
 z e z ex

j d
y

j d
x y= =β θ φ β θ φsin cos sin sinand  (3-51)

For an array with uniform excitation, the array factor is

 AF
M

M
N

N
x

x

y

y
( , )

sin( )
sin( )

sin( )
sin(θ φ =

Ψ
Ψ

Ψ
Ψ

2
2

2
2))

 (3-52)

FIGURE 3-7 Patterns of (a) N = 22 elements based on the modified Taylor distribution (left), and (b) of 
N = 23 elements based on the modified Bayliss distribution; d/l = 0.5, n = 6 , SLL = –20 dB with the three 
innermost lobes at –40 dB
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β θ φ α

β θ φ α

sin cos

sin sin
 (3-53)

If dx and/or dy is >l, grating lobes are created. They are produced when the in-phase addition 
of radiated fields happens in more than one direction. The main lobe and the grating lobes 
for planar arrays are located at

 
Ψ Ψx ym n m n= ± = ± =2 2 0 1 2π π, , , , ,...and

 (3-54)

ax and ay are independent to each other. From Eq. 3-53 and Eq. 3-54, the grating lobe 
direction (qmn,jmn) is

 tan
sin sin

sin cos
φ

θ φ λ
θ φ λmn =

±
±











0 0

0 0

n d

m d
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x

 (3-55)

 sin
sin sin

sinθ
θ φ λ

φmn
mn

=
±









0 0 n dy  (3-56)

The main lobe occurs for m = n = 0 where q00 = q0 and f00 = f0. A 3D pattern for 8×6 
elements with ax = ay = 0 and dx = dy = λ is given in Figure 3-8a. Due to large spacing, 
except for the maximum at q0 = 0 and q0 = p, grating lobes are created at q  = p/2 and f = 0, 
p/2, p, 3p /2.

Rectangular arrays can be designed by also using nonuniform linear arrays. In Figure 3-8b 
the pattern of two Dolph-Chebyshev arrays with SLL = –20 dB for 8×6 elements with dx = 
dy = l/2 is presented.

Circular Arrays

A planar array with the elements positioned in a circular ring creates a circular array. Figure 3-9  
presents N isotropic elements spaced on a circular ring with radius R.

The array factor is

 AF I en
j R n n( , ) sin cos( ) sin cos( )θ φ β θ φ φ θ φ φ= − − −0 0 

=
∑
n

N

1

 (3-57)

In is the amplitude of the excitation and (q0,j0) is the direction where maximum occurs.
A short dipole positioned at the bisector of a corner reflector with angle wN = p/N 

produces 2N – 1 images that create a circular array. The radiation pattern of this array can 
be derived from the contribution of the element and its images. The real pattern is in front 
of the corner.

M circular arrays in concentric rings have an array factor of

 AF I e j R

n

N
m( , ) sin cos( )θ φ β θ φ φ α= − + 

=
∑ mn

mn mn

1mm

M

=
∑

1

 (3-58)

Imne
jamn presents the excitation of the nth element of the mth ring.

A usual concentric ring can come from a corner reflector with a linear array positioned 
in front of it.
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FIGURE 3-9 Geometry of a circular array with radius R and N 
isotropic sources

FIGURE 3-8 Three-dimensional patterns for an 8×6 rectangular array with ax = ay = 0: (a) Uniform arrays 
with dx = dy = l; (b) Dolph-Chebyshev arrays with SLL = –20 dB and dx = dy = l/2

(a) (b)
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3.5 THREE DIMENSIONAL  
AND CONFORMAL ARRAYS

A 3D array (see Figure 3-1) with N elements has an array factor of the form

 AF I en
j rn n n n( , ) sin sin cos( ) cos coθ φ α β θ θ φ φ θ= + − + ssθn

n

N
 { }

=
∑

1

 (3-59)

Ine
jan is the complex excitation, and (rn, qn, jn) are the spherical coordinates of the nth ele-

ment. A cylindrical array is a special kind of 3D array. Circular arrays of the same radius 
with their centers on the same axis create a cylindrical array. A linear array in front of a 
corner reflector of angle wN = p/N with its axis parallel to the edge positioned at its bisector 
is a virtual cylindrical array. Such an array is an extremely useful 3D array with applications 
in radio and mobile communications.

Conformity requirements of arrays to a shaped surface create conformal arrays. 
Conformal arrays are used in mobile platforms and in stationary shaped surfaces for speci-
fied angles of coverage.

The pattern of a conformal array is given by Eq. 3-1 and Eq. 3-2 because the element 
pattern and the array factor are inseparable. Surface illumination, polarization, and the 
pattern of each element have to be taken into account separately. Cylindrical, conical, and 
parabolic conformal arrays are usual and suitable for missiles and aircrafts. An example 
of a cylindrical array of microstrip patches and its pattern that has SLL < –30 dB and maxi-
mum at q0 = p/2 and j0 = 0 are presented in Figure 3-10.

3.6 ARRAY SYNTHESIS TECHNIQUES

Synthesis of an array aims at the approximation of a desired radiation pattern with a given 
accuracy. Several analytical techniques of narrow-beam and low SLL patterns have been 
presented previously. Moreover, the mean square error, the orthogonal method, the matrix 

FIGURE 3-10 (a) A cylindrical conformal array with rectangular patches in interelement distance 1.16l; 
(b) The pattern for N = 24 elements and SLL < –30 dB
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method, the simplex, the gradient method, the simulated annealing, and the Genetic algo-
rithms are used for the pattern synthesis.

Orthogonal Methods

The orthogonal methods transform the basis of the array factor to an orthogonal basis. The 
new basis can easily handle the synthesis problem by deriving the excitation of the array. 
If the geometry of an array has to be found, the orthogonal perturbation method is applied. 
In this case, the position of the array elements, in an orthogonal manner, is perturbed, and 
the final geometry is derived by iteration procedure.

The Woodward-Lawson (WL) method is a simple orthogonal technique where an 
orthogonal set of beams is used.1 Also, Fourier transform is a method based on the orthogo-
nal components of the array factor.

Woodward-Lawson Method

The Woodward-Lawson (WL) method for discrete arrays can be implemented by superim-
posing groups of beams of uniform linear arrays. A uniform linear array with N elements 
of equal distance d/l creates a beam pattern of the form

 f b
N

Nm m
m

m
( )

sin( )
sin( )θ

ψ
ψ=

2
2

 (3-60)

 ψ β θ θm md= −(cos cos )  (3-61)

The superposition of 2M + 1 terms of the form in Eq. 3-60 gives an array factor that is

 AF b
N

Nm
m

mm M

M

( )
sin( )

sin( )θ
ψ
ψ=

=−
∑ 2

2
 (3-62)

Sampling AF(q ) at the angles

 θ λ
m m

Nd
= 





−cos 1  (3-63)

we have

 b AFm m= ( )θ  (3-64)

The excitation coefficients of a linear array with an array factor of the form of  
Eq. 3-62 are

 In m
j d

m M

M

N
AF e n m= −

=−
∑1

( ) cosθ β θ  (3-65)

If, instead of a linear array, you have a line source, you can superimpose groups of 
beams of uniform line sources. In this case, you create a space factor with similar charac-
teristics to the array factor.

A discrete element array can be designed from the line source by sampling the previous 
distribution. An example for a cosecant-squared power pattern by sampling the appropriate 
line source will be given next. Figure 3-11 presents the pattern by a line source with L = 
10l and the same pattern of a discrete linear array with 20 elements. The excitation of the 
array is coming from the uniform sampling of the line source.
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Fourier and Orthogonal Method

A nonuniformly spaced linear array (see Figure 3-3) gives an array factor of the form

 AF u I ed n
jx u

n

N

n( ) =
=

∑
1

 (3-66)

 u x
d

n
n= = 




π θ λcos ,
2

 (3-67)

In general, the expansion functions ejxnu are not orthogonal because the inner product 
Kin ≠ 0:

 K e du
x x

x x
j x x i n

i n

i n
u

in = =
−

− ≠−

−
∫ ( ) sin( )

( )
π

π π
π 0  (3-68)

AFd(u) can be expressed in an orthogonal basis {Ψn(u)} by the Gram-Schmidt procedure,3 
which is

 Ψn i
n jx u

i

n

u c e i( ) ( )=
=
∑

1

 (3-69)

 AF u B ud n n
n

N

( ) = ( )
=

∑ Ψ
1

 (3-70)

From Eq. 3-70, you then have

 B AF u u dun d n= ⋅
−
∫ ( ) ( )*Ψ
π

π

 (3-71)

Ψ*n(u) is the conjugate of Ψn(u). Combining Eq. 3-66 to Eq. 3-70, you find that

 I c Bn n
i

i
i n

N

=
=
∑ ( )  (3-72)

FIGURE 3-11 Cosecant-squared power pattern of a line source 
with L = 10l and of a discrete linear array with 20 elements. The 
array is coming from the uniform sampling of the line source.
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Equation 3-72 shows that the excitation of the elements can be derived by using the 
orthogonal method. If the elements of the array are uniformly spaced with Kin = 0, then the 
previous method is reduced to the Fourier. Several applications that explain the orthogonal 
procedure can be found in the literature.3

An example of a 13-element array with 0.87l spacing and a constant beam between 87° 
and 93° is given here. Figure 3-12 presents this pattern. The orthogonal method can be used 
for 2D and 3D arrays with a similar formulation. Also, with modification, it can take into 
account the coupling between the elements.

Orthogonal Perturbation Method

The orthogonal perturbation method combines an iterative technique with the orthogonal 
method. A nonuniformly spaced linear array has an array factor of the form

 AF I e Ii
j d

i i
i

N

i

N

i
0

11

( ) ( )cosθ θβ θ= =
==
∑∑ Φ  (3-73)

A perturbation of the position di of each element such that b (ddi) << 1 transforms the 
array factor to

 AF j d I ei i
j d

i

N

i
1

1

1( ) ( )cos cosθ β δ θ β θ≅ + 
=
∑  (3-74)

From Eq. 3-73 and Eq. 3-74 you can derive

 F
AF AF

Ai i
i

N

( )
( ) ( )

cos ( )θ
θ θ

θ θ=
−

=
=
∑1 0

1

Φ  (3-75)

 A j d Ii i i= β δ( )  (3-76)

FIGURE 3-12 Beam from 87° to 93° by the orthogonal method of an 
array with N=13 and d/l= 0.87l
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F(q ) is similar to AF0(q ), and the orthogonal method to establish an orthogonal basis 
{Ψi (q )} can be applied for both of the previous equations. For the new basis, you have

 AF B F Bi i i i
i

N

i

N

0
0

11

( ) ( ), ( ) ( )θ θ θ θ= =
==
∑∑ Ψ Ψ  (3-77)

 B AF B Fi i i i
0

0= =( ), ( ) , ( ), ( )θ θ θ θΨ Ψ  (3-78)

Ii and Ai are finally found.

 I B ci j i
j

j

N

=
=

∑ 0

1

( ) , A B c j d Ii j i
j

i
j

N

i= =
=

∑ ( ) ( )β δ
1

 (3-79)

A significant change of the initial pattern AF0(q) can be obtained by using the procedure 
iteratively. The final positions of the array elements are found in the last iteration, where 
the desired approximation of the pattern is obtained. A Chebyshev pattern T12(x) with  
SLL = –25 dB and HPBW = 9.2° for a 13-element array and the amplitudes are shown in 
Figure 3-13 and in Table 3-3.

Synthesis as an Optimization Procedure

Synthesis of an antenna array can be characterized as a nonlinear optimization procedure. 
With this procedure, one or more convenient real functions that take their optimum values 
are constructed. These functions fit several antenna characteristics. Such characteristics 
are the radiation pattern, the impedance, an index, the antenna coupling, the excitation, the 
geometry, the size, the loadings, and the current of the antenna elements.

Optimization methods make use of the values of the optimization function or look at the 
gradient of this function. Optimization functions, in some cases, are not explicit functions, 
but they are computed numerically.

Except for the previous procedures, there are methods based on random searches. These 
methods make use of a random number generator that helps to determine successive points. 
Moreover, the simulated annealing and the Genetic algorithms are global optimizers that 
have found applications in antenna synthesis.

FIGURE 3-13 A T12(x) pattern with SLL = –25 dB and HPBW = 9.2° 
taken from an array with 13 elements
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Optimization of an Index In synthesis problems, the general purpose for a given array 
geometry is to derive the excitations without or under certain constraints. Most of the 
procedures that are commonly used suppose the existence of passive feed networks. These 
networks consist of suitable power combiners that concentrate all the element ports into 
one port. Modern arrays in corporate feed networks make use of digital beamforming. The 
pattern information is first digitized for each element and is then added together in a digital 
processor. The whole system, known as a digital corporate feed, produces the same pat-
tern with the classical corporate structure. The element excitation at the feeder output can 
be found by pattern optimization. Casting certain array indices into an expression that is 
the ratio of Hermitian quadratic forms creates the procedure. An antenna index, I, such as 
directivity, gain, and so on, can be written as

 I = [ ] [ ][ ]
[ ] [ ][ ]

∗

∗




u A u

u M u
 (3-80)

u u N[ ] =  
∗ ∗

1 2 ...u u is the conjugate transpose of [u]. With [u], you can represent the cur-
rent or the voltage excitation vector of the array:
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M m

ij

ij

[ ] =  
[ ] =  







α
 (3-81)

[A] and [M] are Hermitian N×N square matrices and [M] is a positive definite matrix. An 
optimization case is created by maximizing the index I subject to constrain another index 
I1, which equals a specified value.

 I1
2

3

=
[ ]  [ ]
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
u M u
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γ  (3-82)

Using the Lagrange multiplier and by setting the quantity L,
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u A u

u M u

u M u
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γ  (3-83)

stationary with respect to [u] and l you have

 u q K B[ ] = [ ]  
− ∗1   (3-84)

q is a constant, and matrix [K] is

 K M p M M[ ] = [ ]+   −  { }γ 3 2
 (3-85)

Element 
Number

1/13 2/12 3/11 4/10 5/9 6/8 7

Amplitude 1.000 1.000 1.000 2.038 2.038 2.038 2.038

Position (k) ±3.006 ±2.436 ±2.065 ±1.525 ±0.952 ±0.467 0.000

TABLE 3-3 Amplitudes and Positions of the Elements of the Array with the Pattern in Figure 3-13
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The parameter p is found from the constraint equation (Eq. 3-84). You can find more 
details in the literature.13 If the parameter p is zero, optimization of I is without constraints.

Optimization by Simplex, Gradient, Simulated Annealing Methods, and Genetic 
Algorithms (GAs) The simplex method calculates the values of the optimization func-
tion at the vertices of a simplex. The term simplex means a body in multidimensional space. 
Based on the values of the optimization function, a smaller simplex is chosen within which 
an optimum should be created. The optimum depends on the initial simplex.14

The gradient or steepest-descent methods choose a starting point in the direction where 
the optimization function decreases most rapidly. By adopting a new point in that direction 
at a desired distance and then repeating the process, you achieve a minimum of the optimi-
zation function. Note, however, that the minimum is not always the global function. From 
an antenna engineering point-of-view, a suite solution is, in many cases, enough.

Simulated annealing combines local search with Monte Carlo techniques in analogy to 
the cooling processes in thermodynamics.15 Annealing refers to a process used to reveal 
the low temperature state of some material. The time spent at each temperature must be of 
sufficient length to allow thermal equilibrium to be realized. Simulated annealing means 
to simulate the annealing process using a Monte Carlo method where the global minimum 
of the objective function represents the low energy configuration.

In the simulated annealing process, parallelization techniques with the use of multi-
ple CPUs are useful. Simulated annealing methods have been used in antenna design.16 

The idea is to randomly change the array configuration (element position, amplitude, and 
phase). All or some of the antenna parameters are perturbed during the annealing process. 
The objective function can be the approximation of a desired pattern with another criterion 
in the sidelobe level and the antenna impedance in one or more frequencies.

Genetic algorithms are global optimizers in contrast to the local optimizer methods such 
as simplex and conjugate gradient methods. Genetic algorithms (GAs) can encode and 
improve complex structures using simple transformations. They are suitable for constrained 
optimization problems and are based on Darwin’s principle17: survival of the fittest. The 
function to be optimized represents fitness.

The main concepts in GAs are selection, crossover, and mutation. Selection is the process of 
selecting the individuals to be mated. Selection can follow both probabilistic and deterministic 
rules based on the fitness of each individual. Crossover occurs with a probability Pc (usually 
0.6–0.9) and involves the combination of the genetic information of the two parents. The 
crossover operator creates two new individuals with genetic characteristics from both parents. 
There is a probability of mutation for each new individual Pm (usually between 0.01–0.05). 
Mutation is a way of expanding the solution space to new unexplored domains.

GAs, in many cases due to algorithm-inherited complexity, require long computational 
times. To increase efficiency, an evolutionary algorithm based on the bird fly has been used 
recently. This algorithm is called Particle Swarm Optimization (PSO).18 PSO is easy to 
implement and is used for single- and multi-objective optimization.

3.7 SMART ANTENNAS

Smart antennas are antenna arrays that are combined with signal processing in space and 
real time. They can be used in cellular and satellite mobile communications. Smart anten-
nas increase spectrum efficiency and channel capacity. By multiplying beamsteering and 
electronically compensating distortion, they can extend the range of coverage. Smart anten-
nas can provide a certain channel in a certain direction. They can also reduce propagation 
problems (multipath fading, co-channel interference, delay spread) and improve communi-
cation indices (bit error rate (BER) and outage probability, for example).
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Smart antennas are characterized as adaptive arrays, intelligent antennas, spatial pro-
cessing, digital beamforming antennas, among others.19 Two types of smart systems are 
available: switchedbeam and the adaptive system. The switched-beam antenna divides 
the communication area into micro-sectors. Each micro-sector contains a predetermined 
fixed-beam pattern. The adaptive systems dynamically alter the patterns to optimize com-
munications performance. Adaptive array theory is based on optimization methods and on 
real-time response in a transient environment.

There are many special issues, books and specialized research papers in the area of 
smart antennas.

Smart antennas can be analyzed for different network topologies and mobility scenar-
ios. Their geometries are realized with the appropriate feed networks and the algorithms 
for fast beamforming and direction of arrival. The cost of smart antennas continues to be 
the most critical issue.

3.8 ELEMENT PATTERN AND  
MUTUAL COUPLING

In the analysis and synthesis of antenna arrays, it was assumed that the characteristics of 
the elements were proportional to their excitations and that they were the same for similar 
elements and unchanged as the array was scanned. Actually, all of the currents and fields 
differ in magnitude, phase, and distribution from element to element. This happens because 
mutual coupling is involved in the behavior of the elements. In the literature, you will find 
several examples of a different pattern of an isolated element and the one in an array.3,7 
An antenna array that shows more visually the importance of mutual coupling is the Yagi-
Uda. In the Yagi-Uda array, due to the coupling, one of the elements (feeder) is enough to 
excite the parasitic ones (reflector, directors). Yagi-Uda produces easily directive patterns.  
Figure 3-14 presents the pattern of a four-element Yagi-Uda array.

In antenna array synthesis, the required distributions of the elements have to be derived. 
Different methods depend on the problem, such as the boundary value; the transmission line 
and the Poynting vector method are discussed in the literature. In the late 1960s, the integral 

FIGURE 3-14 H-pattern of a four-dipole Yagi-Uda array. The 
distance between the elements is d/l = 0.30, and the lengths are as 
follows: reflector = 0.50l, feeder = 0.465l, directors = 0.45l, and 
dipole radius = 0.001l.
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equations with suitable numerical techniques, as the Method of Moments (MoM)20 were 
given. The MoM reduces the integral equations to a system of simultaneous linear algebraic 
equations in terms of the unknown current or aperture distribution. There are computer codes, 
such as NEC and MININEC, used for evaluating the radiation characteristics of antennas.

Obviously, an antenna array needs the appropriate feed network to operate. There are 
several feeds, but the most usual are the series and the shunt feeds. In feed networks, imped-
ance matching and the isolation between the outputs are critical functions. In the literature, 
you can find extended analysis of feed systems.1,7
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4.1 INTRODUCTION

Since the publication of the first edition of this handbook several sections in the original 
chapter on linear antennas have become outdated and have been deleted in this edition. The 
availability of computer programs1 for finding the impedance and other characteristics of 
antennas, particularly linear antennas, makes parametric tabulation of limited use. Only 
some essential formulas and design data are therefore included in this chapter.

For the entire subject of linear antennas, the book by R. W. P. King2 remains authorita-
tive. Another book3 by the same author on the tables of antenna characteristics contains the 
most comprehensive data on the characteristics of cylindrical antennas. Calculations on 
circular-loop antennas and some simple arrays are also found there.

A section on the effective height of antennas is included in this chapter. The use of this 
parameter in describing the transmitting and receiving characteristics of linear antennas and 
other simple structures is discussed in detail. In addition, material on the general formula-
tion of receiving antennas is included so that engineers can apply the formulation for design 
purposes or for estimation of the coupling effect between elements made up of both linear 
and other types of antennas.

Antennas in lossy media are of great current interest. Unfortunately, the subject cannot 
be covered in this chapter because of limited space. The book by King and Smith4 on anten-
nas in matter can be consulted for this subject, particularly for linear antennas embedded 
in a lossy medium.

4.2 CYLINDRICAL DIPOLES

Impedance as a Function of Length and Diameter

The impedance characteristics of cylindrical antennas have been investigated by many writers. 
Theoretical work has mainly been confined to relatively thin antennas (length-to-diameter 
ratio greater than 15), and the effect of the junction connecting the antenna proper and the 
transmission line is usually not considered. Among various theories, the induced-emf method5 
of computing the impedance of a cylindrical antenna based upon a sinusoidal distribution is 
still found to be very useful. The formula derived from this method is extremely simple. It 
is, however, valid only when the half length of a center-driven antenna is not much longer 
than a quarter wavelength. In practice, this is the most useful range. To eliminate unnecessary 
computations, the formula has been reduced to the following form:6

 
Z R k j

a
k X ki = − −









 −










( ) ln cot ( )


 120 1

  
(4-1)

where

 Zi = input impedance, Ω, of a center-driven cylindrical antenna of total length 2 and 
of radius a
k = 2p(/l) = electrical length, corresponding to , measured in radians

The functions R(k) and X(k) are tabulated in Table 4-1 and plotted in Figure 4-1 for 
the range k ≤ p/2. For calculation purposes, these two functions can be approximated to 
within 0.5 Ω by the following simple third-order polynomials:
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When the length of the antenna is short compared with a wavelength but still large 
compared with its radius, the same formula reduces to

 
( ) ( ) ( ) lnZ k j k

ai short = − −





−20 120 12 1 


 
(4-2)

For antennas of half length greater than a quarter wavelength, a number of refined theo-
ries provide formulas for the computation of the impedance function. None of them, how-
ever, is simple enough to be included here. As far as numerical computation is concerned, 
Schelkunoff’s method7 is relatively simpler than Hallén’s.2 It should be emphasized that all 
these theories are formulated by using an idealized model in which the terminal condition 
is not considered.

TABLE 4-1 Functions R(k) and X(k) Contained in the Formula of the Input Impedance of a 
Center-Driven Cylindrical Antenna

k R(k) X(k) k R(k) X(k)

0 0 0 0.9 18.16 15.01

0.1 0.1506 1.010 1.0 23.07 17.59

0.2 0.7980 2.302 1.1 28.83 20.54

0.3 1.821 3.818 1.2 35.60 23.93

0.4 3.264 5.584 1.3 43.55 27.88

0.5 5.171 7.141 1.4 52.92 32.20

0.6 7.563 8.829 1.5 64.01 38.00

0.7 10.48 10.68 π/2 73.12 42.46

0.8 13.99 12.73

FIGURE 4-1 The functions R(kl) and X(kl)
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In practice, the antenna is always fed by a transmission line. The complete system may 
have the appearances shown in Figure 4-2. The effective terminal impedance of the line 
(often referred to as the antenna impedance) then depends not only upon the length and the 
diameter of the antenna but also upon the terminal condition. In cases a and b, the imped-
ance would also be a function of the size of the ground plane. For a given terminal condition 
the variation of the impedance of a cylindrical antenna as a function of the length and the 
diameter of the antenna is best shown in the experimental work of Brown and Woodward.8

The data cover a wide range of values of the length-to-diameter ratio. Two useful sets of 
curves are reproduced in Figures 4-3 and 4-4. The impedance refers to a cylindrical antenna 

FIGURE 4-2 Driving an antenna by 
transmission lines

FIGURE 4-3 Antenna resistance versus antenna length A 
when a constant ratio of length to diameter A/D is maintained. 
The length and diameter are held constant while the frequency 
is changed.
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 DIPOLES AND MONOPOLES 4-7

driven by a coaxial line through a large circular ground plane placed on the surface of the 
earth. The arrangement is similar to the one sketched in Figure 4-2a. The length and diam-
eter of the antenna are measured in degrees; i.e., a length of one wavelength is equivalent to 
360°. If the effects due to the terminal condition and finite-size ground plane are neglected, 
the impedance would correspond to one-half of the impedance of a center-driven antenna 
(Figure 4-2c). In using these data for design purposes, you must take into consideration the 
actual terminal condition as compared with the condition specified by these two authors. In 
particular, the maximum value of the resistance and the resonant length of the antenna may 
change considerably if the base capacitance is excessive.

Effect of Terminal Conditions

Many authors have attempted to determine the equivalent-circuit elements corresponding 
to different terminal conditions. Schelkunoff and Friis9 have introduced the concepts of 
base capacitance and near-base capacitance to explain the shift of the impedance curve 
as the terminal condition is changed. Similar interpretations have been given by King10 
for a cylindrical antenna driven by a two-wire line or by a coaxial line and by Whinnery11 
for a biconical antenna driven by coaxial line. The importance of the terminal condition 
in affecting the input impedance of the antenna is shown in Figures 4-5 and 4-6. They are 
again reproduced from Brown and Woodward’s paper. Because of the large variation of 
the effective terminal impedance of the line with changes in the geometry of the termi-
nal junction, you must be cautious when using the theoretical results based upon isolated 
antennas. For junctions possessing simple geometry, the static method of Schelkunoff and 
Friis, King, and Whinnery can be applied to estimate the shunt capacitance of the junction. 

FIGURE 4-4 Reactance curves corresponding to the 
resistance curves of Figure 4-3
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4-8 CHAPTER FOUR 

The latter then can be combined with the impedance of the antenna proper to evaluate the 
resultant impedance. For intricate junctions, accurate information can be obtained only by 
direct measurement.

Equivalent Radius of Noncircular Cross Sections

As far as the impedance characteristics and radiation pattern are concerned, a thin cylin-
drical antenna with a noncircular cross section behaves like a circular cylindrical antenna 

FIGURE 4-5 Resistance as a function of antenna length A. The 
diameter D is 20.6°. Curve A: The arrangement shown in Figure 4-2b. 
Curve B: The arrangement of Figure 4-2a with the diameter of the outer 
conductor equal to 74°. The characteristic impedance of the transmis-
sion line is 77.0 Ω. Curve C: The outer-conductor diameter is 49.5°, 
and the transmission line has a characteristic impedance of 52.5 Ω. 
Curve D: The diameter of the outer conductor is 33°. The characteristic 
impedance is 28.3 Ω. Curve E: This curve was obtained by tuning out 
the base reactance with an inductive reactance of 65.0 Ω.

FIGURE 4-6 Reactance curves corresponding to the resistance curves of 
Figure 4-5
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 DIPOLES AND MONOPOLES 4-9

with an equivalent radius. In stating this characteristic, the terminal effect is, of course, not 
considered. The equivalent radius of many simply shaped cross sections can be found by 
the method of conformal mapping.12 For an elliptical cross section, the following simple 
relation exists:

a a beq = +1
2 ( )

 
(4-3)

where

a = major half-axis of ellipse
b = minor half-axis of ellipse

For a rectangular cross section, the result is plotted in Figure 4-7. In the case of a strip, 
Eq. 4-3 and Figure 4-7 give the identical result of an equivalent radius equal to half the strip 
width. When the cross section has the form of a regular polygon, the result is tabulated in 
Table 4-2. The equivalent radius of two parallel cylinders of radius r1 and r2 separated by 
a distance d between the centers is given by13

ln
( )

ln ln ln( )ρ
ρ ρ

ρ ρ ρ ρ ρ ρe d=
+

+ +1
2

1 2
2 1

2
1 2

2
2 1 2 (4-4)

Formulas for the equivalent radius of three cylinders and an angle strip are found in 
Yagi-Uda Antenna by S. Uda and Y. Mushiake.13

FIGURE 4-7 Equivalent radius aeq of a rectangle as a function of 
the ratio of thickness t to width s

TABLE 4-2 Equivalent Radius of a Regular Polygon

n 3 4 5 6

aeq/a 0.4214 0.5903 0.7563 0.9200

n = number of sides
a = radius of the outscribed circle

Patterns as a Function of Length and Diameter

In this subsection the radiation pattern of only center-driven cylindrical antennas is dis-
cussed. For base-driven antennas, the patterns depend very much upon the size of the 
ground plane. The subject will be discussed in Section 4.8.
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4-10 CHAPTER FOUR 

The radiation pattern of a center-driven cylindrical antenna in general depends upon its 
length and thickness. The terminal condition that plays an important role in determining its 
impedance has a negligible effect on the pattern. For thin antennas, the calculated pattern 
obtained by assuming a sinusoidal current distribution is a good approximation of the actual 
pattern. Thus, with an assumed current distribution of the form

 
I z I k z z( ) sin ( | |)= − + ≥ ≥ −0   

 
(4-5)

the radiation field, expressed in a spherical coordinate system, is given by

 

E
j I e

R
k kjkR

θ

η
π

θ
θ=

−





0

2
cos ( cos ) cos

sin
 

 

(4-6)

where

h = (m/e)1/2 = 120p Ω
q = polar angle measured from axis of dipole, or z axis

The field pattern is obtained by evaluating the magnitude of the term contained in the 
brackets of Eq. 4-6. Some of the common patterns are shown in Figure 4-8. Comparing 
those patterns with the actual patterns of a thin cylindrical antenna obtained by measure-
ment, reveals that the theoretical patterns based upon a sinusoidal current distribution do 
not produce the following characteristics found in actual measurements:

● The nulls between the lobes, except the natural null in the direction of the axis, are actu-
ally not zero.

● The phase of the field varies continuously from lobe to lobe instead of having a sudden 
jump of 180° between the adjacent lobes.

● The actual patterns vary slightly as a function of the radius of the antenna instead of being 
independent of the thickness.

Depending upon the particular applications, some of the fine details may require special 
attention. In most cases, the idealized patterns based upon a sinusoidal current distribution 
give us sufficient information for design purposes.

FIGURE 4-8 Radiation patterns of center-driven dipoles if sinusoidal 
current distribution is assumed
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When the half length  of the antenna is less than about one-tenth wavelength, Eq. 4-6 
is well approximated by

E
j I k e

R

jkR

θ

η
π

θ= 0
2

4

( )
sin



 

(4-7)

The figure-eight pattern resulting from the plot of the sine function is a characteristic 
not only of short cylindrical antennas but also of all small dipole-type antennas. Equations 
4-6 and 4-7 are also commonly used to evaluate the directivity of linear antennas. The 
directivity is defined as

D = maximum radiation intensity
average radiatiion intensity

 

(4-8)

For a short dipole, D is equal to 1.5. The directivity of a half-wave dipole ( = l/4) is 
equal to 1.64. The half-wave dipole is often used as a reference antenna to describe the gain 
of more directive antennas, particularly arrays made of dipoles.

4.3 BICONICAL DIPOLES

Impedance as a Function of Length and Cone Angle

When the angles of a symmetrical biconical antenna 
(Figure 4-9) are small, the input impedance of the 
antenna can be calculated using Schelkunoff’s for-
mula.14 Some sample curves are shown in Figure 4-10. 
While the biconical antenna is an excellent theoretical 
model for studying the essential property of a dipole-type antenna, small-angle biconical 
antennas are seldom used in practice. Wide-angle biconical antennas or their derived types 
such as discones, however, are frequently used as broadband antennas. The broadband imped-
ance characteristics occur when the angle of the cones, q0 of Figure 4-9, lies between 30 
and 60°.

The exact value of q0 is not critical. Usually it is chosen so that the characteris-
tic impedance of the biconical dipole matches as closely as possible the characteristic 
impedance of the line that feeds the antenna. The characteristic impedance of a biconi-
cal dipole as a function of the angle is plotted in Figure 4-11. For a conical mono-
pole driven against an infinitely large ground plane, the characteristic impedance and 
the input impedance of the antenna are equal to half of the corresponding values of a 
dipole. Several formulas15 are available for computing the input impedance of wide-
angle biconical antennas. Actual computation has been confined to a very few specific 
values of q0.

16,17 More complete information is available from the experimental data 
obtained by Brown and Woodward.18 Two curves are reproduced in Figures 4-12 and 
4-13. The case corresponding to a = 0° represents a cylindrical antenna having a diam-
eter of 2.5 electrical degrees at a frequency of 500 MHz, since the feed point was kept 
fixed at that diameter.

FIGURE 4-9 A biconical dipole
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FIGURE 4-11 Characteristic impedance of a biconical dipole

FIGURE 4-10b Input impedance 
of small-angle biconical antennas 
(reactance)

FIGURE 4-10a Input impedance 
of small-angle biconical antennas 
(resistance)
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Patterns of the Biconical Dipole

The radiation patterns of biconical dipoles have been investigated theoretically by Papas 
and King.19 Figure 4-14 shows the patterns of a 60°-flare-angle (q0 = 30°) conical dipole for 
various values of ka, where k = 2p/l and a = half length of the dipole, which is the same as 
the  used in Figure 4-9. Similar curves corresponding to different values of the flare angle 
have been obtained experimentally by Brown and Woodward.18

FIGURE 4-12 Measured resistance curves of the conical unipole versus length 
in electrical degrees for various flare angles

FIGURE 4-13 Measured reactance curves of the conical unipole versus length 
in electrical degrees for various flare angles
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4.4 FOLDED DIPOLES

Equivalent Circuit of a Folded Dipole

A folded dipole is formed by joining two cylindrical dipoles 
at the ends and driving them by a pair of transmission lines at 
the center of one arm, as shown in Figure 4-15. The diameters 
of the two arms can be either identical or different. A simple 
analysis, based upon a quasi-static approach, of the operation 
of a folded dipole of arbitrary dimensions has been given by 
Uda and Mushiake.13 According to their method, the excitation of a folded dipole can be 
considered as a superposition of two modes, as shown in Figure 4-16. The impedance of the 

FIGURE 4-14 Plots of the absolute values of the far-zone electric field as a function of the zenithal angle q 
for various values of ka and with a flare angle equal to 60° (q0 = 30°)

FIGURE 4-15 Folded dipole

FIGURE 4-16 Decomposition of the folded dipole into two fundamental 
modes
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symmetrical mode, characterized by two equal 
driving voltages, can be calculated by making 
use of the equivalent radius of two conductors 
as discussed in Section 4.2. The equivalence is 
shown in Figure 4-17. The impedance function 
Zr is therefore the same as the impedance of a 
cylindrical dipole with an equivalent radius re 
given by

 

ln ln
( )

( ln ln )ρ ρ
µ

µ µ µe v= +
+

+1 2
21

1
2

 

(4-9)

where the various parameters are explained in Figure 4-16. The impedance of the asym-
metrical mode, characterized by equal and opposite currents on the two arms, is the same 
as the shorted section of transmission line of length equal to ; that is,

 

Z
a V

I
jZ kf

f

= + =( )
tan

1
2 0 

 

(4-10)

where Z0 is the characteristic impedance of the two-wire line. Expressed in terms of Zr and 
Zf, the input impedance of a folded dipole is given by

 

Z
V

I

a V

I I

a Z Z

a Z Z
i

i r f

r f

r f

= = +
+

=
+

+ +
( ) ( )

( )

1 2 1

1 2

2

2

 

(4-11)

An equivalent circuit based upon Eq. 4-11 is shown in Figure 4-18. For a folded dipole 
of length  equal to l/4, Zf is very large compared with (1 + a)2Zr; hence

 
Z a Zrλ / ( )4

21= +
 

(4-12)

Impedance Transformation as a Function of the Ratio of Conductor Sizes

The step-up impedance ratio (1 + a)2 as a function of m and n has been calculated by 
Mushiake.20 The diagram is reproduced in Figure 4-19 by using the formula for a given in 

FIGURE 4-17 The equivalent representation of 
the symmetrical mode in computing Zr

FIGURE 4-18 Equivalent circuit of a folded 
dipole
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Figure 4-16. When r1 and r2 are small compared with d, the value of a is given to a good 
approximation by

 

a
d
d

=
ln ( / )
ln ( / )

ρ
ρ

1

2

 

(4-13)

This formula was first derived by Guertler.21

Other presentations22 of the transformation ratio (1 + a)2 in a logarithmic scale as a func-
tion of r2/r1 and d/r1 are given in Figures 4-20 and 4-21.

4.5 SLEEVE DIPOLES

Equivalent Circuit of a Sleeve Dipole

The geometrical shape of a sleeve antenna, or a sleeve monopole, is shown in Figure 4-22a.  
If the image of the structure is included, then you have a sleeve dipole, as shown in  
Figure 4-22b. A sleeve dipole can therefore be considered as a doubly fed antenna in which 
the current is a relative maximum at the center of the dipole or at the base of the monopole. 
Antiresonances of the antenna impedance function take place when S is approximately 
equal to an odd multiple of a quarter wavelength or L is a multiple of a half wave. A special 
case of interest is that in which L + S is equal to a quarter wavelength. Then the current 
distribution along the structure is approximately cosinusoidal. At resonance, the input resis-
tance of the sleeve monopole or the sleeve dipole is approximately given by

 

R R
L

S =








csc

2
2

π
λ

 

(4-14)

where R denotes either the input resistance of a resonant quarter-wave monopole or that of 
a half-wave dipole. The sleeve in this case plays the role of an impedance transformer.

Wong and King23 have shown experimentally that properly designed open-sleeve dipoles 
exhibit a broadband voltage-standing-wave-ratio (VSWR) response and unidirectional  

FIGURE 4-19 Step-up transformation chart for a folded dipole
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radiation patterns over nearly an octave bandwidth when placed above a reflector. Figure 4-23 
shows the VSWR response of open-sleeve dipoles for various dipole and sleeve diameters. 
Figure 4-24 shows the same response with sleeve spacing as the parameter.

Open Folded Sleeve Monopole

The work of Uda and Mushiake13 on folded dipoles can be extended to include a load at 
the unexcited arm, as shown schematically in Figure 4-25. The impedance of the loaded 
dipole is given by

 

Z
Z Z Z

a
a

Z Z

Z Z
a

Z
i

a L s L a

s L a

=
+ + +





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+ +
+

( )

( )

1
1

1

2

2

 

(4-15)

FIGURE 4-20 r2/r1 versus d/r1 for various impedance transfor-
mation ratios (after Hansen22 © IEEE 1982)
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FIGURE 4-21 Impedance transformation ratio versus d/r1 for 
various values of r2/r1 (after Hansen22 © IEEE 1982)

FIGURE 4-22 The sleeve antenna
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where

Za = jZc tan
2π
λ


 

Zc = 
Z0 1 2 2 1

2
1

2
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1
2
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




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Zs =  input impedance of the folded dipole when it is driven simultaneously by a common 
voltage at the base. It is approximately equal to that of a dipole with an equivalent 
radius re given by Eq. 4-4.

The parameter a in Eq. 4-15 and the parameters v and m in the expression for the char-
acteristic impedance Zc of a transmission line made of wires of unequal radius are the same 
as those defined for Figure 4-16.

FIGURE 4-23 VSWR response of open-sleeve dipoles for 
various dipole and sleeve diameters

FIGURE 4-24 VSWR for a ¾-in- (19-mm-) diameter open-sleeve 
dipole with sleeve spacing as the parameter
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In the special case in which ZL approaches infinity, Eq. 4-15 reduces to

 

Z Z
a

a
Zi S a= +

+
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
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

1

2

 

(4-16)

The structure then corresponds to an open folded dipole or monopole. Josephson24 stud-
ied this structure both theoretically and experimentally. However, his analysis is correct 
only if the wires are of the same size. A sleeve version of an open folded monopole was also 
investigated by Josephson. The two structures are shown in Figures 4-26 and 4-27.

The open folded monopole with a displaced feed point is equivalent to a folded sleeve 
monopole. The input resistance at resonance of the open folded sleeve monopole is given 
approximately by

 

R R
s x

x =
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
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2 2
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(4-17)

where R0 denotes the resonant input resistance of the open folded monopole and Rx is the 
input resistance of the folded sleeve monopole. The precise value of R0 depends on the 
radius of the wires and their separation. A typical value is about 10 Ω. The open folded 
sleeve monopoles made of arms with different sizes are useful models in designing aircraft 
trail antennas or fin-type antennas on vehicles as illustrated by Josephson.

FIGURE 4-25 Loaded folded dipole and monopole

FIGURE 4-26 Open folded monopole
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4.6 EFFECTIVE HEIGHT OF ANTENNAS

General Formula and Its Role in the Theory  
of Transmitting and Receiving Antennas

The radiation of any antenna can always be written in the form

 

E h=
− −jkZ I e

R
i

jkR
0

4π
 

(4-18)

where

Z0 = (m0 /e0)1/2

k = 2p /l
h = effective height of antenna
Ii = input current to antenna

The effective height of an antenna was originally introduced by Sinclair.25 It is related 
to the radiation vector defined by Schelkunoff to characterize the radiation field of an 
antenna, i.e.,

 
N ht iI=

 
(4-19)

where Nt denotes the transversal part of Schelkunoff’s radiation vector. The effective height 
is a very useful parameter in antenna engineering. For example, the open-circuit voltage of 
a receiving antenna can be expressed as

 
V iop = E h⋅

 
(4-20)

where Ei denotes the incident electric field. It is also an important parameter involved in the 
polarization-matching factor of a receiving antenna. In the theory of receiving antennas, the 
receiving cross section or the effective aperture is defined by26

 
A Dpq= λ

π

2

4
 

(4-21)

FIGURE 4-27 Open folded monopole with a dis-
placed feed point
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where

l = operating wavelength
D = directivity of antenna
p = polarization-matching factor

 =
| |

| | | |
h E

h E
⋅ i

i

2

2 2

q = impedance-matching factor

 = 1
2

−
−
+

Z Z
Z Z

L i

L i

*

Zi = input impedance of antenna
ZL = load impedance

The polarization-matching factor again involves the effective-height function. The 
effective-height function of a center-driven short dipole, if a linear current distribution 
along the dipole is assumed, is given by

 
h = −sin ˆθ θ

 (4-22)

where  denotes the half length of the dipole that is assumed to be pointed in the vertical 
direction and q denotes the polar angle measured between the axis of the dipole and the 
direction of observation or the direction of radiation. For a linearly polarized incident field 
making a skew angle a with the axis of the dipole, the polarization-matching factor is 
given by

 
p = cos2 α

 (4-23)

The effective-height functions for other simple antenna elements are listed below:

Antenna Type Effective Height

Short dipole of length 2 −sin ˆθ θ

Half-wave dipole
−





λ

π

π θ

θ
θ

cos cos

sin
ˆ2

Small loop of radius a pointed in the z direction j
a2 2 2π

λ
θ φsin ˆ

Half-wave folded dipole
−





2 2λ

π

π θ

θ
θ

cos cos

sin
ˆ
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4.7 COUPLED ANTENNAS

Circuit Relationships of Radiating Systems

When several antennas are coupled to each other, the input voltage and input currents to 
the antennas follow the same relationship as ordinary coupled circuits.27 For a system of 
n antennas, the relationships are

 

V Z I i ni ij j
j

n

= =
=

∑ 1 2
1

, , ,…

 

(4-24)

where Zii is called the self-impedance of antenna i and Zij or Zji is called the mutual imped-
ance between antenna i and antenna j. In the case of linear radiators, Carter’s method, or 
the induced-emf method based upon sinusoidal current distribution, is the simplest one 
to use in determining the various Z’s. The method applies only to antennas shorter than a 
half wavelength. The self-impedance determined by this method is the same as that given 
by Eq. 4-1. The formulas for the mutual impedance of two parallel antennas of equal size 
are found in Carter’s original paper or in Kraus’s book.28 Figure 4-28 shows the mutual 
impedance of two parallel half-wave antennas placed side by side. Figure 4-29 shows the 
mutual impedance of two parallel collinear half-wave antennas. Mutual impedances of 
two parallel antennas of unequal sizes have been investigated by several authors.29–31 The 
induced-emf method has also been applied to crossed or skewed antennas32,33 to evaluate 
their mutual impedance. Refined calculations based upon Hallén’s integral-equation tech-
nique are found in the works of Tai,34 Bouwkamp,35 and Uda and Mushiake.13 The last two 
authors also evaluated the self-impedance and mutual impedance of parallel antennas of 
unequal sizes, which ultimately applies to the design of Yagi-Uda arrays.

FIGURE 4-28 Mutual impedance between two parallel half-wave antennas placed side  
by side
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For dipoles separated by a distance that is large compared with a wavelength, the mutual 
impedance between the two dipoles can be calculated by using the asymptotic formula

 

Z
jkZ e

R

jkR

12
0

1 24
=

−

π ( )h h⋅
 

(4-25)

where

k = 2p/l
Z0 = (m0 /e0)

1/2

R = distance between centers of dipoles
h1, h2 = effective height of dipoles

The formula is quite accurate for half-wave dipoles with a separation barely greater 
than one wavelength.

4.8 MONOPOLE ANTENNAS

Relationship to Balanced Antennas

When a monopole is mounted on an ideally infinite ground plane, its impedance and radia-
tion characteristics can be deduced from that of a dipole of twice its length in free space. For 
a base-driven monopole, its input impedance is equal to one-half that of the center-driven 
dipole, and the radiation pattern above the infinite ground plane is identical with the upper 
half of the radiation pattern of the corresponding dipole. When the ground plane is of finite 
size, the image theorem does not apply.

FIGURE 4-29 Mutual impedance between two collinear half-wave antennas
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Several methods have been devised 
to investigate the characteristics of a 
monopole mounted on a finite-size 
ground plane. The first method is due 
to Bolljahn,36 who considers the prob-
lem from the point of view of symmet-
rical components. The decomposition 
is shown in Figure 4-30a, in which the ground plane is assumed to be of the form of an infinitely 
thin conducting disk. For the symmetrical mode of excitation, the presence of the disk has no 
effect upon the radiation of the two elements. The problem is therefore the same as if the two 
elements were placed in free space. The antisymmetrical pair of current elements excites equal 
currents on the top and the bottom sides of the disk. This mode is responsible for the variation 
of the input impedance of the antenna as a function of the disk diameter. It is also responsible 
for the asymmetry of the resultant radiation pattern with respect to the ground plane. Bolljahn’s 
original work was developed by assuming a short monopole on a disk. The entire analysis is 
found in Schelkunoff’s book Advanced Antenna Theory.7 His study of the characteristics of 
large ground planes was later extended by Storer37 to monopoles of arbitrary length.

Effect of Finite-Size Ground Plane on Impedance and Pattern

According to Storer, who used a variational method to formulate the problem, the change 
of the input impedance of a base-driven monopole erected upon a large circular ground 
plane can be written as

 

∆ Z Z Z j
kd

e k
I z
I

dzjkd
h

= − = − ∫0 0

2
60

0
( )
( )

 

(4-26)

where

Z0 = impedance of monopole referred to an infinite ground plane, Ω
d = diameter of circular ground plane
k = 2p/l
h = height of monopole
I(z) = current-distribution function of monopole
I(0) = base current or input current

The function j(60/kd)e−jkd, which is independent of the current distribution, is plotted in 
Figure 4-30b. The real and the imaginary parts of the function are respectively equal to 

( ) ( )
( )R R k dzI z

I

h
− ∫0 00

2

and ( ) ( )
( )X X k dzI z

I

h
− ∫0 00

2

. For a quarter-wave monopole, if we 

assume I(z) = I(0) cos kz, then

 

k dz
I z
I

h ( )
( )0

1
0∫ =

 

Thus, with a ground plane of a diameter greater than 10 wavelengths, you can see from 
Figure 4-30b that the variation of the resistance and of the reactance of a quarter-wave 
monopole is less than 1 Ω.

FIGURE 4-30a Monopole and finite-size ground plane and 
its decomposition into two modes of excitation
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Radiation Pattern of a Monopole on a Circular Ground Plane*

While the effect of a ground plane upon the impedance of a monopole is not very significant, 
the radiation pattern is affected considerably. The pattern of such a composite antenna can 
be obtained quite accurately using the uniform geometrical theory of diffraction (GTD).38,39 
For a short monopole of length h positioned at the center of a circular disk of radius a, as 
shown in Figure 4-31, the current on the monopole is assumed to be

 
I z I

k h z

kh
( )

sin ( )
sin

= −
0

 
(4-27)

FIGURE 4-30b Universal curve for the change of antenna impedance as a function of 
the diameter of the ground plane

*
The material contained in this subsection is condensed from a communication from Dr. Robert G. Kouyoumjian 

exclusively prepared for this handbook. The help of Dr. Kouyoumjian is gratefully acknowledged.
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If the point of observation is not near the vertical axis (q is not close to 0 or p), the 
radiation field can then be expressed in the form

 
E = + +( ) ˆE E Ed d0 1 2 θ

 
(4-28)

where E0 is the geometrical optics field given by
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and Edl and Ed2 represent, respectively, the singly and doubly diffracted field. They are 
given by
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where

 
F x j x e e dtjx jt

x
( ) = −

∞
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(4-32)
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(4-33)

FIGURE 4-31 A mono-
pole on a circular disk
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In Eqs. 4-30 and 4-31, the upper sign associated with the secant functions is for  
0 ≤ q < p /2, and the lower sign is for p /2 < q ≤ p. Although the uniform GTD is a high-
frequency method, which implies that ka  1, in practice the result is valid even for ka 
as small as 2p. When the argument of the transition function F(x) is greater than 10 or 
so, F(x) is approximately equal to 1; then the sum of Ed1 and Ed2 yields
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In the axial region (q close to 0 or p ), the pattern can be found by means of an equivalent 
edge current.39,40 The total diffracted field in this case is given by
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This approximately equals Ed1 and Ed2 given by Eqs. 4-30 and 4-31 at ka sin q  5 for 
q  p /2. Thus, the pattern calculated from Eq. 4-35 joins smoothly with that calculated by 
Eqs. 4-31 and 4-32 when ka > 5.

Figure 4-32 shows a typical pattern based on Eq. 4-28, the solid line, and Eq. 4-35, the 
dashed line. For practical purposes the term Ed2 due to the doubly defracted rays is much 
smaller compared with Ed1 except in the region where q is close to p/2. By using a hybrid 
moment method jointly with GTD, it is possible to determine the input impedance of a 
monopole centered on a perfectly conducting circular disk.41

Monopole Mounted on the Edge of a Sheet

When a monopole is driven against an infinitely large conducting half sheet, the problem 
can be formulated conveniently with the aid of the dyadic Green’s function pertaining 
to the half sheet.42 By transforming the resultant series into definite integrals, Sawaya, 
Ishizone, and Mushiake43 have been able to calculate the impedance of a monopole 
mounted on a half sheet in several orientations. Their results are shown in Figures 4-33 
and 4-34.

These theoretical data can be used to estimate the impedance of monopoles mounted on 
large but finite conducting sheets. These authors also calculated the impedance of a notch 
antenna cut on a half sheet. The radiation patterns of short dipoles and small loops mounted 
on a half sheet are found in C. T. Tai's Dyadic Green’s Functions in Electromagnetic 
Theory.42 Other work also has been reported by Pozar and Newman44 and by Marin and 
Catedra45 for the impedance and radiation patterns of monopoles located near the edges of 
finite half sheets or disks.
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FIGURE 4-32 The radiation pattern of a monopole above a circular disk having a radius of three 
wavelengths

FIGURE 4-33 Impedance of a horizontal (a) and of a vertical (b) monopole antenna as a function 
of /l0 (after Sawaya et al43 © IEEE 1981)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Dipoles and Monopoles



4-30 CHAPTER FOUR 

Monopole Mounted on a Conducting Box

Investigations by Bhattacharya et al.46 and Chu et al.47 have reported the impedance and 
radiation patterns of a monopole mounted at arbitrary locations on a conducting box that is 
comparable in size to a wavelength. Figure 4-35 shows the behavior of the admittance of 
a monopole as a function of frequency as the position of the monopole is moved from the 
center of the box face to one corner.46

FIGURE 4-34 Impedance of vertical monopole antenna on a conducting half sheet as function 
of x0/l 0, where x0 is the distance from the edge of the half sheet to the base of the monopole.  
(a) Resistance (b) Reactance (after Sawaya et al43 © IEEE 1981)

FIGURE 4-35 Admittance versus frequency of a 6-cm monopole mounted on 
a cubical conducting box with edge length 10 cm for various locations between 
the center and corner (after Bhattacharya et al46 © IEEE 1987)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Dipoles and Monopoles



 DIPOLES AND MONOPOLES 4-31

REFERENCES

 1. G. J. Burke and A. J. Poggio, “Numerical Electromagnetic Code (NEC),” Tech. Doc. 116  
(San Diego: Naval Ocean Systems Center, 1980).

 2. R. W. P. King, The Theory of Linear Antennas (Cambridge: Harvard University Press, 1956).
 3. R. W. P. King, Tables of Antenna Characteristics (New York: Plenum Press, 1971).
 4. R. W. P. King and G. Smith, Antennas in Matter (Cambridge: The M.I.T. Press, 1981).
 5. P. S. Carter, “Circuit Relations in Radiating Systems and Applications to Antenna Problems,”  

IRE Proc., vol. 20 (1932): 1004–1041.
 6. R. S. Elliot, Antenna Theory and Design (Englewood Cliffs: Prentice Hall, Inc., 1981): 301–302.
 7. S. A. Schelkunoff, Advanced Antenna Theory (New York: John Wiley & Sons, Inc., 1952).
 8. George H. Brown and O. M. Woodward, Jr., “Experimentally Determined Impedance Characteristics 

of Cylindrical Antennas,” IRE Proc., vol. 33 (1945): 257–262.
 9. S. A. Schelkunoff and H. T. Friis, Antennas: Theory and Practice, sec. 13.22 (New York: John Wiley 

& Sons, Inc., 1952): 445–448.
10. R. W. P. King, “Antennas and Open-Wire Lines, Part I, Theory and Summary of Measurements,” 

J. Appl. Phys., vol. 20 (1949): 832–850; “The End Correction for a Coaxial Line When Driving an 
Antenna over a Ground Screen,” IRE Trans. Antennas Propagat., vol. AP-3, no. 2 (April 1955): 66.

11. John R. Whinnery, “The Effect of Input Configuration to Antenna Impedance,” J. Appl. Phys.,  
vol. 21 (1950): 945–956.

12. Y. T. Lo, “A Note on the Cylindrical Antenna of Noncircular Cross-Section,” J. Appl. Phys.,  
vol. 24 (1953): 1338–1339.

13. S. Uda and Y. Mushiake, Yagi-Uda Antenna (Tokyo: Maruzen Co., Ltd., 1954): 19.
14. S. A. Schelkunoff, “Theory of Antennas of Arbitrary Size and Shape,” IRE Proc., vol. 29 

(September 1941): 493; see also Ref. 7, Chap. 2.
15. Ref. 7, Chap. 2.
16. C. H. Papas and R. W. P. King, “Input Impedance of Wide-Angle Conical Antennas Fed by a 

Coaxial Line,” IRE Proc., vol. 37 (November 1949): 1269.
17. C. T. Tai, “Application of a Variational Principle to Biconical Antennas,” J. Appl. Phys., vol. 20 

(November 1949): 1076.
18. G. H. Brown and O. M. Woodward, Jr., “Experimentally Determined Radiation Characteristics of 

Conical and Triangular Antennas,” RCA Rev., vol. 13, no. 4 (December 1952): 425.
19. C. H. Papas and R. W. P. King, “Radiation from Wide-Angle Conical Antenna Fed by a Coaxial 

Line,” IRE Proc., vol. 39 (January 1951): 49.
20. Y. Mushiake, “An Exact Step-Up Impedance Ratio Chart of a Folded Antenna,” IRE Trans. Antennas 

Propagat., vol. AP-3, no. 4 (October 1954): 163.
21. R. Guertler, “Impedance Transformation in Folded Dipoles,” J. Brit. IRE, vol. 9 (September 

1949): 344.
22. R. C. Hansen, “Folded and T-Match Dipole Transformation Ratio,” IEEE Trans. Antennas Propagat., 

vol. AP-30, no. 1 (January 1982).
23. J. L. Wong and H. E. King, “An Experimental Study of a Balun-Fed Open Sleeve Dipole in 

Front of a Metallic Reflector,” IEEE Trans. Antennas Propagat., vol. AP-20 (March 1972): 
201. See also “Design Variations and Performance Characteristics of the Open-Sleeve Dipole,” 
Aerosp. Rep. TR-0073 (3404)-2 (Los Angeles: Electronics Research Laboratory, The Aerospace 
Corporation).

24. Bengt Josephson, “The Quarter-Wave Dipole,” IRE Wescon Conv. Rec., part I (August 1957): 77.
25. George Sinclair, “The Transmission and Reception of Elliptically Polarized Waves,” IRE Proc., 

vol. 38 (1950): 148.
26. C. T. Tai, “On the Definition of the Effective Aperture of Antennas,” IRE Trans. Antennas Propagat., 

vol. AP-9 (1961): 224.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Dipoles and Monopoles



4-32 CHAPTER FOUR 

27. P. S. Carter, “Circuit Relations in Radiating Systems and Applications to Antenna Problems,”  
IRE Proc., vol. 20 (1932): 1004.

28. J. D. Kraus, Antennas (New York: McGraw-Hill, 1950).
29. C. R. Cox, “Mutual Impedance between Vertical Antennas of Unequal Heights,” IRE Proc.,  

vol. 35 (November 1947): 1367.
30. G. Barzilai, “Mutual Impedance of Parallel Aerials,” Wireless Eng., vol. 25 (November 1948): 343.
31. R. G. Medhurst and S. D. Pool, “Comments on Mutual Impedance of Parallel Aerials,” Wireless 

Eng., vol. 28 (February 1951): 67.
32. L. Lewin, “Mutual Impedance of Wire Aerials,” Wireless Eng., vol. 28 (December 1951): 352.
33. R. G. Medhurst, “Dipole Aerials in Close Proximity,” Wireless Eng., vol. 28 (December 1951): 356.
34. C. T. Tai, “Coupled Antennas,” IRE Proc., vol. 36 (April 1948): 487.
35. C. J. Bouwkamp, “On the Theory of Coupled Antennas,” Philips Res. Rep., vol. 3 (June 1948): 213.
36. J. T. Bolljahn, “Antennas near Conducting Sheets of Finite Size,” Univ. California Dept. Eng. 

Rep. 162 (December 1949).
37. J. E. Storer, “The Impedance of an Antenna over a Large Circular Screen,” J. Appl. Phys., vol. 12 

(1951): 1058.
38. R. G. Kouyoumjian and P. H. Pathak, “A Uniform Geometrical Theory of Diffraction for an Edge 

in a Perfectly Conducting Surface,” IEEE Proc., vol. 62 (1974): 1448–1461.
39. R. G. Kouyoumjian, “The Geometrical Theory of Diffraction and Its Application,” in R. Mittra 

(ed.), Topics in Applied Physics, vol. 3: Numerical and Asymptotic Techniques in Electromagnetics 
(Berlin: Springer-Verlag OHG, 1975): 204.

40. E. F. Knott and T. B. A. Senior, “Comparison of Three High-Frequency Diffraction Techniques,” 
IEEE Proc., vol. 62 (1974): 1468–1474.

41. G. A. Thiele and T. H. Newhouse, “A Hybrid Technique for Combining Moments with the 
Geometrical Theory of Diffraction,” IEEE Trans. Antennas Propagat., vol. AP-23 (1975): 62–69.

42. C. T. Tai, Dyadic Green’s Functions in Electromagnetic Theory (Scranton: INTEXT, 1971).
43. K. Sawaya, T. Ishizone, and Y. Mushiake, “A Simplified Expression for the Dyadic Green’s 

Function for a Conducting Halfsheet,” IEEE Trans. Antennas Propagat., vol. AP-29 (September 
1981): 749.

44. D. M. Pozar and E. H. Newman, “Analysis of a Monopole Mounted Near an Edge or a Vertex,” 
IEEE Trans. Antennas Propagat., vol. AP-30 (May 1982): 401–408.

45. M. Marin and M. F. Catedra, “A Study of a Monopole Arbitrarily Located on a Disk Using Hybrid 
MM/GTD Technique,” IEEE Trans. Antennas Propagat., vol. AP-35 (March 1987): 287–292.

46. S. Bhattacharya, S. A. Long, and D. R. Wilton, “The Input Impedance of a Monopole Antenna 
Mounted on a Cubical Conducting Box,” IEEE Trans. Antennas Propagat., vol. AP-35 (July 1987): 
756–762.

47. A. W. C. Chu, S. A. Long, and D. R. Wilton, “The Radiation Pattern of a Monopole Antenna 
Attached to a Conducting Box,” IEEE Trans. Antennas Propagat., vol. AP-38 (December 1990): 
1907–1912.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Dipoles and Monopoles



5-1

Loop 
Antennas

Glenn S. Smith
Georgia Institute of Technology

CONTENTS

5.1 INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-2

5.2 ELECTRICALLY SMALL LOOPS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-2

5.3 ELECTRICALLY LARGE LOOPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-9

5.4 SHIELDED-LOOP ANTENNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-18

5.5 PULSE-EXCITED CIRCULAR-LOOP ANTENNA  . . . . . . . . . . . . . . . . .  5-20

5.6 ADDITIONAL TOPICS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-22

Chapter 5

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Source: ANTENNA ENGINEERING HANDBOOK



5-2 CHAPTER FIVE 

5.1 INTRODUCTION

The single-turn loop antenna is a metallic conductor bent into the shape of a closed curve, 
such as a circle or a square, with a gap in the conductor to form the terminals. A multiturn 
loop or coil is a series connection of overlaying turns. The loop is one of the primary 
antenna structures; its use as a receiving antenna dates back to the early experiments of 
Hertz on the propagation of electromagnetic waves.1

The discussion of loop antennas is conveniently divided according to electrical size. 
Electrically small loops, those whose total conductor length is small compared with the 
wavelength in free space, are the most frequently encountered in practice. For example, 
they are commonly used as receiving antennas with portable radios, as directional anten-
nas for radio-wave navigation, and as probes with field-strength meters. Electrically larger 
loops, particularly those near resonant size (circumference of loop/wavelength ≈ 1), are 
used mainly as elements in directional arrays.

The following symbols are used throughout the chapter:

l =  wavelength in free space at the frequency f = w /2p, when the complex harmonic time-
dependence exp ( jw t) is assumed

b = 2p/l = propagation constant in free space
z = µ ε0 0/ = wave impedance of free space (≈ 377 Ω)
b = mean radius of a circular loop or mean side length of a square loop
a = radius of loop conductor (All results presented are for thin-wire loops, a/b  1.)
A = area of loop
N = number of turns
c = length of solenoidal coil

5.2 ELECTRICALLY SMALL LOOPS

The axial current distribution in an electrically small loop is assumed to be uniform; that 
is, the current has the same value I0 at any point along the conductor. For single-turn loops 
and multiturn loops that are single-layer solenoidal coils, measurements suggest that this is 
a good assumption provided the total length of the conductor (N × circumference) is small 
compared with the wavelength in free space, typically ≤ 0.1l, and the length-to-diameter 
ratio for the solenoidal coil is greater than about 3 (c /2b ≥ 3.0).2 With a uniform current 
assumed, the electrically small loop antenna is simply analyzed as a radiating inductor.3

Transmitting Loop

The electromagnetic field of an electrically small loop antenna is the same as that of a 
magnetic dipole with moment m = I0NA:
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in which the plane of the loop is normal to the polar axis of the spherical coordinate system 
(r, q, f) centered at the loop, as shown in Figure 5-1. In the far zone of the loop (lim br → ∞),  
only the leading terms in Eqs. 5-1 and 5-2 are significant, and the field pattern for both Ef 
and Bq in the vertical plane is the simple figure eight shown in Figure 5-2.

The driving-point voltage and current are related through the input impedance of the 
loop, V = ZI0. For electrically small loops, the impedance is the series combination of the 
reactance of the external inductance Le with the radiation resistance Rr and the internal 
impedance of the conductor Zi = Ri + jwLi:

 Z R j L R Z j L R R j L Lr i e r i e i= + = + + = + + +ω ω ω( )  (5-4)

The internal resistance Ri accounts for ohmic loss. In the equivalent circuit for the small 
loop, a lumped capacitance C is sometimes placed in parallel with Z to account for the dis-
tributed capacitance between the sides of a single turn and between the turns of a solenoid, 
as shown in Figure 5-3. Note that a loop with a truly uniform current distribution would 
have no capacitance, since from the equation of continuity there would be no charge along 
the conductor of the loop.

The radiation resistance of the small loop is proportional to the square of the product of 
the area and the number of turns:

 R NAr = ζ
π β

6
4 2( )  (5-5)

For single-turn loops and solenoidal coils whose turns are not too closely spaced, the 
internal impedance is approximately

 Zi = zi × total length of conductor (5-6)

FIGURE 5-1 Loop antenna and accompa-
nying spherical coordinate system

FIGURE 5-2 Far-zone vertical-plane field 
pattern of an electrically small loop

FIGURE 5-3 Equivalent circuit for input 
impedance Z of an electrically small loop
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in which zi is the internal impedance per unit length of a straight conductor with the same 
cross section as the loop conductor.4 If the turns of the coil are closely spaced, the proximity 
effect must also be included in determining Zi.5

The external inductance is determined from one of the many formulas available for the 
inductance of coils:6 For a single-turn circular loop

 Le = m0b[ln (8b/a) − 2] (5-7)

and for a single-turn square loop

 L
b

b ae = −
2

0 7740µ
π [ln ( ) . ]/  (5-8)

The external inductance of a tightly wound single-layer solenoidal coil of N turns, 
length c, and radius b is often approximated by Lorenz’s formula for the inductance of a 
circumferentially directed current sheet.6 Numerical results from this formula can be put in 
a form convenient for application:

 Le = Km0N
2A/c (5-9)

in which the factor K, known as Nagaoka’s constant, is shown as a function of the 
ratio c/2b (length of the coil to the diameter) in Figure 5-4. Note that, for a long coil 
(c /2b  1), K ≈ 1. The use of Eq. 5-9 assumes that the turns of the coil are so closely 
spaced that the winding pitch and insulation on the conductors can be ignored; if highly 
accurate calculations of Le are necessary, corrections for these factors are available in 
the literature.6

FIGURE 5-4 Nagaoka’s constant K for a solenoidal coil as a function of the coil 
length to the diameter, c/2b

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Loop Antennas



 LOOP ANTENNAS 5-5

The radiation efficiency of the electrically small transmitting loop antenna is

 η = Time-Average Power Radiated
Time-Average Poower Supplied

=
+

R
R R

r

r i
 (5-10)

The ohmic resistance Ri is often comparable to or larger than the radiation resistance Rr, so 
the radiation efficiency can be low.5 It can be increased by decreasing the ohmic resistance 
of the loop, i.e., by using a conductor of lower resistivity or larger radius.

Receiving Loop

When the electrically small loop is used as a receiving antenna, the voltage developed at 
its open-circuited terminals VOC is proportional to the component of the incident magnetic 
flux density normal to the plane of the loop Bz

i :

 V j NABz
i

OC = ω  (5-11)

in which the incident field is assumed to be uniform over the area of the loop. This 
simple relation between VOC and Bi

z makes the small loop useful as a probe for measuring 
the magnetic flux density. If a relation between the incident electric and magnetic fields 
at the center of the loop is known, VOC can be expressed in terms of the magnitude of 
the incident electric field Ei and an effective height he. This is the case for an incident 
linearly polarized plane wave with the wave vector ki and the orientation shown in 
Figure 5-5:

 VOC = jw NABi cos yi sin qi = he(yi, qi)E
i (5-12)

in which
 he(yi, qi) ≡ VOC/Ei = jbNA cos yi sin qi (5-13)

The voltage across an arbitrary load impedance ZL connected to the terminals of 
the loop with input impedance Z is determined from the Thévenin equivalent circuit in 
Figure 5-6:

 VL = VO ZL/(Z + ZL) (5-14)

FIGURE 5-5 Plane-wave field incident on 
receiving loop
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Ferrite-Loaded Receiving Loop

The open-circuit voltage at the terminals of the electrically small receiving loop can be 
increased by filling the loop with a core of permeable material, usually a ferrite. The effect of 
the core is to increase the magnetic flux through the area of the loop, as illustrated in Figure 5-7 
for a solenoidal coil with a cylindrical core placed in a uniform axial magnetic field.

The ferrite material is characterized by a complex relative initial permeability mr =  
m/m0 = mr′ − jmr″ and a relative permittivity er = e /e0.* The material is usually selected to have  
a loss tangent pm = mr″/mr′ that is small at the frequency of operation. Consequently, mr″ is 
ignored in the analysis except when the power dissipated in the core is being calculated. 
The dimensions of the core are also assumed to be small compared with the wavelength 
in the ferrite λ λ ε µm r r≈ ′/  to prevent internal resonances within the core.7

The open-circuit voltage for a single-turn loop at the middle of a ferrite cylinder of 
length r and radius b is increased by the factor mrod over the value for the same loop in 
free space:

 V j ABz
i

OC rod= ωµ  (5-15)

Here the radius of the loop conductor a is ignored, and the mean radius of the loop and 
the core are assumed to be the same value b. The graph in Figure 5-8 shows the apparent 
permeability mrod as a function of the length-to-diameter ratio for the rod r/2b with the 
relative initial permeability of the ferrite mr′ as a parameter.8 Similar graphs for the apparent 
permeability of solid and hollow spheroidal cores are in the literature.9

For a single-layer solenoidal coil of length c centered on the rod, an averaging factor 
FV must be included in the open-circuit voltage to account for the decrease in the flux along 
the length of the coil from the maximum at the middle:

 V j F NABV z
i

OC rod= ωµ  (5-16)

The empirical factor FV, determined from an average of experimental results, is shown  
in Figure 5-9 as a function of the ratio c/r (length of the coil to length of the rod).10,11 For 
a long rod of moderate permeability (r /2b  1, mrod ≈ m′r) covered by a coil of equal length 
(c/r = 1), the open-circuit voltage is increased by approximately the factor 0.8 m′r over the 
open-circuit voltage for the same coil without the core.

The equivalent circuit for the impedance of the ferrite-loaded solenoidal coil is that 
shown in Figure 5-3 with an additional series resistor Rm included to account for the power 
dissipated in the core. The elements in the circuit are the radiation resistance:

 R F NAr
V= ζ

π β µ
6

4 2( )rod  (5-17)

FIGURE 5-6 Thévenin equivalent circuit 
for the receiving loop

*The initial permeability is the derivative dB/dH in the limit as H is reduced to zero. Dielectric loss in 
the ferrite is ignored here, and the permittivity is assumed to be real.
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the resistance due to core loss:

 R F N Am
r r R c= ′ ′′ω µ µ µ µ( )rod / /2

0
2   (5-18)

and the external inductance of the loaded solenoidal coil:

 L F N Ae
L c= µ µrod /0

2   (5-19)

FIGURE 5-7 Effect of a cylindrical ferrite core 
on the magnetic flux through a solenoidal coil

FIGURE 5-8 The apparent permeability mrod at the 
middle of a cylindrical rod as a function of the length-
to-diameter ratio r/2b with the initial permeability m′r as 
a parameter
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The internal impedance of the conductor Zi is assumed to be the same as that for the 
unloaded loop. The empirical factors FR and FL in Eqs. 5-18 and 5-19, like FV, were 
determined from an average of experimental results and are also shown as a function 
of the ratio c/r in Figure 5-9.10,11 It should be emphasized that the graphs for the three 
factors FV, FR, and FL represent typical measured values and show only the dependence 
on the ratio c/r; some dependence on the other parameters describing the coil and the 
rod is to be expected.

Equations 5-16 through 5-19 provide a complete description of the electrically small 
ferrite-loaded receiving loop (single-layer solenoidal coil with a cylindrical core). Other 
parameters of interest, such as the Q of the antenna, can be determined from these results. 
The permeability of a specific ferrite can be obtained from the manufacturer or from 
the extensive tables and charts in Soft Ferrites: Properties and Applications by E. C. 
Snelling.11 The many parameters that are to be chosen for the ferrite-loaded loop, such 
as m′r, r, c, N, etc., offer a great deal of flexibility in its design. Several discussions in 
the literature determine these parameters to optimize the performance for a particular 
application.12

The electromagnetic field of the ferrite-loaded transmitting loop is given by Eqs. 5-1 
to 5-3 with the moment m = mrodFVI0NA. The ferrite-loaded loop, however, is seldom used 
as a transmitting antenna because of the problems associated with the nonlinearity and the 
dissipation in the ferrite at high magnetic field strengths.13

Matching Networks

A matching network is generally used to improve the power transfer to and from the electri-
cally small loop antenna. At the frequency w0, the impedance of the loop can be transformed 
to the resistance R0 by using various networks, two of which are shown in Figure 5-10.14  
In both arrangements, the capacitor C1 is used to bring the loop close to resonance at w0. Then 
the additional elements (the capacitor C2 in Figure 5-10a, or the spacing s2 and length of the 
lines l2 in Figure 5-10b) are adjusted to make the impedance R0. The matches obtained with 
these simple networks generally have very narrow bandwidth.

FIGURE 5-9 The factors FV, FL, and FR as functions 
of the ratio c/r (length of the coil to length of the rod). 
These factors were determined from averages of experi-
mental data.
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The capacitors for the circuit in Figure 5-10a are

 C
L R R R L RR

1

0 0 0 0 0 0

1

1

1=
− −( ) ≈

−( )ω ω ω ω/
 (5-20)

 C
R

R R
RR

2
0 0

0
0 0

1
1

1= − ≈ω ω
/  (5-21)

in which the approximations on the right apply for the practical case R0 /R  1. Figure 5-10b 
is for a symmetrical shunt-driven loop. Sometimes an asymmetrical configuration is used, in 
which the length of one of the two lines is set to zero.

5.3 ELECTRICALLY LARGE LOOPS

As the electrical size of the loop antenna is increased, the current distribution in the loop 
departs from the simple uniform distribution of the electrically small loop. For single-turn 
loops, this departure has a significant effect on performance when the circumference is greater 
than about 0.1l. For example, the radiation resistance of an electrically small circular loop 
with a uniform current, as predicted by Eq. 5-5, is about 86 percent of the actual resistance 
when bb = 2pb/l = 0.1 and only about 26 percent of the actual resistance when bb = 0.3.

Of the possible shapes for an electrically large loop antenna, the single-turn thin-wire 
circular loop has received the most attention, both theoretical and experimental. The popu-
larity of the circular loop is due in part to its straightforward analysis by expansion of the 
current in the loop as a Fourier series:

 I I I nn
n

m

( ) cosφ φ= +
=

∑0
1

2  (5-22)

in which the angle f is defined in Figure 5-1.15 Measurements on electrically large loops with 
other shapes, such as the square loop, show that their electrical performance is qualitatively 
similar to that of the circular loop; therefore, only the circular loop will be discussed here.16

FIGURE 5-10 Examples of matching networks used with 
electrically small loop antennas. Matching to the resistance 
R0 with (a) two capacitors and with (b) shunt feed and one 
capacitor.

LOOP LOOP

C1 C1

s2

R0

(a) (b)

R0

I2

C2
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Circular-Loop Antenna

The theoretical model for the circular-loop antenna generally assumes a point-source gen-
erator of voltage V at the position f = 0, making the input impedance of the loop Z = R + jX = 
V/I(f = 0). In practical applications, the full-loop antenna is usually driven from a balanced 
source, such as a parallel-wire transmission line, and the half-loop antenna, the analog of 
the electric monopole, is driven from a coaxial line, as in Figure 5-11. The point-source 
generator of the theoretical model contains no details of the geometry of the feed point, and 
it is not strictly equivalent to either of these methods of excitation. However, theoretical 
current distributions, input impedances, and field patterns computed with the point-source 
generator and 20 terms in the Fourier series (Eq. 5-22) are generally in good agreement with 
measured values.* Thus, the theory serves as a useful design tool.

For the half-loop antenna (Figure 5-11b), an accurate analysis, based on the Fourier 
series, is available that includes the details of the feeding coaxial line.17 Results from this 
analysis are in excellent agreement with measurements and show such things as the change 
in the input impedance of the half-loop antenna with a change in the characteristic imped-
ance of the feeding coaxial line.

In Figures 5-12 and 5-13, the input impedance of a loop constructed from a perfect con-
ductor is shown as a function of the electrical size of the loop bb = 2pb/l (circumference/ 
wavelength) for various values of the radius of the conductor, indicated by the thickness 
parameter Ω = 2 ln(2pb / a). These impedances are for full-loop antennas; for half-loop anten-
nas with the same radius and conductor size, impedances are approximately one-half of these 
values. The reactance X is seen to be zero at points near βb = 1

2
3

2
5

2, , ,…  (antiresonant 
points) and bb = 1, 2, 3,… (resonant points). The resistance obtains relative maxima near 
the points of antiresonance and relative minima near the points of resonance. Impedances 
computed from Eqs. 5-5 and 5-7, which apply to electrically small loops, are also shown in 
Figures 5-12 and 5-13; the inaccuracy of these formulas with increasing bb is evident.

When the electrical size of the loop is near that for resonance (bb = 1, 2, 3,…), the domi-
nant term in the Fourier series for the current (Eq. 5-22) is the one with n = integer (bb). 
For example, near the first resonance bb ≈ 1, the current in the loop is approximately I(f) =  
2I1 cos f, and the loop is commonly referred to as a resonant loop. The resonant loop (bb ≈ 1)  
is the most frequently used electrically large loop. It has a reasonable input resistance, R ≈ 
100 Ω, for matching to a transmission line, particularly when compared with the resistance 
of the antiresonant loop (bb ≈ 0.5), which may be larger than 10 kΩ.

FIGURE 5-11 Methods of driving the circular-loop antenna: (a) Full-loop antenna 
driven from parallel-wire transmission line; (b) Half-loop antenna driven from coaxial 
transmission line

*The theoretical results in Figures 5-12, 5-13, 5-15 to 5-19, and 5-21 were computed by the author by using 20 terms 
in this series.
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FIGURE 5-12 Input resistance of circular-loop antenna versus 
electrical size (circumference/wavelength)

FIGURE 5-13 Input reactance of circular-loop antenna versus electri-
cal size (circumference/wavelength)
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Resonant Circular Loop

The current in the resonant loop has maxima at the generator, f = 0, and at the diametrically 
opposite point, f = p, with nodes at f = p/2 and 3p/2. On examination of Figure 5-14, the 
current is seen to be roughly equivalent to that in a pair of parallel dipole antennas driven 
in phase and with a spacing approximately equal to the diameter of the loop.

The far-zone field patterns for the resonant loop shown in Figure 5-15a–c are also simi-
lar to those for the pair of dipoles; they have little resemblance to the figure-eight pattern 
of the electrically small loop, Figure 5-2. There are two components to the electric field,  
Eq and Ef . Eq is zero in the horizontal plane q = p/2 and in the vertical plane f = 0, p, while 
Ef is small in the vertical plane f = p/2, 3p/2. The amplitude patterns are symmetrical about 

FIGURE 5-14 Schematic of current distribution in (a) resonant loop 
and in (b) the approximately equivalent pair of dipoles

FIGURE 5-15 Far-zone electric field for loop with bb = 
1.0, Ω = 10: (a) Horizontal-plane field pattern |Ef|, q = p/2;  
(b) Vertical-plane field pattern |Eq|, f = p/2, 3p/2; (c) Vertical-
plane field pattern |Ef|, f = 0, p
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the plane q = p/2 and f = 0, p owing to the geometrical symmetry of the loop, and they are 
nearly symmetrical about the plane f = p/2, 3p/2, because of the dominance of the term 2I1 
cos f in the current distribution. At the maxima (q = 0, p) of the bidirectional pattern, the 
electric field is linearly polarized in the direction ŷ.

To help with the visualization of the electric field, three-dimensional amplitude patterns 
for the electrically small loop and the resonant loop are presented in Figure 5-16. Each 
drawing is a series of patterns on planes of constant angle f; only the patterns in the upper 
hemisphere (0 ≤ q ≤ p/2) are shown, since those in the lower hemisphere are identical.

The directivity of the circular loop in the direction q = 0 or p is shown as a function of the 
electrical size bb in Figure 5-17; it is about 3.4 dB for bb = 1.0 and has a maximum of about 
4.5 dB for bb = 1.4. The directivity is fairly independent of the parameter Ω for bb ≤ 1.4.

FIGURE 5-16 Far-zone electric field patterns in upper hemisphere: 
(a) Electrically small loop, bb = 1; (b) Resonant loop, bb = 1.0

FIGURE 5-17 Directivity of circular-loop antenna for q = 0,  
p versus electrical size (circumference/wavelength)
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The resonant loop antenna is attractive for practical applications because of its moderate 
input resistance and symmetrical field pattern with reasonable directivity. The bidirectional 
nature of its pattern, however, is usually not desired, and a reflector or an array of loops is 
used to make the pattern unidirectional.

For most antenna problems, the far-zone field described previously is of interest; how-
ever, for some applications the field close to the loop may be required. Expressions for the 
near field of the circular-loop antenna with uniform current or the Fourier series representa-
tion in Eq. 5-22 have been obtained using various methods.18

Circular Loop with Planar Reflector

The pattern of the resonant loop is made unidirectional and the directivity in the direction 
q = 0 is increased by placing the loop over a planar reflector. The theoretical results for 
an infinite perfectly conducting reflector (Figure 5-18) show that the directivity is greater 
than 9 dB for spacings between the loop and the reflector in the range 0.05 ≤ d/l ≤ 0.2.19 
Over this same range of spacings, the input impedance Z = R + jX (Figure 5-19) has values 
that are easily matched: the resistance is reasonable (R ≤ 135 Ω), and the reactance is small 
(|X| ≤ 20 Ω).

The theoretical results for an infinite reflector are in good agreement with measured 
data for finite square reflectors of side length s. The directivities measured by Adachi and 
Mushiake20 (Figure 5-18) for a reflector with s/l = 1.2 and d/l ≤ 0.26 are slightly higher 
than those for an infinite plane, while the input impedances measured by Rojarayanont and 
Sekiguchi21 (Figure 5-19) show variations with reflector size, 0.48 ≤ s/l ≤ 0.95, but general 
agreement with the results for an infinite plane.

Electric field patterns measured by Rojarayanont and Sekiguchi21 for resonant loops 
one-quarter wavelength, d/l = 0.25, in front of square reflectors are shown in Figure 5-20. 
The shaded area in each figure shows the variation in the pattern that is a result of changing 
the size of the square reflector from s/l = 0.64 to s/l = 0.95.

FIGURE 5-18 Directivity of circular-loop antenna, bb = 1.0, 
for q = 0 versus distance from reflector d/l. Theoretical curve 
is for infinite planar reflector; measured points are for square 
reflector.
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Coaxial Arrays of Circular Loops

Loop antennas, like linear antennas, can be combined in an array to improve perfor-
mance. The most common array of circular loops is the coaxial array in which all the 
loops are parallel and have their centers on a common axis; an example of a coaxial array 

FIGURE 5-19 Input impedance of circular-loop antenna, bb = 
1.0, versus distance from reflector d/l. Theoretical curves are for 
infinite planar reflector; measured points are for square reflector.

FIGURE 5-20 Measured far-zone electric field 
patterns for loop with bb = 1.0 over square reflector, 
d/l = 0.25. Inner curve s/l = 0.95; outer curve s/l = 
0.64. (a) Vertical-plane field pattern |Eq|, f = p/2, 3p/2.  
(b) Vertical-plane field pattern |Ef|, f = 0, p. (Measured 
data from Rojarayanont and Sekiguchi)
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is shown later in the inset of Figure 5-22. The Fourier-series analysis for the single loop is 
easily extended to the coaxial array when all the driven loops are fed at a common angle, 
e.g., f = 0 in Figure 5-1. The current distribution in each loop is expressed as a series 
of trigonometric terms like that in Eq. 5-22. The simplicity of the analysis results from 
the orthogonality of the trigonometric terms, which makes the coupling between loops 
occur only for terms of the same order n. Thus, if all the driven loops in the array are near 
resonant size, bb ≈ 1, the term n = 1 is the dominant one in the current distributions for 
all loops; i.e., the current is approximately proportional to cos f in all loops.

When all the elements in the loop array are driven, the same procedures that are used 
with arrays of linear elements can be applied to select the driving-point voltages to opti-
mize certain parameters, such as directivity.22 The feed arrangement needed to obtain the 
prescribed driving-point voltages, however, is very complex for more than a few elements 
in the array. As a result, a simpler and more economical arrangement, an array containing 
only one driven element and several parasitic loops, is often used (a parasitic loop is a 
continuous wire with no terminals).

When a single, closely spaced parasite is used with a driven loop, the parasite may act as 
a director or as a reflector. This is illustrated in Figure 5-21, in which electric field patterns 
are shown for a driven loop (bb2 = 1.0) and a parasitic loop with the spacing d/l = 0.1. For 
loops of the same electrical size (bb1 = bb2 = 1.0), the maxima in the pattern at q = 0, p are 
nearly equal. The parasitic loop that is slightly smaller than the driven loop (bb1 = 0.95) acts 
as a director, producing a maximum in the pattern at q = p, while the parasitic loop that is 
slightly larger than the driven loop (bb1 = 1.05) acts as a reflector, producing a maximum 
in the pattern at q = 0. This behavior is very similar to that observed for a resonant linear 
antenna with a closely spaced parasite.

The driven loop of electrical size bb2 = 1.2 (Ω2 = 11, a1 = a2) with a single parasite was 
studied in detail by Ito et al.23 In that study, the optimum director was determined to be a 
loop with bb1 ≈ 0.95 and spacing d/l ≈ 0.10. This produced a directivity of about 7 dB at 
q = p. The optimum reflector was a loop with bb1 ≈ 1.08 and a spacing d/l ≈ 0.15. This 
produced a directivity of about 8 dB at q = 0. Note that, for this case, the optimum director 
and the optimum reflector are both smaller than the driven loop.

A Yagi-Uda array of loops with a single reflector (element 1), an exciter (the driven 
element 2), and several directors of equal size bb and equal spacing d/l is shown in the 

FIGURE 5-21 Far-zone electric field patterns |Ef| in plane f = 0, p for driven loop with single  
parasite, bb2 = 1.0, d/l = 0.1, Ω1 = Ω2 = 20
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inset of Figure 5-22.* As in its counterpart with linear elements, in the Yagi-Uda array 
of loops the reflector-exciter combination acts as a feed for a slow wave that propagates 
along the array of directors.24 The lowest-order propagating wave (mode) exists for direc-
tors less than about resonant size (bb ≤ 1.0) with spacings less than about a half wave-
length (d/l ≤ 0.5).25 An array supporting this mode has an end-fire pattern with a linearly 
polarized electric field at the maximum, q = 0.

The procedure for designing a Yagi-Uda array of loops is the same as for an array 
with linear elements.26 The isolated reflector-exciter combination is usually chosen to have 
maximum directivity in the direction q = 0. For example, the optimized two-element array 
described previously might be used. The number, size, and spacing of the directors are 
then adjusted to obtain the desired performance, such as specified end-fire directivity. The 
maximum end-fire directivity is determined by the electrical length of the array L/l (L is 
the distance from the exciter to the last director). The larger the number of directors within 
the length L, the smaller the electrical size of the directors will be for maximum directivity, 
typically 0.8 ≤ bb ≤ 1.0.

As an example, the directivity of a Yagi-Uda array of loops with the director spacing 
d/l = 0.2 is shown as a function of the number of directors or the length of the array L/l 
in Figure 5-22. Two theoretical curves and two sets of measured data are shown. All the 
results agree to within about 1 dB, even though they are for different reflector-exciter com-
binations and slightly different director sizes.†

*In the literature of amateur radio the Yagi-Uda array of loops, usually square loops, is referred to as a quad antenna.
†The parameters used by the different investigators are Appel-Hansen, bb1 = bb2 = 1.10, d12/l optimized for the 
isolated reflector-exciter, and bb optimized for each length L/l; Takata and Sekiguchi, bb1 = 1.05, bb2 = 1.20, 
d12/l = 0.15, and bb optimized for each length L/l; Shoamanesh and Shafai (1979), b1b = 1.05, bb2 = 1.10,  
d12/l = 0.1, and bb = 0.9 for all lengths L/l.

FIGURE 5-22 Directivity of Yagi-Uda array of circular-loop antennas for q = 0 versus number of directors, 
director spacing d/l = 0.2

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Loop Antennas



5-18 CHAPTER FIVE 

Arrays can also be formed using the half-loop antenna shown in Figure 5-11b as the 
element.27 The coaxial loops can be fed individually, used as parasites, or they can be con-
nected in series by transmission lines below the image plane and fed at a single point, as 
in Figure 5-23. In this arrangement, the spacing between the loops and the lengths of the 
transmission lines can be adjusted to change the field pattern of the array.

5.4 SHIELDED-LOOP ANTENNA

For certain applications it is desirable to position the terminals of the loop antenna precisely 
so as to produce geometrical symmetry for the loop and its connections about a plane 
perpendicular to the loop. This can often be accomplished by using the so-called shielded 
loop. Figure 5-24a is an example of a shielded receiving loop whose external surface is 
symmetrical about the yz plane.28

With reference to Figure 5-24a, the thickness of the metal forming the shield is chosen 
to be several skin depths; this prevents any direct interaction between the currents on the 
internal and the external surfaces of the shield. The effective terminals of the loop antenna 
are at the ends of the small gap AB. The inner conductor and the shield form a coaxial 
transmission line of length h + pb connecting the gap with the load impedance ZS. Thus, 
the effective load impedance ZL at the gap is ZS transformed by the length of transmission 
line h + pb.

The receiving antenna in Figure 5-24a is easily analyzed by considering the loop, 
Figure 5-24b, and the transmission line, Figure 5-24c, separately. The incident field 
produces a current on the external surface of the shield; the current passes through the 
effective impedance ZL, producing the voltage VL, which for an electrically small loop 
can be determined from Eqs. 5-12 and 5-14. This voltage is transmitted over the coaxial 
line to become VS at the load impedance ZS.

Other examples of the shielded loop are shown in Figure 5-25. A balanced version of 
the loop in Figure 5-24a is in Figure 5-25a, and a method for feeding a loop in front of a 
planar reflector is in Figure 5-25b.

To illustrate a typical use of the shielded loop, consider the electrically small receiving 
loop placed in an incident linearly polarized electromagnetic plane wave with the wave 

FIGURE 5-23 Coaxial array of half-loop antennas. Spacing between 
loops and lengths of interconnecting transmission lines can be adjusted 
to change field pattern of the array.
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vector ki, as in Figure 5-26. This is the same geometry as in Figure 5-5, except that the 
terminals of the loop are at the angle f = fL instead of f = 0, and fi = p, yi = 0. The loop 
in this example might be an antenna in a direction finder with the direction of the incident 
wave to be determined by placing a null of the field pattern in the direction of ki.

FIGURE 5-24 (a) Shielded-loop antenna (b) with equivalent antenna 
and (c) equivalent transmission line

FIGURE 5-25 (a) Balanced shielded-loop antenna and (b) method of feed-
ing loop antenna in front of planar reflector
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The voltage at the open-circuited terminals of the electrically small loop, determined 
from the Fourier-series analysis, is approximately*

 V j AB j bi
i LOC = −ω θ β φ(sin cos )2  (5-23)

For many applications, the second term in Eq. 5-23 is negligible, since bb  1 for an 
electrically small loop. In other applications, however, this term may represent a significant  
contribution to the response. For example, the sensitivity of the antenna in the direction finder 
is decreased by this term because it fills in the nulls of the sin qi field pattern (for bb = 0.1,  
fL = 0, the minima in the pattern are only 14 dB below the maxima).

The second term in Eq. 5-23 can be made insignificant by reducing the electrical size 
of the loop bb; however, this will also decrease the sensitivity, because the area of the loop 
is decreased. An alternative is to make this term zero by placing the terminals of the loop 
precisely at fL = ± p/2 (cos fL = 0). This can be accomplished by using a shielded loop as 
in Figure 5-24a or Figure 5-25a.

5.5 PULSE-EXCITED CIRCULAR-LOOP ANTENNA

In the treatment presented so far, the performance of the loop antenna has been described for 
harmonic time dependence, which is the case for most practical applications. However, there 
are instances when the loop antenna is used with pulse excitation, such as in some proposed 
ultra-wideband communications systems. With pulse excitation, the time delay between 
pulses can be used to identify the radiation from different points on the loop, and this provides 
some physical insight into how the loop radiates energy. The details for the calculations are in 
the literature,29 and only a qualitative description for the radiation will be given here.30

When the circular loop is excited by a voltage pulse, such as a Gaussian, pulses of 
charge travel around the loop at roughly the speed of light, c: a positive pulse travels in 
the clockwise direction, and a negative pulse travels in the counterclockwise direction, 
as shown in Figure 5-27a. When these pulses have traveled once around the loop, they 
return to the source, where they are partially absorbed and partially transmitted, as shown 
in Figure 5-27b. This process is repeated until there is no more charge left on the loop.  

*Eq. 5-23 is a more accurate formula than Eq. 5-12, which is also for the open-circuited voltage of the electrically 
small loop. It contains an additional term not in Eq. 5-12, the second term in the parentheses, which is proportional 
to bb. When bb  1, Eq. 5-23 reduces to Eq. 5-12 with N = 1, and yi = 0.

FIGURE 5-26 Receiving loop in plane-wave incident field
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The far-zone electric field produced by one of these pulses of charge, the positive one traveling 
in the clockwise direction once around the loop, is described schematically in Figure 5-27c. 
For this example, the width of the pulse is small compared with the time for light to travel 
around the perimeter of the loop (2pb/c), and the time history of the field is shown for one 
angle of observation in the plane of the loop, c = 3p/4 = 135°.

Three wavefronts can be distinguished in Figure 5-27c.30 The wavefronts W1 and 
W3 are produced when the pulse of charge leaves the source and when it is absorbed/ 
transmitted at the source, respectively. The wavefront W2 is continuously produced as 
the pulse propagates around the loop. Wavefront W2 appears to originate at a point on the 
loop where the tangent line to the loop points in the direction of the observer. As indicated 
in the figure, this can be ascertained from the time of arrival of W2 relative to W1. The 
radiation from the negative pulse of charge in Figure 5-27a and from all of the subsequent 
pulses, Figure 5-27b, can be obtained in a similar manner.

A simple analogy can be constructed between the radiation from this loop and the radia-
tion from a moving point charge.30 The radiation arising at the source, wavefronts W1 and 
W3, is analogous to the radiation that occurs when a point charge is accelerated in a direc-
tion parallel to its velocity (bremsstrahlung), and the radiation that occurs along the loop, 
wavefront W2, is analogous to the radiation that occurs when a point charge is accelerated 
in a direction normal to its velocity (synchrotron radiation).

When the loop is excited with a time–harmonic signal, a cosinusoid, each half of the 
cosinusoid can be considered to be a pulse. The radiation is then that due to a train of 
positive and negative pulses of charge—the positive pulses being separated in time by the 
period of the cosinusoid, T = 2p/w = l/c. Notice that the charge on the loop from consecu-
tive positive pulses will add when the travel time around the loop is T. This occurs for bb = 
2pb/l = 1, which is the condition for resonance stated earlier in connection with the input 
impedance of the loop.

FIGURE 5-27 Schematic drawings for pulse-excited circular-loop antenna. (a) Pulses of charge leaving 
source and traveling around loop. (b) Pulses of charge after completing one trip around loop and passing 
through source. (c) Time history of far-zone electric field radiated by loop. Results are shown in the plane of 
the loop for the radiation due to the positive pulse of charge making one trip around the loop.
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In practical applications, it may be desirable to eliminate or reduce the amplitude of 
some of the pulses radiated by the loop. This can be accomplished by incorporating discrete 
or continuous resistive loading along the wire of the loop.30,31

5.6 ADDITIONAL TOPICS

The brevity of this review requires omission of many interesting topics concerning loop 
antennas. In recent years there has been considerable study of loop antennas in close prox-
imity to or embedded in material media such as the ocean, the earth, and biological tissue. 
The electrical characteristics of loops in these instances can be quite different from those of 
loops in unbounded free space, as described in this review. The major applications of this 
work are in the areas of subsurface communication and detection (geophysical prospecting) 
and the study of the interaction of electromagnetic radiation with biological systems.

The loop antenna near a planar interface separating two semi-infinite material regions, 
such as the air and the earth, has been investigated extensively. When the loop is electrically 
small, it can be approximated by an elementary magnetic dipole, and the electromagnetic 
field away from the loop can be determined from the classical analysis of Sommerfeld.32 
If the field near the electrically small loop is required, the approximation by a magnetic 
dipole may no longer be adequate, and a loop with a finite radius and a uniform current 
must be considered.33 For the electrically large loop near a planar interface, an analysis that 
allows a nonuniform current in the loop, such as the Fourier-series analysis for the circular 
loop,34 must be used.

The performance of a loop embedded in a material can be altered significantly by plac-
ing the loop in a dielectric cavity, such as a sphere, to form an insulated loop. The electrical 
size and shape of the insulating cavity and the location of the loop in the cavity can be used 
to control the electromagnetic field and input impedance of the antenna.35

Models have been developed to analyze a loop antenna placed near the human body, 
and the results have been used for two different purposes.36 In one case the concern is the 
possible hazard due to the electromagnetic energy deposited in the body. In the other case 
the concern is the effect the body has on the performance (impedance and pattern) of a loop 
antenna contained in a personal communications device, such as a pager.
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6.1 THE DEFINITION OF ELECTRICALLY SMALL

The definition of an electrically small antenna can be somewhat ambiguous. Often the 
definition of a small antenna is one having overall dimensions (including any ground plane 
image) less than one-quarter wavelength (l/4), one-eighth wavelength (l/8), or one-tenth 
wavelength (l/10). In previous editions of this Handbook and in his work on small anten-
nas,1 Wheeler defined the small antenna as one whose volume occupies a small fraction 
of one radiansphere. The radiansphere is a spherical volume having a radius of l/2p.2 The 
significance of the radiansphere dimension is that it is approximately the region surround-
ing the small antenna primarily occupied by the stored or reactive energy of its near electric 
and magnetic fields.

The electrical size or volume of the small antenna is defined by the value of ka, where 
k is the free-space wavenumber 2p/l, and a is the radius of an imaginary sphere circum-
scribing the maximum dimension of the antenna, as illustrated in Figure 6-1. Figure 6-1 
illustrates the definition of a for both a free-space dipole-like antenna and a monopole-like 
antenna that requires a ground plane for operation. If the finite ground plane is sufficiently 
large so the monopole’s impedance is similar to that exhibited by the monopole on an 
infinite ground plane, the dimensions of the ground plane do not need to be included in the 
definition of a. However, if the size and shape of the finite ground plane or the location of 
the monopole on the ground plane are such that the monopole’s impedance is remarkably 
different from that exhibited by the monopole on an infinite ground plane, the dimensions 
of the ground plane structure generally need to be included in the definition of a.

Wheeler’s statement that the small antenna is one occupying a small fraction of the 
radiansphere has led to the commonly accepted electrical size limit for an electrically small 
antenna being ka ≤ 1. Examination of Wheeler’s work3,4 and the work of Adler et al5 reveals 
that they describe the small antenna as having a maximum dimension less than the radian 
length, l/2p. From the definition of a in Figure 6-1 being one-half the antenna’s maximum 
dimension, this defines a value of ka = 0.5 as the electrical size limit for the electrically 
small antenna. You could argue that this lower value of ka simply makes the definition of an 
electrically small antenna more stringent. However, examining the impedance properties of 
a number of electrically small wire antennas, it becomes evident that many small antennas 

FIGURE 6-1 Definition of the radius a of an imaginary sphere circumscribing the maximum dimension of 
a free-space dipole-like antenna and monopole-like antenna mounted on a ground plane
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exhibit similar behavior near the ka = 0.5 limit. As an example, the radiation resistances 
of certain classes of small dipole and monopole wire antennas converge to the value of the 
radiation resistance of the straight-wire dipole or monopole of the same height near ka = 
0.5, independent of their total wire length or geometry.6,7 For these reasons, the definition 
of an antenna being electrically small is taken to be one where ka ≤ 0.5.

6.2 THE ELECTRICALLY SMALL  
TRANSMIT ANTENNA

The feedpoint impedance of an antenna is defined as ZA(w) = RA(w) + jXA(w), where RA(w) 
is the frequency dependent feedpoint resistance, XA(w) is the frequency dependent feed-
point reactance, and w is the radian frequency 2pf, where f is the frequency in Hz. The 
frequency dependent resistance contains both radiation [Rr(w)] and loss [Rl(w)] terms from 
which the antenna’s frequency dependent radiation efficiency [hr(w)] is determined using

 η ω
ω
ω

ω
ω ωr
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r
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R R
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( )

( )
( ) ( )

= = +
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The electrically small antenna behaves as either a lossy capacitor (C), a lossy inductor 
(L), or a combination of both, and its feedpoint impedance takes the form of a series or par-
allel RLC circuit. Because it behaves similarly to a lossy circuit element, it is often conve-
nient to describe the properties of the small antenna in terms of circuit equivalent concepts, 
particularly the radiation power factor (P), quality factor (Q), fractional bandwidth (FBW), 
efficiency (h), and impedance matching. These will be discussed in later sections.

Consider the electrically small antenna connected to a transmitter or source through 
a lossless transmission line as illustrated in Figure 6-2. The source is represented by a 
Thevenin equivalent circuit having a voltage VS(w) and an impedance ZS(w) that are both 
assumed to be real and constant for all values of w. The transmission line is assumed to have 
a real characteristic impedance ZCH = RCH. For simplicity in the transmission line and circuit 
analysis, it is also assumed that RCH = ZS(w) = RS. The feedpoint impedance of the electri-
cally small antenna is represented by a series RLC circuit (equivalent to a lossy capacitor) 
or by a parallel RLC circuit (equivalent to a lossy inductor).

The primary design objective when using the small antenna in the transmit mode is to 
radiate as much of the available source power as possible. The amount of power radiated 
by the small antenna is a function of two factors: the impedance match (or mismatch) 
between the antenna and the source (including the feeder transmission line), and the 

FIGURE 6-2 Series and parallel RLC equivalent circuits that can be used to represent the frequency 
dependent feedpoint impedance of the electrically small antenna
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antenna’s radiation efficiency. The level of impedance mismatch between the antenna 
and the source is characterized by using the antenna’s VSWR, which is given by

 
VSWR( )

| ( )|
| ( )|

ω ω
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−
1
1

Γ
Γ  

(6-2)

where Γ is the usual reflection coefficient given by
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If the source drives the input of the lossless transmission line with a forward power, 
PFWD, the total power incident at the antenna’s feedpoint terminal is PINC = PFWD, and the 
total power accepted by (delivered to) the antenna, PA, is given by

 P PA = −( | | )1 2Γ INC  (6-4)

The total power radiated by the antenna, Pr, is a function of the antenna’s radiation 
efficiency and is given by

 P Pr r A= η  (6-5)

Very often it is convenient to define the antenna’s overall or realized efficiency, which 
is defined as the ratio of radiated power to incident power. The previously defined radia-
tion efficiency of the antenna is the ratio of radiated power to accepted power. The realized 
efficiency of the antenna is given by

 η ω η ω ω0
21( ) ( ) [ | ( ) | ]= = −P

P
r

r
INC

Γ  (6-6)

Radiating most of the available source power (PINC) requires the small antenna to have 
high radiation efficiency and a reasonable impedance match to the source and feeder trans-
mission line. The small antenna will radiate the same total power as any other antenna 
having the same values of radiation efficiency and VSWR, independent of its size relative 
to the operating wavelength. That said, achieving high efficiency and a good impedance 
match with an electrically small antenna can be challenging.

Finally it is important to note that the concept of designing the small antenna to match 
the impedance of free-space is not valid. All small antennas, regardless of size or geometry, 
are inherently matched to free-space. The only design issues to consider in determining 
the amount of radiated power are the antenna’s radiation efficiency and VSWR: the small 
antenna must be impedance matched to the source.

6.3 THE ELECTRICALLY SMALL DIPOLE  
AND LOOP ANTENNAS

Prior to introducing the equivalent circuit concepts of radiation power factor, quality 
factor, fractional bandwidth, and impedance matching, the basic performance proper-
ties and characteristics of the electrically small dipole and loop antennas are described. 
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These basic antenna elements are the foundation or starting point for the design of 
virtually all electrically small antennas. In some manner, all electrically small antenna 
designs can be shown to be derivatives of the simple straight-wire dipole, monopole, 
or loop antennas.*

The straight-wire dipole and circular loop antennas are depicted in Figure 6-3. The 
straight-wire dipole has an overall length l and a conductor diameter d. The circular loop 
has a circumference C and a conductor diameter d. The basic performance properties of 
interest include the feedpoint radiation and loss resistances, the feedpoint reactance, radia-
tion efficiency, VSWR, directivity, gain, bandwidth, and quality factor. The bandwidth and 
quality factor of these antennas will be discussed in the next section.

The impedance properties of a straight-wire dipole antenna, having a length l = 1 m 
and a conductor diameter d = 5 mm (l/d = 200), are depicted in rectangular and Smith 
Chart format in Figure 6-4 over a frequency range of 5 through 150 MHz. The properties 
of the dipole are simulated using the NEC4 engine of EZNEC/4 Pro.8 Copper conductor 
loss is included in these results. The straight-wire dipole exhibits its first natural resonance 
[XA(w0) = 0] at an approximate radian frequency w0 ≈ cp/l, where c is the speed of light in a 
vacuum. This first natural resonance is a series resonance, where the frequency derivative 
of the feedpoint reactance at the resonant frequency [X′(w0)] is greater than zero. The first 
natural resonant frequency for the dipole is approximately 142 MHz.

Below the first natural resonant frequency, the straight-wire dipole’s feedpoint reac-
tance is always negative (capacitive) and approaches –∞ as w → 0. The radiation resistance 
of the dipole approaches 0 as w → 0. At DC, the dipole is an open circuit. At frequencies 

* In some instances, the electrically small antenna can be shown to be a derivative of the basic slot radiator.

FIGURE 6-3 Depictions of the straight-wire dipole and circular loop antennas. The 
straight-wire dipole has an overall length l and a conductor diameter d. The circular loop has 
a circumference C and a conductor diameter d.
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near and below the small antenna limit, the radiation resistance of the straight-wire dipole 
is approximately given by9

 R
l

r
d ≈ 





20 2
2

π λ
 (6-7)

which illustrates the radiation resistance’s w2 behavior at low frequencies. The decreas-
ing value of radiation resistance and the increasing value of capacitive reactance result in 
very high values of VSWR at low frequencies. The VSWR (ZCH = 50 Ω) of the 1-m dipole 
antenna as a function of frequency is presented in Figure 6-5. At values of ka ≤ 0.5 ( f ≤ 
47.7 MHz), the VSWR approaches values in excess of several thousand, making it imprac-
tical to deliver power to the dipole using a practical transmission line.

FIGURE 6-4 Feedpoint impedance of the straight-wire dipole antenna having an overall length of 1 m 
and a conductor diameter of 5 mm

FIGURE 6-5 VSWR of the straight-wire dipole antenna having an overall 
length of 1 m and a conductor diameter of 5 mm
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To calculate the radiation and realized efficiency of the small dipole, its loss resistance 
must be determined. If the skin depth d in the conductor is somewhat less than d/2, the loss 
resistance of the dipole can be approximated as10

 R
l
d

l
d

kc
l
d = ≈ρ

π δ π
µ ρ

2 2 2
0  (6-8)

where r is the resistivity of the conductor and m0 is the permeability of free-space. For d 
somewhat greater than d/2, the loss resistance of the small dipole can be approximated by 
R l dl

d ≈ 2 2ρ π/( ). To obtain the approximation of loss resistance in Eq. 6-8, it is assumed 
that the current on the dipole has a cosine dependence over the length of the conductor and 
that the current density decays exponentially from its value at the surface of the conductor.

The radiation efficiency of the dipole versus frequency is presented in Figure 6-6 for 
several values of conductor diameter d. Well below values of ka = 0.5, the radiation effi-
ciency of the small dipole remains in excess of 90 percent for conductor diameters larger 
than 0.5 mm. It is not until the value of ka is much less than 0.5 that the radiation efficiency 
of the small dipole diminishes to values where it rapidly approaches 0. This illustrates that 
reasonably high values of radiation efficiency can be achieved with an electrically small 
antenna provided the physical constraints allow the use of a suitable diameter conductor.*

In low-frequency applications ( f ≤ 3000 MHz), where electrically small antennas are 
more typically used, high radiation efficiencies can be achieved at small values of ka. In 
these applications, the overall or realized efficiency of the small antenna is diminished sig-
nificantly by the mismatch loss associated with the antenna’s high VSWR. From a practical 
perspective, the first significant design challenge in using an electrically small antenna is 

* It is an important point to note here that the radiation efficiency of the dipole (or any small antenna) does not scale 
with ka (frequency). If the frequency, length, and diameter of the dipole (antenna) are simultaneously scaled, the 
radiation efficiency will not remain the same as a function of ka. This is addressed in more detail in Section 6.5.

FIGURE 6-6 Radiation efficiency of the straight-wire dipole antenna hav-
ing an overall length of 1 m and a conductor diameter d. Radiation efficiency 
curves are presented for several values of conductor diameter.
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improving its VSWR by matching the antenna to the feeder transmission line. Often the 
impedance matching process is itself inefficient, particularly if low Q (lossy) circuit ele-
ments are used to match the antenna. Losses within the matching network further reduce 
the realized efficiency of the small antenna.

A similar discussion on impedance and efficiency holds for the circular loop antenna, 
also depicted in Figure 6-3. A circular loop antenna, having a circumference C, exhibits its 
first natural resonance [XA(w0) = 0] at an approximate radian frequency w0 ≈ cp/C. This first 
natural resonance is a parallel resonance or antiresonance, where the frequency derivative of 
the feedpoint reactance at the antiresonant frequency [X′(w0)] is less than zero. At its antireso-
nant frequency, the loop’s resistance can be several thousand ohms, and the loop essentially 
behaves as an open circuit. All antennas, over some ranges of frequency, exhibit antiresonant 
behavior where X′(w0) < 0 and the antenna does not obey the Foster reactance theorem.11

At this point, several choices of loop circumference could be considered. A circular 
loop antenna with a circumference C = 1 m could be considered, in which case the conduc-
tor length would be the same as that of the small dipole. This loop would have a diameter 
equal to 1/p and would therefore occupy substantially less overall volume than the 1-m 
dipole. The first natural antiresonant frequency of this loop (≈140 MHz, for d = 5 mm) 
would nearly equal the first natural series resonant frequency of the dipole. The frequency 
at which ka = 0.5 (149.9 MHz) is approximately equal to the natural antiresonant frequency 
of the loop, substantially higher than the frequency at which ka = 0.5 for the dipole. For 
this reason, a loop having a diameter equal to 1 m is considered, so that the loop and dipole 
occupy the same overall volume and the frequencies at which ka = 0.5 for each are identi-
cal. The circumference of the loop is equal to 3.14 (p) m, and its first natural antiresonant 
frequency is approximately 45 MHz, which is substantially less than the first resonant 
frequency of the dipole as a result of its much longer conductor length.

The impedance of a lossy circular loop antenna having a circumference C = 3.14 m 
and a conductor diameter d = 5 mm is depicted in Figure 6-7 over a frequency range 
of 5 through 150 MHz. Below the first natural antiresonant frequency, the circular loop’s 
feedpoint reactance is always positive (inductive) and approaches 0 as w → 0. The radia-
tion resistance of the loop also approaches 0 as w → 0. At DC, the loop is a short circuit.  

FIGURE 6-7 Impedance of the circular loop antenna having a circumference of 
3.14 m and a conductor diameter of 5 mm
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At frequencies near and below the small antenna limit (ka ≤ 0.5), the radiation resistance 
of the loop is approximately given by9

 R N
C

r
l ≈ 





20 2 2
4

π λ
 (6-9)

where N is the number of total turns in the loop. The low-frequency behavior of the loop 
is substantially different from the low-frequency behavior of the dipole. While the dipole’s 
radiation resistance exhibits an w2 behavior, the loop’s radiation resistance exhibits an w4 
behavior. This behavior has significant impact on the loop’s efficiency and bandwidth prop-
erties at small values of ka. Similar to the dipole, the loop’s decreasing value of radiation 
resistance results in very high values of VSWR at low frequencies, making it impractical 
to deliver power to the loop with typical transmission lines.

As with the dipole, calculating the radiation and realized efficiency of the small loop 
requires determining its loss resistance. If the skin depth d in the conductor is somewhat 
less than d/2, the loss resistance of the circular loop can be approximated as10

 R
NC

d
NC

d
kc

l
l ≈ ≈ρ

π δ π
µ ρ0

2
 (6-10)

For d somewhat greater than d/2, the loss resistance of the small circular loop can be approx-
imated by R NCl

d ≈ 4 2ρ πρ/ . It is assumed that the current does not vary around the loop and the 
current density decays exponentially from its value at the surface of the conductor.

The radiation efficiency of the loop versus frequency is presented in Figure 6-8 for a con-
ductor diameter of 5 mm. For values of ka at and just below 0.5 ( f  ≤  47.7 MHz), the radia-
tion efficiency of the small loop remains in excess of 90 percent. However, with decreasing 
values of ka, the radiation efficiency of the loop diminishes and approaches 0 at a rate much 
quicker than that of the dipole due to the w4 dependence of the loop’s radiation resistance.  

FIGURE 6-8 Radiation efficiency of the circular loop antenna having a cir-
cumference of 3.14 m (a diameter of 1 m) and a conductor diameter d = 5 mm
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At very small values of ka, a small loop is substantially less efficient than a dipole having the 
same conductor diameter and occupying the same overall volume. This difference in radiation 
efficiency for small values of ka causes the loop’s quality factor and bandwidth properties to 
be substantially different from those of the small dipole. This will be discussed in detail in 
the next section.

A final point to note regarding the loop’s radiation efficiency is that it can be increased 
by increasing the number of turns in the loop. As the number of turns increases, the loop’s 
radiation resistance increases as N2 while the loop’s loss resistance increases as N.

The final performance properties of the small dipole and loop considered in this section 
are the directivity and radiation patterns, which help to describe the fundamental operat-
ing mode of the antenna. The straight-wire dipole antenna operates in a fundamental TM 
(electric dipole) mode from frequencies where ka  0.5 through its first natural resonance. 
Throughout this entire range of frequencies, its radiation pattern is the well-known omni-
directional figure-eight. At its first natural resonant frequency, the directivity of the dipole 
is approximately 1.64 (2.14 dB).* As the value of ka decreases, the directivity of the dipole 
approaches a constant value of approximately 1.5 (1.76 dB). For the 1-m dipole having a 
conductor diameter of 5 mm, the directivity approaches the 1.76-dB value at a frequency 
just below the frequency where ka = 0.5.

The small circular loop antenna is generally presumed to operate in a fundamental 
TE mode, where it behaves equivalently to a magnetic dipole. Unlike the electric dipole, 
however, the radiation pattern (mode) of the small loop changes significantly from frequen-
cies where ka  0.5 through frequencies where ka approaches 0.5, and the loop operates 
near its first natural antiresonance. For the loop to operate in a fundamental TE (magnetic 
dipole) mode, the current distribution around the loop must be nearly constant. This occurs 
in regions where ka  0.5. The radiation pattern of the circular loop antenna at ka = 0.5 
(47.7 MHz) is presented in Figure 6-9a. The loop lies in the xy plane, and the radiation 

FIGURE 6-9 q-sweep plane radiation pattern of the circular loop antenna having a circumference of 3.14 m 
(a diameter of 1 m) and a conductor diameter d = 5 mm at frequencies of (a) 47.7 MHz and (b) 7 MHz

* The directivity of the half-wavelength dipole (which is not naturally resonant) is slightly higher, having a value 
that approaches 2.18 dB.
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pattern is an elevation (q) sweep. At this frequency the loop does not exhibit the radiation 
pattern of a magnetic dipole, where well-developed nulls should exist in the ± z-axis direc-
tions. The directivity at this frequency is less than expected for a small antenna operating 
in its fundamental mode. The directivity is approximately 1.4 dB.

With decreasing values of ka, the current distribution on the loop becomes constant, 
and well-developed pattern nulls in the ± z-axis directions are formed. For the circular loop 
considered here, the TE (magnetic dipole) mode develops at frequencies where ka < 0.1 
(≈10 MHz). The radiation pattern of the circular loop antenna at a frequency of 7 MHz is 
presented in Figure 6-9b. At this frequency the directivity approaches a constant value of 
approximately 1.5 (1.76 dB). The radiation efficiency of the loop in this frequency range is 
low, and the loop is an inefficient radiator.

6.4 POWER FACTOR, QUALITY FACTOR,  
AND BANDWIDTH

Wheeler introduced the concept of radiation power factor3 to quantify the radiation of real 
power from a small antenna that accepts a much larger value of reactive power. The power 
factor for small electric (dipole/capacitive) and magnetic (loop/inductive) antennas is 
defined in terms of equivalent circuit parameters (R, L, G, and C), depicted in Figure 6-10, 
and an equivalent cylindrical volume. Wheeler later provided further definition of radia-
tion power factor in terms of the antenna’s effective volume and in terms of the antenna’s 
resistance and reactance properties. Wheeler also defined power factor as the inverse of the 
antenna’s quality factor (Q).

The radiation power factor, P, is defined for electric and magnetic antennas in terms of 
their equivalent circuit parameters as

 
P

G
C

P
R

Le
e

m
m= =ω ω;

 
(6-11)

where Ge, Rm, C, and L represent the parameters of the equivalent circuits depicted in 
Figure 6-10. Both Pe and Pm can be expressed in terms of the small antenna’s feedpoint 
resistance and reactance as

 P
R
X

A

A

=
| |  (6-12)

FIGURE 6-10 Depictions of Wheeler’s equivalent circuits for the 
small electric and magnetic antennas
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For a lossless, electrically small antenna, both Pe and Pm exhibit an w 3 dependence. 
The radiation power factor is also defined in terms of the spherical radius of the antenna’s 
effective volume, a′, as

 P ka= ′2
9

3( )  (6-13)

which also exhibits an w 3 dependence. The maximum power factor attainable for any 
antenna occupying a physical volume of spherical radius a is given by

 P kamax ( )= 3  (6-14)

which implies that the maximum achievable effective volume is 1.651a for an antenna 
occupying a physical volume of spherical radius a. The significance of Eq. 6-14 is 
that it establishes an upper bound on the achievable power factor as a function of the 
antenna’s size relative to the operating wavelength. Given the inverse relation between 
power and quality factor, Eq. 6-14 also establishes a lower bound on Q as a function 
of the antenna’s size.

The Q and bandwidth are defined for the tuned or self-resonant small antenna.  
A tuned antenna is one whose feedpoint reactance is tuned to zero at a frequency w0 
using a lossless, single component (inductor or capacitor), series tuning circuit, having 
a reactance of XS(w0) = −XA(w0). The tuned antenna’s impedance is defined as Z0(w) = 
R0(w) + jX0(w) = RA(w) + j[XS(w) + XA(w)] and Z0(w0) = RA(w0). The quality factor of 
the tuned antenna, Q(w0), is defined in terms of the ratio of internal energy, W(w0), and 
accepted power, PA(w0), as12,13

 Q
W

PA
( )

| ( ) |
( )

ω ω ω
ω0

0 0

0
=  (6-15)

which has been shown to be approximately equal to13
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 (6-16)

In a communication system, engineers are generally more concerned with defining 
and characterizing the antenna’s operating bandwidth. This might lead you to question 
the necessity of characterizing the antenna’s Q. The Q of the small antenna is charac-
terized for two significant reasons. First, the bandwidth of an antenna is often ambigu-
ously defined. Bandwidth may be defined in terms of the conductance bandwidth or the 
VSWR bandwidth for an arbitrary choice of VSWR and an arbitrary choice of feeder 
transmission-line characteristic impedance, ZCH. Second, and more importantly, funda-
mental limits on the minimum achievable Q (the lower bound) can be defined in terms of 
the antenna’s size relative to the operating wavelength (ka). Characterizing the antenna’s 
Q allows you to quantify how well the antenna performs relative to theoretical limits. 
Third, if an inverse relationship between bandwidth and Q is established, a fundamental 
limit on the maximum achievable bandwidth in terms of the antenna’s size relative to 
the operating wavelength can be defined.

For these reasons, it is necessary to define a bandwidth that is related to the inverse of 
Q over a wide range of frequencies. A suitable definition of bandwidth for this purpose  
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is matched VSWR bandwidth,* FBWV(w0), where the VSWR (denoted by s) of the tuned 
antenna is determined under the condition that the characteristic impedance, ZCH, of the trans-
mission line connecting the antenna to the matched source is equal to the antenna’s feedpoint 
resistance at the tuned frequency: ZCH = Ra(w0). Matched VSWR bandwidth is equal to

 FBWV ( )ω ω ω
ω0

0
= −+ −  (6-17)

where w+ and w− are the frequencies above and below w0, respectively, where the VSWR 
is equal to s. Matched VSWR bandwidth and Q are related as13

 Q
s

sV
( )

( )
,ω

β
ω β0

0

2 1

2
1= = − ≤

FBW
 (6-18)

The approximations in Eq. 6-16 and Eq. 6-18 were derived in Yaghjian and Best13 
under the assumptions that the half-power matched VSWR bandwidth (s = 5.828:1) of the 
antenna is not too large and that the antenna exhibits a single resonance within its defined 
operating bandwidth. In some instances where the antenna exhibits multiple, very closely 
spaced resonances within its operating bandwidth and RA′(w) and XA′(w) approach 0, these 
approximations may not hold.

The lower bound on Q, often referred to as the Chu limit, is given by12,14

 Q
ka kalb r= +





η 1 1
3( )  (6-19)

For values of ka less than 0.5 (0.34), Eq. 6-19 is within 20 percent (10 percent) of the 
inverse of the upper bound on radiation power factor stated in Eq. 6-14. A significant point 
to note is that the Q of an electrically small antenna is often incorrectly assumed or stated 
to be equal to this lower bound. The Q of all electrically small antennas will be greater than 
this lower bound.

From Eq. 6-18 and Eq. 6-19, an upper bound on the maximum achievable matched 
VSWR bandwidth can be defined in terms of the antenna’s size relative to the operating 
wavelength (ka). This upper bound is given by

 FBWVub =
+

=
+

−1 2
1

1
1

13

2

3

2η
β

ηr r

ka

ka
ka

ka
s( )

( )
( )

( ) ss
 (6-20)

This upper bound is defined at the antenna’s feedpoint terminal and does not account 
for any realized increase in bandwidth that may occur through the use of external matching 
components. Additionally this upper bound is defined for a matched antenna (s = 1 at w0). 
It is well known that an increase in realized bandwidth can be achieved if the antenna is not 
perfectly matched at the tuned or self-resonant frequency.

* Often conductance bandwidth is related to the inverse of Q. Conductance bandwidth is defined as the accepted 
power bandwidth (typically the half-power bandwidth) of the antenna under the condition that the antenna’s feed-
point voltage is held constant versus frequency. This definition of bandwidth is valid provided that the tuned antenna 
operates in a resonance region where XA′(w0) > 0. If the tuned antenna is operated in an antiresonance region where 
XA′(w0) < 0, the conductance bandwidth cannot be defined. The matched VSWR bandwidth can be defined in all 
ranges of frequency, including regions of both resonance and antiresonance. 
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The Q of the small dipole (l = 1 m) is determined using Eq. 6-16 for the various values 
of conductor diameter d: 5 mm, 1 mm, 0.5 mm, and 0.1 mm. The Q’s of the lossy dipoles 
are compared with the lower bound on Q in Figure 6-11. The lower bound is presented for 
the lossless dipole since the lower bound for the lossy dipoles differs as a function of the 
dipoles’ radiation efficiencies. From Figure 6-11, the substantial difference between the 
dipole’s actual Q’s and the lower bound is evident. The Q’s of all the dipoles are substan-
tially higher than the lower bound. Note that the lower bound for the lossy antennas is less 
than the lower bound for the lossless antenna. While the lower bound exhibits a 1/w 3 fre-
quency dependence, the actual Q’s of the small dipoles exhibit a 1/w4 or 1/w 5 dependence. 
Similar behavior is also exhibited by the lossless dipole.

Since electrically small antennas exhibit behavior that can be generally described in 
terms of equivalent circuit elements, the Q of the small antenna is often approximated 
by the value of |XA|/RA. In Figure 6-12 the Q of the 5-mm-diameter dipole is compared 
with the corresponding values of |XA|/RA as a function of frequency. For ka < 0.5, where 
Q is typically very large, the value of |XA|/RA provides a reasonable approximation of the 
antenna Q. At ka = 0.5, the value of Q is approximately 206 and the value of |XA|/RA is 
approximately 187. With increasing values of ka and decreasing value of Q, the validity 
of the approximation degrades significantly. This is also true for electrically small anten-
nas that are designed to be self-resonant where XA(w0) = 0 and |XA|/RA = 0, implying a 
zero Q, which is not a valid result. There is no such thing as a zero Q electrically small 
antenna. The values of |XA|/RA must be used judiciously in approximating the value of 
antenna Q.

The behavior of the lossy loop antenna is substantially different from that of the lossy 
dipole antenna at small values of ka. The difference in their relative behavior is a function 
of the difference in the two antennas’ radiation efficiencies. This difference is a result of the 
w2 frequency dependence of the small dipole’s radiation resistance and the w4 frequency 
dependence of the small loop’s radiation resistance. The loss resistances of both the small 
dipole and loop are proportional to the conductor length, inversely proportional to the con-
ductor diameter, and exhibit an w½ dependence.

FIGURE 6-11 Q of the small, lossy, straight-wire dipole antenna and the lower 
bound on Q for the lossless dipole. The dipole has a length l = 1 m and a conductor 
diameter d = 5 mm.
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The Q of the lossy circular loop (C = 3.14 m, d = 5 mm) is compared with the corre-
sponding values of |XA|/RA and the lower bound on Q in Figure 6-13. In this instance, the 
lower bound is presented for the lossy antenna. In frequency ranges where ka  0.5 and 
the loop behaves as a magnetic dipole, the substantially decreasing radiation efficiency of 
the loop dominates its performance. At low frequencies, the Q of the loop is substantially 

FIGURE 6-12 A comparison of the small dipole’s Q and the value of |XA|/RA. 
The dipole has a length l = 1 m and a conductor diameter d = 5 mm.

FIGURE 6-13 A comparison of the small loop’s Q and the value of |XA|/RA. The 
lower bound on Q for the lossy loop is also presented. The loop has a circumference 
C = 3.14 m and a conductor diameter d = 5 mm.
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larger than the lower bound, but neither obeys a 1/w n dependence.* You must be cautious in 
measuring the bandwidth of the very small loop (ka  0.5) and interpreting its relation to 
the lower bound on Q. The bandwidth of the very small loop can increase with decreasing 
frequency, which is consistent with the lower bound for the lossless loop as is evident in 
Figure 6-13. In this frequency region the increase in bandwidth is coupled with a substantial 
decrease in radiation efficiency.

6.5 RADIATION EFFICIENCY AND REALIZED GAIN

Considering that there is a fundamental lower bound on the minimum achievable Q as 
a function of antenna size relative to the operating wavelength, you might assume that 
there is also a fundamental limit on the maximum realized gain that can be achieved as a 
function of antenna size. In fact, there is not, and the maximum theoretical gain that can 
be achieved by the electrically small antenna is its directivity. In practice, the antenna’s 
realized gain is of course limited by the antenna’s radiation and matching efficiencies. Any 
small antenna can be impedance matched to the source at any single frequency. The band-
width of the impedance match is defined by the inverse of Q and is generally limited by the 
frequency dependent VSWR (mismatch loss) rather than the frequency dependent radiation 
efficiency. Finally, if the antenna is impedance matched using an external matching net-
work, the ohmic losses within the matching circuit must be included in the determination 
of the antenna’s realized gain.

From Figure 6-6, it is evident that the small dipole can exhibit very high radiation effi-
ciencies given an appropriate choice of conductor diameter. At ka ≈ 0.229 (21.85 MHz), the 
radiation efficiency of the dipole is approximately 97.6 percent for a conductor diameter 
of 5 mm. However, the impedance of the dipole at this frequency is 1.02 – j2209 Ω, and 
the dipole’s realized gain in a 50-Ω system is approximately −42 dBi, which is primarily a 
result of the very high mismatch loss.

In previous editions of this Handbook, Wheeler discussed the relationship between 
radiation power factor and antenna gain. He stated that the operating efficiency (the real-
ized gain) of the small antenna is limited by its radiation power factor (or the inverse of Q). 
He also stated that in general, greater size yields greater efficiency and that a specified 
efficiency imposes a requirement of some size. These statements must be interpreted judi-
ciously in that you should not conclude that there is a fundamental relationship between 
realized gain and the antenna’s power factor (or the inverse of Q) and size (ka). As the value 
of ka decreases and there is a corresponding decrease in the maximum achievable power 
factor and minimum achievable Q, there is not a corresponding decrease in the maximum 
achievable realized gain.

In stating that the operating efficiency of the small antenna is limited by its radiation 
power factor, Wheeler assumed the presence of an external matching network that would 
be necessary to match the small antenna to some desired characteristic impedance. With a 
small value of radiation power factor, the small antenna would have a low resistance and 
correspondingly much higher reactance. When matching a small antenna with a lossy net-
work, greater matching efficiency can be achieved by increasing the value of the antenna’s 
resistance and decreasing the value of the antenna’s reactance: a higher power factor. In 
this context, greater operating efficiency can be achieved with a higher radiation power 
factor. However, concluding that a direct relation between realized gain and power factor 

* The Q of the lossless loop will always increase with decreasing frequency, and it will obey a 1/w n dependence.
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or Q holds in all cases or that power factor, Q, or antenna size (ka) limits the achievable 
radiation efficiency or realized gain would be a mistake.

Reconsider the dipole antenna having a realized gain of −42 dBi at 21.85 MHz  
(ka ≈ 0.229). At this frequency, the dipole’s Q is 2195, which is approximately 25 times 
the lower bound of 87.7. While there is substantial margin for improving the antenna’s Q, 
only marginal improvement can be achieved in terms of increasing the dipole’s radiation 
efficiency. Very often, techniques used to lower the antenna Q result in a decrease in radia-
tion efficiency. Similarly, an increase in radiation power factor does not always directly 
correspond to an increase in radiation efficiency. The radiation power factor of the dipole 
is approximately 4.64 × 10−4.

The small dipole can be impedance matched to 50 Ω using an external matching network 
comprised of a series inductor and a parallel inductor. Assuming that these lossy matching 
inductors have Q’s of 150,* the values of inductances necessary to match the dipole to 50 Ω 
(s = 1.043) are series inductance = 15.915 mH and parallel inductance = 0.251 mH. The total 
matching efficiency of this network (reflection + loss) is approximately 6.48 percent, and 
the realized gain of the antenna is increased from −42 dBi to −10.27 dBi.

The question to consider is how much can the realized gain of 
the small antenna be increased through judicious antenna design. 
With the series and parallel inductor matching circuit, there is 
substantial ohmic loss within the series inductor that is used to 
make the small dipole nearly resonant.** The same matching 
effect achieved with the lumped series inductor at the feedpoint 
can be implemented by adding more conductor length to the 
dipole and then winding it into a coil so as to maintain the same 
overall antenna length, l. This configuration is the well-known 
normal mode helix antenna.4,15 Incorporating series inductance 
within the antenna structure is generally more efficient than using 
a lumped series matching inductor at the feedpoint.

An example of a normal mode helix antenna, designed to be 
self-resonant near 21.5 MHz, is depicted in Figure 6-14. This 
normal mode helix has an overall length of 1 m and is self- 
resonant at a frequency of 21.46 MHz with a total feedpoint 
resistance of 2.87 Ω and a radiation efficiency of 79.1 percent. 
The conductor diameter is 5 mm. This antenna can be imped-
ance matched to 50 Ω using a parallel inductor (L = 0.091 mH; 
Q = 150) at the feedpoint, which reduces the realized efficiency 
and gain to 76.96 percent and +0.63 dBi, respectively. The 
match frequency is 21.37 MHz, slightly lower than the reso-
nant frequency of 21.46 MHz. The gain of the antenna is within 
1.16 dB of its directivity at ka = 0.224.

* For lumped circuit elements, Q is primarily used to characterize the efficiency of the element. The Q of the lumped 
circuit element is given by the ratio of the element’s reactance to its resistance, |X|/R, where R represents total ohmic 
loss. A high Q is desirable since it indicates that the circuit element has low ohmic loss and is more efficient. For 
antennas, the resistance (RA) represents the total power dissipation associated with both radiation and loss. A high 
radiation resistance is acceptable, and a low Q is desirable since it implies high bandwidth. For the lumped circuit 
element, a lower Q also indicates relatively wider bandwidth. The trade-off between bandwidth and loss is relevant 
for both the lumped circuit element and antenna. 

** In using a series parallel inductor combination to match a highly capacitive small antenna, the series inductor is used 
to reduce (tune) the high feedpoint capacitance at a frequency where the antenna is nearly resonant (the impedance has 
a small value of capacitive reactance). The parallel inductor is then used to transform the impedance to 50 Ω.

FIGURE 6-14 Depiction 
of the normal mode helix 
antenna having an overall 
length of 1 m and a conduc-
tor diameter of 5 mm. The 
resonant frequency of the 
antenna is 21.46 MHz.
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The same normal mode helix is also inherently matched to a characteristic impedance 
of 2.87 Ω at its self-resonant frequency. In a 2.87-Ω system, the antenna does not require 
further impedance matching, and it has a realized gain of approximately +0.75 dBi. A com-
parison of VSWR (mismatch loss) and radiation efficiency is presented in Figure 6-15. The 
radiation efficiency maintains a near constant value over a bandwidth much wider than that 
defined by the mismatch loss. The operating bandwidth of the small antenna is generally 
limited by the antenna’s mismatch loss rather than the antenna’s radiation efficiency.

Also note that the realized gain of the small antenna (the mismatch loss component) 
can be arbitrarily changed with selection of the characteristic impedance. The power factor 
and Q of the antenna are both independent of the choice of characteristic impedance, and a 
direct relationship between the antenna’s realized gain and Q cannot be established.

The Q of the normal mode helix at its resonant frequency (21.46 MHz) is approximately 
462, which is approximately five times the lower bound of 92. With the normal mode helix 
design, a substantially lower Q is achieved, but there is a decrease in radiation efficiency 
relative to the straight-wire dipole. The improvement in Q (or power factor) did not trans-
late into an improvement in radiation efficiency.

Wheeler defined both a radiation power factor (radiation Q) and a loss power factor 
(loss Q). The radiation and loss power factors of the small dipole at 21.85 MHz are 4.52 × 
10−4 and 1.12 × 10−5, respectively (these values are determined from R/|X|). The radiation 
efficiency of the small dipole is 97.6 percent. The radiation and loss power factors of 
the small normal mode helix at 21.46 MHz are 1.17 × 10−3 and 0.46 × 10−3, respectively 
(these values are determined from the inverse of Q since the value of R/|X| at the self- 
resonant frequency is undefined). The radiation efficiency of the small normal mode helix 
is 79.1 percent. The substantial increase in radiation power factor of the normal mode 
helix relative to the dipole did not translate into an increase in radiation efficiency.

The final point of discussion regarding the radiation efficiency of the small antenna is 
its behavior as a function of scaling the size of the small antenna with changes in frequency. 
The radiation efficiency of the small antenna is a function of its radiation and loss resis-
tances as defined in Eq. 6-1. Equations 6-7 and 6-9 show that the radiation resistances of the 
small dipole and loop scale with l/l and C/l, respectively. This is an expected result—if the 
antenna dimensions are doubled and the frequency is halved, maintaining the same value 
of ka, the antenna’s radiation resistance is expected to be the same. The same behavior 

FIGURE 6-15 The VSWR and radiation efficiency of the small normal 
mode helix antenna. The VSWR is calculated assuming that the characteris-
tic impedance of the feeder transmission line is equal to the antenna’s resis-
tance at the resonant frequency of 21.46 MHz.
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does not hold for the loss resistance of the small antenna. Equations 6-8 and 6-10 show that 
the loss resistance does not scale directly with frequency but rather changes as a function 
of w½. For this reason, the radiation efficiency of the small antenna does not scale with 
frequency or ka.

For example, the small normal mode helix antenna (l = 1 m; d = 5 mm) has a radiation 
efficiency of 79.1 percent at ka ≈ 0.224 (21.46 MHz). Scaling the antenna dimensions by 
a factor of 10 and lowering the operating frequency to 2.146 MHz (maintaining the same 
value of ka) results in the antenna having a radiation efficiency of 92.5 percent. Scaling 
the antenna dimensions by a factor of 0.01 and increasing the operating frequency to 
2146 MHz results in the antenna having a radiation efficiency of 26.6 percent. If the 
conductor diameter is not scaled with frequency but rather held constant, the opposite 
effect is observed. Maintaining a constant diameter with increasing frequency can become 
impractical since the antenna’s volume decreases and the use of large diameter conductors 
is not possible. Often it is more practical to achieve higher radiation efficiency at lower 
frequencies where the use of larger diameter conductors is more practical.

6.6 THE ELECTRICALLY SMALL  
RECEIVE ANTENNA

In the transmit mode, where the antenna acts as a load, the primary objective is to have 
the small antenna radiate as much of the available source power as possible. In the receive 
mode, where the antenna acts as a source, the primary objective is to deliver as much 
signal power as possible to the receiver while maintaining a necessary level of signal-
to-noise ratio. The small receive antenna can be modeled using a Thevenin equivalent 
circuit, where the antenna is the source having a voltage equal to the open-circuit voltage 
developed at the antenna’s feedpoint terminal given an incident electromagnetic wave, 
and having a source impedance equal to the antenna’s impedance RA + jXA, which is the 
same as the antenna’s impedance in the transmit mode.

The equivalent circuit for the small receive antenna is depicted in Figure 6-16. Voc(w) is the  
antenna’s open-circuit voltage established by an incident electromagnetic (EM) wave having 
a field intensity of E (V/m).* ZA(w) is the antenna’s frequency dependent feedpoint imped-
ance, and ZL(w) = RL(w) + jXL(w) is the impedance seen at the antenna’s feedpoint looking 
toward the receiver, which in practice is usually a constant real value such as 50 Ω. IL(w) and 
VL(w) are the current and voltage developed at the equivalent load impedance ZL(w).

Often engineers struggle with the concept of relating the antenna’s physical size to its 
ability to capture or extract power from an incident EM wave. Other than its relationship 
in establishing the antenna’s radiation efficiency and the impedance match to the receiver, 
the physical size of the antenna is not relevant to its ability for capturing power from a 
passing EM wave. All antennas capture RF power (PC) from an incident EM wave as a 
function of
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* In the formulations that follow, we assume that |E| represents a peak value of voltage not an rms value. The same 
is true for the current and voltage used in any circuit analysis that follows from Figure 6-16. Power density is then 
determined using ½ |E|2/(120p), and power is determined using ½ |I|2 R.
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where PC is the power delivered to the load impedance connected at the antenna’s feedpoint 
terminal, Γ is the usual antenna reflection coefficient, Ae is the lossless antenna’s effective 
area, and D is the antenna’s directivity. This formula for captured power is stated with the 
assumption that the antenna and the incident EM wave are polarization matched, and that 
the load impedance connected at the antenna’s terminal is a pure resistance and equal to the 
value of ZCH used to calculate Γ. If the load connected at the antenna’s terminal is complex, 
Eq. 6-21 becomes*16
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where ΓL is the reflection coefficient for the load impedance, ZL. The calculation of the 
reflection coefficients in Eq. 6-22 is made with an arbitrary choice of real characteris-
tic impedance, ZCH. However, both must be calculated using the same value of ZCH. The 
significance of Eq. 6-21 and Eq. 6-22 is that they indicate that the difference in captured 
power between a small antenna and a much larger antenna is a function of the differences 
in radiation efficiency, impedance match, and directivity.

To illustrate these concepts, consider two dipole antennas, one small, the other nearly 
l/2 in length, where both are efficient and impedance matched to 50 Ω. The near-l/2 
antenna is a dipole with additional conductor length added at the upper and lower ends of 
the dipole to decrease the resonant frequency to a point where the resonant resistance is 
50 Ω. The small antenna is a four-arm folded spherical helix, which is inherently matched 
to 50 Ω. Both antennas are depicted in Figure 6-17. The folded spherical helix antenna has 
an overall length of 79.16 cm and a conductor diameter of 10.71 mm. The dipole antenna 
has an overall length of 326.6 cm and a conductor diameter of 8.17 mm. Both antennas 
operate at a frequency of 29.97 MHz.

It is assumed that an EM plane wave having a field intensity of 100 V/m is incident at 
each antenna. The power delivered to a 50-Ω load is determined using NEC4 and Eq. 6-21. 
The NEC4 antenna simulations include the effects of cooper loss. Results for both antennas 

FIGURE 6-16 The Thevenin equivalent circuit of the 
small antenna operating in the receive mode

* With all antennas, maximum possible power capture occurs when the antenna is lossless and the load connected 
at the antenna feedpoint terminal is the conjugate of the antenna impedance (ZL = ZA

*). If the load impedance is 
complex, the calculation of the normal antenna reflection coefficient, Γ, does not provide a correct indication of the 
power transfer to the load and Eq. 6-21 cannot be used to calculate power capture.
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and a self-resonant straight-wire dipole are presented in Table 6-1. The straight-wire dipole 
has an overall length of 478.8 cm and a conductor diameter of 9.57 mm. It is evident that 
all of the antennas capture nearly equal values of power from the incident EM wave. The 
difference in captured powers is primarily attributable to the difference in the antennas’ 
directivities.

The amount of power captured by the small antenna can also be determined using sim-
ple circuit analysis if the open-circuit voltage at the antenna’s feedpoint terminal is known. 
From the circuit of Figure 6-16, the captured power is given by

 P I RC L L= 1
2

2| |  (6-23)

FIGURE 6-17 Depictions of the short dipole and electrically small folded 
spherical helix antennas. The short dipole has an overall length of 326.6 cm, 
and the folded spherical helix has an overall length of 79.16 cm. Both anten-
nas are self-resonant at a frequency of 29.97 MHz with a VSWR less than 
1.1 on a 50-Ω characteristic impedance.

Antenna D (dB) ZA (Ω) hr (%) ZL (Ω)
PC (Watts) 
(NEC4)

PC (Watts) 
(6-21)

Straight-wire dipole 2.14 72.2  +  j0.99 99.8 72.2 172.7 172.51

Short dipole 1.93 49.12 − j1.38 99.8 50 164.05 164.33

Folded spherical helix 1.75 46.62 − j0.22 98.2 50 155.6 154.98

TABLE 6-1 Comparison of Captured (Load) Power for Small Folded Helix Antenna and Two 
Larger Dipole Antennas (Frequency = 29.97 MHz; Incident Field Intensity = 100 V/m)
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where |IL| = |Voc/(ZA+ZL)|. The open-circuit voltage developed at the feedpoint terminal of  
any antenna* can be determined given the incident field intensity. The receive antenna 
acts as a constant power source where the open-circuit voltage developed at the feedpoint 
is a value such that the power delivered to a conjugate matched load is given by

 
P

E D
I R

V
Rr L A

A
CM

oc= = =
2

2 2
2

240 4
1
2

1
8π η λ

π
 (6-24)

The open-circuit voltage is then given by

 | |V E
R Dr

oc = λ
π 120  (6-25)

Since the open-circuit voltage can be stated as |Voc| = |E | le, where le is the effective 
length of the antenna, it follows that

 l
R D

e
r= λ

π 120  (6-26)

For the small dipole of length l oriented along the z-axis, having a radiation resistance 
given by Eq. 6-7 and a peak or maximum directivity of 1.5 that occurs at q = 90°, the effec-
tive length is given by

 l
l

e =
2

sinθ  (6-27)

For the small loop (ka  0.5) of circumference C lying in the xy plane, having a radia-
tion resistance given by Eq. 6-9 and a maximum directivity of 1.5 that occurs at q = 90°, 
the effective length is given by

 l
NC

e =
2

2λ θsin  (6-28)

A comparison of the open-circuit voltages 
developed at the feedpoints of the small dipole 
and loop antennas described in Section 6.3 is 
presented in Table 6-2. The open-circuit volt-
age is determined at a frequency of 10 MHz 
(ka  0.5), assuming an incident field strength 
of 10 V/m. Theoretical calculations using  
Eq. 6-27 and Eq. 6-28 are compared with 
NEC4 simulations.

Electrically small loops are often used as 
receive antennas. If the small dipole and loop 
are oriented to exhibit the same polarization, 
have the same radiation efficiency, the same 
directivity, and are connected to a conjugate 

* The antenna is assumed to have a single feedpoint terminal.

Antenna Voc (V) |E| le Voc (V) NEC4 

Small dipole 5 4.864

Small loop 1.646 1.764

The dipole has an overall length of 1 m and a con-
ductor diameter of 5 mm. The loop has an over-
all diameter of 1 m and a conductor diameter of 
5 mm. The incident field strength is 10 V/m. The 
frequency is 10 MHz. q  = 90°.

TABLE 6-2 Comparison of Open-Circuit 
Voltages Developed at Feedpoint Terminals 
of Small Dipole and Loop Antennas
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matched load, they will deliver exactly the same power to the load. From this perspective, 
there is no advantage to using one antenna relative to the other. From a practical perspec-
tive, other issues become significant, and there are some advantages associated with using 
a small loop rather than a small dipole.

Often, particularly in HF applications, the small loop is oriented vertically so as to 
receive vertical polarization. In this orientation, the loop will exhibit a bi-directional 
pattern providing some angular discrimination in azimuth that is unavailable with the 
vertically polarized small dipole. In general the small dipole will have higher radiation 
efficiency, but it will exhibit lower realized gain due to its higher mismatch loss (these 
antennas are typically used in 50-Ω systems). The small dipole exhibits a very high 
capacitive reactance (thousands of ohms), while the loop exhibits relatively low values 
of inductive reactance (tens or hundreds of ohms). In addition to its lower mismatch 
loss, the loop’s low inductive reactance is easier to tune than the dipole’s high capacitive 
reactance. With a loop, a relatively low loss adjustable capacitor can facilitate the tuning 
of the loop over a wide range of frequencies. With the dipole, a relatively lossy adjustable 
inductor would be needed to tune the high capacitive reactance.

In addition to using the equivalent circuit of Figure 6-16 to determine the captured power, 
you might consider using the circuit to determine the power scattered by the antenna (or scat-
tering cross-section) using PS = ½ |IL|2 RA. While the Thevenin equivalent circuit can always 
be used to determine the power delivered to the load, it cannot always be used to determine the 
power scattered by the antenna (power dissipated in the source). In some instances, a Norton 
equivalent circuit is necessary to correctly determine scattered power. For many antennas, 
neither circuit can be used to determine the scattered power. While details of these concepts 
are beyond the scope of this chapter, it is important to consider the scattering cross-section of 
the small antenna relative to its much larger counterparts.

The results in Table 6-1 demonstrated that the power captured by the matched, effi-
cient small antenna nearly equals the power captured by the much larger antenna, differing 
primarily as a function of the difference in antenna directivity. Similar behavior is also 
exhibited with the scattering cross-section of the small antenna. In general the scattering 
cross-section of the matched, efficient small antenna will nearly equal the scattering cross-
section of the larger antenna, differing as a function of variations in directivity and residual 
structural scattering. A comparison of the scattering cross-section of the three antennas 
described in Table 6-1 is presented in Table 6-3.

6.7 THE EFFECTIVE VOLUME

Wheeler was the first to describe the fundamental relations between the performance properties 
of the small antenna and its occupied volume. Wheeler’s discussion on the effective volume of 
the small antenna from the previous edition of the Handbook is included here in its entirety.

Antenna D (dB) ZA (Ω) hr (%) ZL (Ω)
Cross-Section (dBsw)  

(NEC4)

Straight-wire dipole 2.14 72.2   + j0.99 99.8 72.2 −6.74

Short dipole 1.93 49.12 − j1.38 99.8 50 −7.24

Folded spherical helix 1.75 46.62 − j0.22 98.2 50 −7.93

TABLE 6-3 Comparison of Scattering Cross-Section for Small Folded Helix Antenna and Two 
Larger Dipole Antennas (Frequency = 29.97 MHz)
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For any shape of small antenna of either kind (C or L), the radiation power factor at one 
frequency is proportional to the volume. Moreover, it is nearly equal for the two kinds if 
they occupy nearly equal volume.* This statement needs explanation, because their con-
figuration differs in accordance with the properties of different materials.

Figure 6-18 shows examples of the two kinds configured to occupy the space within 
cylinders of equal dimensions. From familiar formulas for C, L, and radiation resistance, 
they have equal values of radiation power factor except for two factors (ka, kb), which are 
somewhat greater than unity. Either of these factors multiplies the volume (V = Ab) to give 
the effective volume as here defined (V′).

In Figure 6-18 the effective volume is compared with the radian cube (l/2p)3. It is more 
logical to compare it with the volume of the radiansphere:

 Vs = 





4
3 2

3π λ
π

 (6-29)

Within this sphere, the stored energy or reactive power is predominant. Outside this 
sphere, the radiated power is predominant.

In terms of the effective volume (V′ = kaAb or kbAb in Figure 6-18), the radiation power 
factor becomes

 p
V
Vs

= ′2
9

 (6-30)

(The coefficient 2/9 reflects some properties of the near field of either antenna.) The 
effective volume may be stated as a sphere of radius a′:

 ′ = ′ = ′





′ = 





V a p
a

a p
4
3

2
9

2
2

9
2

3
3

1

π π
λ

λ
π( )

33  (6-31)

* This statement applies to the capacitive and inductive antennas described by Wheeler shortly. It does not apply to 
the lossless or lossy straight-wire dipole and circular-loop that occupy the same volume.

FIGURE 6-18 The radiation power factor in terms of volume
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Note that a certain shape of self-resonant coil radiates equally from both C and L, so the 
total radiation is double that of either one. This is known as the helix radiator of circular 
polarization in the normal mode.

One theoretical case of a small antenna has the greatest radiation power factor obtain-
able within a spherical volume. Figure 6-19 shows such an antenna and its relation to the 
radiansphere (Vs). It is a spherical coil with a perfect magnetic core. The effective volume of 
an empty spherical coil has a shape factor 3/2. Filling with a perfect magnetic core (km = ∞) 
multiplies the effective volume by three.

 p
V

V
V
V

a
m

s s
= = = 





2
9

3 3 2 2
3

( )( / ) π
λ

 (6-32)

The antenna is indicated by the shaded sphere a.
This idealized case depicts the physical meaning of the radiation power factor that cannot 

be exceeded. Outside the sphere occupied by the antenna, there is stored energy or reactive 
power that conceptually fills the radiansphere, but there is none inside the antenna sphere. 
The reactive power density, which is dominant in the radiation within the radiansphere, is 
related to the real power density, which is dominant in the radiation outside.

In a rigorous description of the electromagnetic field from a small dipole of either kind, 
the radiation of power in the far field is accompanied by stored energy that is located mostly 
in the near field (within the radiansphere). The small spherical inductor in Figure 6-19 is 
conceptually filled with perfect magnetic material, so there is no stored energy inside the 
sphere. This removes the avoidable stored energy, leaving only the unavoidable amount 
outside the inductor but mostly inside the radiansphere. This unavoidable stored energy is 
what imposes a fundamental limitation on the obtainable radiation power factor.

For any actual antenna, the effective volume and its spherical radius are

 ′ = ′ = 





V pV a ps

9
2 2

9
2

1
3λ

π
 (6-33)

This volume includes any image in an adjoining ground plane regarded as integral with 
the antenna. It is convenient to show any antenna configuration with its sphere of effective 
volume drawn to scale, as a rating of its radiation power factor.

FIGURE 6-19 The spherical coil with a magnetic core
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6.8 THE RADIATION SHIELD (THE WHEELER CAP)

Wheeler described an ingenious yet simple technique to measure the radiation efficiency 
of the small antenna. His discussion on the Wheeler Cap from the previous edition of the 
Handbook is included here in its entirety. Additional details on how to determine the small 
antenna’s radiation efficiency using measured impedance with and without the Wheeler 
cap are included.

It is difficult to measure the small radiation power factor, and it is especially difficult to 
separate it from the loss power factor of the antenna and its tuning reactor. The radiation 
shield was devised to separate the two.

Figure 6-20 shows the concept of the radiation shield. Its purpose is to preserve the near 
field in the radiansphere while avoiding radiation farther out. Ideally it is a spherical box 
(of high conductivity) whose radius is l/2p. Its dissipation is negligible as compared with 
free-space radiation.

The power factor of the tuned antenna is measured with and without the shield, to give 
the ratio

 
LossPF

LossPF + RadiationPF  (6-34)

From this ratio, the radiation power factor can be evaluated as a fraction of the measured 
total. The radiation efficiency of the antenna is given by

 ηr = RadiationPF
LossPF + RadiationPF

 (6-35)

 The radiation shield is not critical as to size or shape. A circular or square cylinder is 
usually convenient. It should be large enough to avoid much disturbance of the field near 
the antenna and small enough to avoid cavity resonance, especially in any mode excited by 
the antenna. If open-ended, it should be long enough to attenuate radiation outside. A small 
shift of antenna resonance frequency is tolerable.

With the Wheeler Cap, the impedance measurement of the tuned or self-resonant 
antenna in free-space provides the value of RA. The measurement of the antenna with the 

FIGURE 6-20 The radiation shield for use in measuring the radiation power 
factor
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Wheeler Cap provides the value of Rl.
* If the loss resistance of the small antenna occurs in 

series with the radiation resistance (where RA > Rl), the radiation efficiency of the antenna 
is found using

 ηr
l

A

R
R

= 1−  (6-36)

Equation 6-36 is valid for use with electrically small dipole antennas and electrically 
small loops [operating well below their first natural antiresonance (ka  0.5)], where the 
loss resistance is in series with the radiation resistance.

If the loss resistance of the small antenna occurs in parallel with the radiation resistance 
(where Rl > RA), the radiation efficiency of the antenna can be found using

 ηr
A

l

R
R

= −1  (6-37)

Equation 6-37 is valid for use with electrically small loops (or other small antennas) 
operating near their antiresonant frequency where the radiation and loss resistances are 
in parallel. It is important when measuring (or simulating) with the Wheeler Cap that the 
measurements of both RA and Rl be taken as close to their respective antiresonant frequen-
cies as possible, where X = 0 in each case.

6.9 TYPICAL SMALL ANTENNAS

In this section, fundamental design approaches are described for several types of electri-
cally small antennas. As noted previously, most if not all small antennas are derivatives of 
the straight-wire dipole and/or circular loop. The significant design challenge with a small 
antenna is impedance matching it to some characteristic impedance with wide operating 
bandwidth and high radiation efficiency. It was shown that small antennas can be designed 
to exhibit high radiation efficiency as a function of allowable volume and conductor diam-
eter. Since the operating bandwidth of the small antenna is fundamentally limited by its 
overall volume, the small antenna design will reach a point where additional bandwidth 
cannot be realized. With all designs, there is always a trade-off that can be made between 
bandwidth and efficiency (gain). In general the widest bandwidth is achieved when the 
antenna is designed to occupy all of the available volume.

For these reasons this section primarily focuses on techniques that are used to match 
the small antenna to some desired characteristic impedance. A characteristic impedance 
of 50 Ω is chosen. If the small antenna is to be connected to a device with a different 
characteristic impedance, 50 Ω may not be the optimum design objective. The discussion 
that follows focuses on the basic monopole antenna since small dipole-like antennas typi-
cally have very high capacitive reactance and require more efficient tuning techniques. 
A monopole is chosen over the dipole since many practical antennas operate with some 
ground plane structure. The concepts described here apply equally to both monopoles 

* While the Wheeler Cap measurement of radiation efficiency can be accurate, some limitations must be considered. 
First, the cap must have sufficient radius so as not to disturb the near fields of the antenna. Second, losses within the 
cap are included in the value of Rl , which may reduce the accuracy of the measurement. 
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and dipoles. All of the numerical results presented in this section are obtained using 
EZNEC Pro.

Consider a straight-wire monopole antenna mounted over an infinite ground plane* hav-
ing an overall height h = 10 cm and a conductor diameter d = 1 mm. The monopole antenna 
exhibits its first natural resonance at a frequency of 708.4 MHz having a total resistance 
of approximately 36 Ω. At the frequency where ka = 0.5 (238.56 MHz), the monopole has 
an impedance 2.65 − j478.1 Ω and a radiation efficiency of 98.4 percent. The approximate 
Q of the monopole at 238.56 MHz is 200. The height of the monopole is 0.0795l at this 
frequency.

With decreasing frequency, the fixed height monopole exhibits decreasing radiation 
resistance, approaching half the value of Eq. 6-7 as ka → 0.5 and lower. For a monopole of 
height h, Eq. 6-7 is rewritten as

 R
h

r
m ≈ 





40 2
2

π λ  (6-38)

To efficiently operate the small monopole in a 50-Ω system, its capacitive reactance 
must be tuned to 0 and its input resistance must be matched to 50 Ω. At low frequen-
cies, where the monopole’s height is much less than the operating wavelength, its input 
impedance has the form of Z = R + jX, where the reactance X is primarily a function of the 
conductor’s self-inductance (LS) and the capacitance between the conductor and the ground 
plane (CG). These inductance and capacitance values are translated to the feedpoint, and the 
monopole’s input reactance takes the form of

 X j L
C

= −





ω ω
1

 (6-39)

where L and C are the values of LS and CG translated to the feedpoint, respectively. Given 
the short conductor length and geometry of the monopole, both L and C are small, and 
as w → 0, the −1/w C term dominates the behavior of the total reactance. To tune the 
total reactance to 0 at a given frequency w0, the values of either or both of L and C can 
be increased.

The value of L can be increased by adding conductor length to the monopole in any 
geometry while maintaining the same overall height h. In adding conductor length, the 
objective is to increase the total series inductance at the feedpoint. Generally the most 
effective geometry for achieving the greatest inductance with a fixed wire length is the heli-
cal coil. Any arbitrary or defined (meander line, fractal, etc.) geometry can be used to tune 
the monopole’s reactance to 0. Generally all other geometries require more wire length to 
achieve the same effective inductance that can be achieved with a helical coil of the same 
height and conductor diameter.

For this reason, the normal mode helix antenna, depicted in Figure 6-21a, is often used 
as a small antenna. The effect of the helical coil is the tuning of the monopole’s capacitive 
reactance to 0. While the total resistance typically increases relative to that of the straight-
wire monopole, it does not change substantially with the addition of conductor length to 

* If the small antenna is mounted at the center of a ground plane with dimensions that are reasonably larger than the 
antenna, its impedance will be similar to that exhibited on the infinite ground plane. If the small antenna is mounted 
at the corner or edge of the ground plane, its impedance will be notably different.
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the antenna.* The normal mode helix is self-resonant at a frequency of 238.64 MHz having 
a resonant resistance of 6.2 Ω. The radiation efficiency is 89.1 percent. The overall height 
and conductor diameter are the same as that of the monopole antenna. The total conductor 
length is 48.61 cm, which is approximately 0.387l, slightly longer than the approximate 
0.25l length of a self-resonant straight-wire monopole. Generally more total wire length is 
needed to achieve resonance in a compressed geometry antenna.

Impedance matching of the normal mode helix can be accomplished using a parallel match-
ing inductor at the feedpoint as discussed in previous sections. A simple technique to imple-
ment a parallel inductor at or near the feedpoint of the antenna is to connect a shunt stub 
between the antenna structure and the ground plane, as illustrated in Figure 6-21b. Typically 
only a short length of wire is required to achieve the impedance match. Minor frequency tuning 
can be realized by moving the connection point along the length of the antenna conductor. 

The unmatched and matched impedances of the normal mode helix are presented in 
Figure 6-22 for a frequency range of 230 to 240 MHz. If the stub were placed exactly at 
the base of the feedpoint, the antenna would have been matched at a frequency lower than 
237 MHz. Moving the location of the stub connection point along the antenna structure 
adjusts the match frequency. It is important to note that any small antenna exhibiting imped-
ance properties similar to those shown in Figure 6-22a can be impedance matched using a 
shunt stub.

In this instance, the normal mode helix is matched at 237 MHz with a VSWR of 1.03 on 
50 Ω. The matched normal mode helix has a realized efficiency of approximately 98 percent. 
The Q of the matched normal mode helix is 53.2, substantially less than the Q of the straight-
wire monopole. The lower bound on Q at this frequency is 10.37.

The high capacitive reactance of the monopole antenna can also be tuned to 0 by increas-
ing the capacitance to ground. This is easily accomplished by adding a capacitive top-hat17 

FIGURE 6-21 Depictions of (a) the unmatched normal mode 
helix and (b) the normal mode helix matched using a shunt 
matching stub

* This statement assumes that the antenna has a reasonable conductor diameter and that the geometry of the antenna 
is constrained to a reasonably narrow cylindrical diameter so that the capacitance between the antenna and the ground 
plane is not significantly affected. Additionally it is assumed that when winding the conductor beginning at the feed-
point, the value of height above the ground plane increases as you move along the conductor (the total antenna height 
remains h, independent of how much conductor is added). Geometries where the conductor is permitted to move in 
any direction (away from and toward the ground plane) can achieve higher values of resistance.
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to the monopole, as depicted in Figure 6-23. Figure 6-23 illustrates a capacitive top-hat 
implemented using a wire grid structure rather than a solid disk so that direct comparison 
of the NEC4 simulations can be made to the normal mode helix.

To tune the reactance of the straight-wire monopole to 0 at a frequency near 238.56 MHz, 
a top-hat diameter of 10.62 cm is required. The capacitive top-hat antenna is self-resonant 
at a frequency of 238.44 MHz with a resistance of 9.63 Ω and a radiation efficiency of 
99 percent. Both values are higher than those of the normal mode helix antenna. The Q of 
the antenna is 16.47, substantially lower than that of the normal mode helix and straight-
wire monopole. This antenna can be impedance matched in the same manner as the normal 
mode helix.

In general the capacitive top-hat design is more efficient and offers lower Q than the 
inductively loaded designs that have increased wire length compressed into a fixed volume. 
Note that the value of a (the spherical radius of the antenna’s occupied volume) is larger 
with this antenna due to the increased cylindrical diameter occupied by the top-hat. The 
value of a for the capacitive top-hat antenna is 11.32 cm compared with the 10 cm for the 
normal mode helix. The lower bound on Q for the top-hat antenna is 7.44.

FIGURE 6-22 Impedance of (a) the unmatched normal mode helix and (b) the normal mode helix 
matched using a shunt matching stub

FIGURE 6-23 The capacitive top-hat 
antenna
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In the preceding paragraphs, the high capacitive reactance of a short straight-wire 
monopole was tuned to 0 using increased wire length or a capacitive top-hat. Each of these 
design approaches can be matched to 50 Ω using a parallel (shunt) matching stub. Now con-
sider a straight-wire monopole that is naturally resonant near 238.56 MHz. This monopole 
has a height h = 30.07 cm and a conductor diameter d = 1 mm. The resonant resistance is 
approximately 36 Ω. The design objective now is to reduce the height of the straight-wire 
monopole and to maintain high radiation efficiency and a reasonable match to 50 Ω.

To reduce the height of the monopole, the conductor is folded over parallel to the ground 
plane as illustrated in Figure 6-24a. As the total height h → 0, the monopole becomes the 
well-known inverted-L antenna.18 A performance summary of the antenna as a function of 
decreasing height is presented in Table 6-4. The total conductor length is held constant at 
30.07 cm as h decreases. With decreasing values of h, there is a slight increase in resonant 
frequency. This is compensated for by adding an appropriate amount of length to the hori-
zontal section of wire. More importantly, with decreasing height there is always a decrease 
in radiation resistance and an increase in Q. These variations are directly related to the 
change in (h/l)2. 6

If the horizontal dimension (cylindrical diameter) of the inverted-L is too large, the con-
ductor can be wound into a spiral as illustrated in Figure 6-24b. Any shift in resonant fre-
quency can be corrected by adjusting the total conductor length. The total resistance of the 

FIGURE 6-24 Depictions of (a) the inverted-L antenna and (b) the spiral 
inverted-L antenna

Height (cm)

Resonant 
frequency 

(MHz)
Resonant 

resistance (Ω) Q

30.07 238.6 36.1 7.6

25 243.7 34.3 8

20 246.9 29 9.4

15 249.1 20.9 12.9

10 250.1 11.7 22.5

 5 250 3.7 65.8

TABLE 6-4 Performance Properties of Reduced 
Height Monopole Antenna as a Function of 
Decreasing Height
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spiral configuration does not shift significantly. The spiral version of the inverted-L antenna 
depicted in Figure 6-24b has a total conductor length of 35.7 cm and a conductor diameter of 
1 mm. The resonant frequency and resistance are 238.54 MHz and 2.8 Ω, respectively.

Impedance matching the inverted-L is accomplished using the shunt stub technique that 
was used with the normal mode helix antenna. Placing a shunt stub near the feedpoint of 
the inverted-L results in the well-known inverted-F antenna18 depicted in Figure 6-25a. 
The conductor length and stub position are adjusted to match the antenna at approximately 
238.3 MHz with a VSWR of 1.3 on 50 Ω. The radiation efficiency of the inverted-F is 
93.1 percent. The Q of the antenna is 52.4, substantially lower than that of a straight-wire 
monopole of the same height.

Often, in an attempt to improve the bandwidth of a low profile inverted-F antenna, 
its volume is increased by converting the upper wire conductor into a plate, as illustrated 
in Figure 6-25b. This configuration of an inverted-F antenna is referred to as a planar 
inverted-F antenna (PIFA). PIFAs take many forms and are commonly used in a variety of 
wireless communication applications and devices.19 The PIFA illustrated in Figure 6-25b 
has a total height of 4.37 cm and top plate dimensions of 7.3 cm by 14.6 cm. It is matched 
at 238.5 MHz with a VSWR of 1.24 on 50 Ω and a radiation efficiency of 94.8 percent. The 
Q of the antenna is 47.8, slightly lower than that of the inverted-F.

It has been shown that small antennas can be designed to be reasonably efficient and 
matched to practical impedance values, provided there is sufficient available volume. In 
wireless devices, available volume is often limited, and it can be challenging to design 
efficient matched antennas. The design of a small antenna can be more challenging when 
required to operate over multiple operating bands. In many of these applications, acceptable 
performance is achieved by relaxing the VSWR requirements. At the end of the antenna 
design process, the single limiting performance characteristic for the small antenna is the 
maximum achievable operating bandwidth, which is fundamentally established by avail-
able volume.
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7.1 INTRODUCTION

Microstrip antennas (often called patch antennas) are widely used in the microwave fre-
quency region because of their simplicity and compatibility with printed-circuit technology, 
making them easy to manufacture either as stand-alone elements or as elements of arrays. 
In its simplest form a microstrip antenna consists of a patch of metal, usually rectangular or 
circular (though other shapes are sometimes used) on top of a grounded substrate, as shown in 
Figure 7-1. In this chapter the basic principles of operation are discussed, and CAD formulas 
are given for the microstrip antenna. The CAD formulas are fairly accurate for thin substrates 
and illustrate the basic principles. For thin substrates the CAD formulas may even be accurate 
enough for final design purposes. For thicker substrates these formulas can still be used for 
initial design work, with full-wave simulation tools used to complete the final design.

History

The origin of microstrip antennas apparently dates back to 1953, when Deschamps pro-
posed the use of microstrip feed lines to feed an array of printed antenna elements.1,2 The 
printed antenna elements introduced there were not microstrip patches, but flared planar 
horns. The microstrip patch antenna was first introduced by Munson in a symposium paper 
in 1972,3 which was followed by a journal paper in 1974.4 These papers discussed both the 
wraparound microstrip antenna and the rectangular patch. Shortly after Munson’s sympo-
sium paper, Howell also discussed rectangular patch antennas in another symposium paper5 
in which he credits Munson with the basic idea by referencing a private communication.  
In a later journal paper, Howell introduced the circular patch as well as the circularly polar-
ized patch antenna.6 Soon after the introduction of the microstrip antenna, papers appeared 
describing methods of analysis for these antennas, including the transmission-line model,7 
the cavity model,8 and the spectral-domain method.9 A good review of the early history 
of microstrip antennas is provided in the article by Carver and Mink.10 A discussion of 
microstrip antennas may be found in a variety of books devoted to this type of antenna11–22 
as well as in more general antenna books and handbooks.23–27

Feed Methods

Various methods may be used to feed the microstrip antenna, as shown in Figure 7-2 for 
the rectangular patch. The coaxial probe feed shown in Figure 7-2a is one of the most com-
mon feeds for a stand-alone element. The inset feed in Figure 7-2b is common for array 
applications. The proximity-coupled feed in Figure 7-2c requires multilayer fabrication, 

(a) (b)

FIGURE 7-1 (a) Rectangular microstrip patch antenna and (b) circular microstrip patch antenna
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but reduces spurious radiation from the feed line. The aperture-coupled feed shown in 
Figure 7-2d has the advantage of eliminating feed-line radiation (at the expense of some 
back radiation from the aperture) and also allows for relatively thick substrates, since probe 
reactance is not an issue.

Advantages and Disadvantages

Microstrip antennas usually have the important advantage of being low profile, and if the 
substrate is thin enough, they may also be conformable, meaning that the substrate can be 
bent to fit a curved surface, making the antenna very unobtrusive. Because the lateral size 
of a microstrip antenna on a substrate board is typically on the order of a half wavelength 
in the dielectric, size considerations usually dictate that these antennas are used in the UHF 
frequency band or higher, up through millimeter-wave frequencies, with microwave fre-
quency applications being the most common. The main disadvantages of microstrip anten-
nas include potentially lower radiation efficiency compared with other antennas (although 
this depends significantly on the substrate permittivity and thickness) and small bandwidth. 
These issues are discussed further next and in Section 7.9.

Radiation Efficiency and Bandwidth

Radiation efficiency depends largely on the substrate permittivity and thickness. A sub-
strate that has a higher permittivity or that is thicker will suffer from increased surface-
wave excitation, which will lower the efficiency. (Using a foam substrate is a simple way 
to eliminate surface-wave excitation. Removing the substrate outside of the patch cav-
ity will also eliminate surface-wave excitation.) On the other hand, if the substrate is too 

FIGURE 7-2 Feeding methods for a microstrip antenna: (a) coaxial feed, 
(b) inset feed, (c) proximity-coupled feed, and (d) aperture-coupled feed
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thin, the efficiency will be low due to conductive and dielectric losses. Assuming a typical 
Teflon substrate (er = 2.2 with a loss tangent of 0.001) and copper for the patch and ground 
plane with a conductivity of 3.0 × 107 S/m, the radiation efficiency is maximum for a sub-
strate thickness of about 0.02l 0, reaching about 90 percent. When using a foam substrate, 
the efficiency continuously increases with increasing substrate thickness, approaching  
100 percent for thicker substrates. More information on improving efficiency may be found 
in Section 7.9.

The bandwidth increases with the substrate thickness and inversely with the substrate 
permittivity, so bandwidth is made larger by using thicker low-permittivity substrates  
(e.g., a thicker foam substrate) at the expense of increased lateral size and vertical thickness. 
For a coaxially fed microstrip antenna, the substrate thickness is limited by the inductance 
of the feeding coaxial probe, which increases directly with increasing substrate thickness. 
For a typical substrate material such as Teflon and a 50-Ω coaxial feed cable, the probe 
reactance will become sufficiently large when the substrate thickness is about 0.018l 0 to 
render the antenna nonresonant unless a matching element is used. This limits the achiev-
able bandwidth of a simple coaxially fed microstrip antenna. For a Teflon substrate and 
copper conductors, the maximum bandwidth (SWR < 2) of a rectangular microstrip antenna 
having a typical width/length (W/L) ratio of 1.5 will be about 2.5 percent, reached when 
the substrate thickness is about 0.025l 0. For a typical substrate thickness of 0.01l 0, the 
bandwidth is about 1.5 percent.

Many specialized techniques have been developed to increase the bandwidth of a 
microstrip antenna. These include either using thick foam substrates along with aperture-
coupled feeds to avoid the probe reactance limitation, or using capacitive elements to 
compensate for the probe inductance. Even further increases may be achieved by using 
configurations that exhibit dual or multiple resonances, including stacked resonators or 
antennas surrounded by parasitically coupled elements. Antennas that have special geom-
etries may also be used to greatly increase the bandwidth. By using these techniques, band-
widths exceeding 100 percent have been achieved. Further information about bandwidth 
improvement may be found in Section 7.9. Broadband printed antennas are the subject of 
Chapter 16, where you will find much more information about broadbanding techniques.

7.2 BASIC PRINCIPLES OF OPERATION

In this section, the basic operating principles of the microstrip antenna are reviewed. The 
mechanism of radiation is discussed first, to understand how the microstrip antenna radiates. 
The modes of operation of the rectangular and circular microstrip antennas are then reviewed. 
This provides the foundation for the calculation of the far-field radiation patterns of the rect-
angular and circular microstrip antennas, the results of which are presented in Section 7.4.

Radiation Mechanism

At first glance it might seem surprising that a microstrip antenna can operate very well at all, 
since it consists of a horizontal electric surface current (corresponding to the patch current) 
suspended (via the substrate) a short distance above a ground plane. Basic image theory 
predicts that such a current will not radiate very well. However, the microstrip patch and the 
ground plane together form a resonant cavity (filled with the substrate material). The cavity 
is lossy, due not only to the material (conductor and dielectric) loss, but also to the (desirable) 
radiation into space. Neglecting material loss, the quality factor Q of the antenna is inversely 
proportional to the substrate thickness h, for a given substrate material, assuming the substrate 
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is thin. Hence the bandwidth is proportional to h. The field level inside the patch cavity at 
resonance from an impressed current source inside the cavity (e.g., a fixed probe current) is 
proportional to Q. This means that the surface current on the patch (which is mainly on the 
lower surface of the patch) is inversely proportional to h. This increase in the amplitude of the 
surface current at resonance as the substrate gets thinner exactly balances the image effect, 
which causes the radiation level to be reduced by a factor proportional to h (relative to the 
patch current radiating without the ground plane). From another point of view, the voltage at 
the edges of the patch (the electric field times h) for a resonant patch remains approximately 
independent of h as the substrate gets thinner. Hence, both the electric and magnetic current 
models (discussed later) predict that the radiation from the patch remains approximately inde-
pendent of h as the substrate thickness decreases.

Therefore, without material losses, the patch remains a good radiator even for very 
small substrate thicknesses, and it is possible to obtain a good impedance match even for a 
very thin substrate. In the lossless case the lower limit on the substrate thickness would only 
be determined by the bandwidth one is willing to accept. In actuality, the Q is limited by 
the material losses, so for sufficiently thin substrates it becomes difficult to obtain a good 
impedance match (in this region the radiation efficiency will also be poor). However, even 
for substrates as thin as 0.005l 0 a good match may be obtained with a reasonable efficiency 
of around 65 percent for a typical Teflon substrate and copper conductors.

Modes of Operation

For the rectangular patch, the TMmn mode has a normalized electric field that is given by

 E x y
m x

L
n y
Wz

mn( , ) cos cos= 











π π
 (7-1)

The usual mode of operation for a broadside pattern is the TM10 mode, which has no  
y variation and has a length L that is approximately one-half wavelength in the dielectric. 
In this mode the patch essentially acts as a wide microstrip line of width W that forms a 
transmission-line resonator of length L. The width W is usually larger than the length L in 
order to increase the bandwidth (see Eq. 7-35). A ratio W/L = 1.5 is typical.

For the circular patch, the TMnp mode has a normalized electric field that is given by

 E n

J
x

a

J xz

n

n
( , ) cos( ) ( )ρ φ φ

ρ

=

′





′

np

np

 (7-2)

where ′xnp is the pth root of the Bessel function J xn′( ). The usual mode of operation is the 
TM11 mode with ′ =x11 1 8418. . This mode has the lowest resonance frequency and has a 
broadside pattern.

7.3 CAD MODEL FOR THE INPUT IMPEDANCE

A simple circuit model for a probe-fed patch antenna operating near resonance is shown in 
Figure 7-3. The patch cavity resonator is modeled as a parallel RLC circuit (tank circuit), and 
the inductance due to the coaxial feed probe is modeled as the series inductor Lp. A justifica-
tion for this model comes from an eigenfunction analysis of the input impedance.8
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From simple circuit theory, the input impedance of the patch is then given by

 
Z j L

R

jQ f
f

p

R
R

in = +
+ −



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ω
1

1  
(7-3)

where the frequency ratio is defined as fR = f /f0, with f0 being the resonance frequency of 
the patch cavity (the resonance frequency of the RLC circuit). This is not the same as the 
impedance resonance frequency of the patch (the frequency for which the input reactance 
is zero), denoted as fr , due to the presence of the probe inductance. The term R represents 
the input resistance of the patch at the cavity resonance frequency f0 (  fR  = 1), at which the 
input resistance is a maximum. CAD formulas for Lp, f0, Q, and R are given in Section 7.5 
for a rectangular patch and in Section 7.7 for a circular patch. At the impedance resonance 
frequency fr the input resistance will be slightly lower than the maximum value R according 
to the approximate formula
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R

X
R

p
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+
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1
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(7-4)

where Xp = w 0        Lp is the probe reactance. The probe reactance shifts the impedance resonance 
up from the cavity resonance by an amount ∆f = fr − f0 given by the approximate formula

 ∆f
f

BW
X
R

p

0

1
2

= 
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
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


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where

 BW
Q

= 1
2

 (7-6)

is the bandwidth of the antenna (SWR < 2 definition) and Q is the total quality factor. The 
input impedance of the tank circuit (the second term on the right-hand side of Eq. 7-3) along 
with its real and imaginary parts may be written in a normalized form as
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x
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 (7-7)

where
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
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2 1( )
 

(7-8)

FIGURE 7-3 CAD circuit model for the probe-
fed microstrip patch antenna
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is a normalized frequency term, and the bars over the impedance symbols denote that they 
have been normalized by dividing the impedances by R. The equations in Eq. 7-7 predict 
that the input resistance reaches a maximum of Rin = R at the frequency f0 (x = 0), while the 
magnitude of the reactance is maximum at x = ±1, for which X Rin = ∓ / 2. At f0 the input 
impedance of the patch is simply Zin = R + jXp .

Using the CAD circuit model, the input impedance is plotted versus frequency for a 
typical rectangular patch in Figure 7-4, using the CAD formulas for the parameters of the 
circuit model given in the next section. Also shown is the result from a full-wave moment-
method simulation using Ansoft Designer. This patch is designed to have an input resis-
tance of R = 50 Ω at fr = 1.575 GHz. The substrate has a relative permittivity of er = 2.2, a 
loss tangent of 0.001, and a thickness of h = 0.1524 cm (60 mils). The patch has an aspect 
ratio of W/L = 1.5 so that L = 6.255 cm and W = 9.383 cm. The ground plane and patch 
each have a conductivity of 3.0 × 107 S/m. The feed is an SMA coax with a probe radius  
a = 0.635 mm that is located at x0 = 1.85 cm and y0 = W/2. The CAD and full-wave results 
agree well except for a slight frequency shift. Note that the impedance resonance (Xin = 0) 
is shifted to a slightly higher frequency than the cavity resonance (where R is maximum), as 
expected, and the input reactance of the patch at f0 is about 10 Ω due to the probe reactance. 
The difference between the maximum and minimum values of the reactance curve is about 
the same as the value of R, as expected from Eq. 7-7. Taking the average of the maximum and 
minimum reactances provides an easy way to determine the probe reactance.

For this typical substrate thickness (h/l0 = 0.008), the simple CAD circuit model, 
together with the CAD formulas in the next section, works fairly well. For thicker sub-
strates the circuit model will lose accuracy. The model is typically useful in the range 
h/l0 < 0.03. More sophisticated input impedance models include the transmission-line 
model7 and the cavity model8 (which may be implemented using either the eigenfunction- 
expansion method or the mode-matching method). However, these models are based 
on the same thin-substrate approximation as are the circuit model and the CAD for-
mulas given in the next section, so the improvement in accuracy is questionable. (One 
advantage of the cavity model, however, is that it accounts for the probe reactance more 
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FIGURE 7-4 Input impedance calculated by the CAD model and by a full-wave 
moment-method simulation. The results from the full-wave simulation are shown 
with solid lines, while those from the CAD model are shown with dashed lines.
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accurately than does the simple CAD formula for Xp given in the next section, which is 
independent of the feed position.) For thicker substrates a full-wave simulator is recom-
mended for maximum accuracy.

7.4 RADIATION PATTERNS

The radiation patterns of a patch may be calculated using either an electric-current model 
or a magnetic-current model. These models are usually derived assuming that either the 
electric current on the patch or the electric field at the boundary of the patch corresponds 
to that of the dominant patch mode for a patch with ideal (magnetic-wall) boundaries. Both 
models then yield the same result for the far-field pattern when applied to a patch operating 
at the resonance frequency of the dominant mode of the ideal cavity.28 The patterns may 
be calculated directly for two important cases. The first case assumes that the ground plane 
and substrate are both infinite. In the second case the ground plane is infinite, while the 
substrate is truncated at the edges of the patch. In the magnetic-current model the analysis 
for the latter case is the same as for the former case, except that the substrate material in 
the radiation model is now air. The radiation patterns are given next for the rectangular and 
circular patches, using the magnetic-current model.

Rectangular Patch

For the rectangular patch shown in Figure 7-1, the dominant TM10 mode has an electric 
field of the form

 E x y
x

Lz ( , ) cos= 





π
 (7-9)

The electric surface current corresponding to this cavity field is
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 (7-10)

and this is the current that produces the far-field radiation according to the electric-current 
model. In the magnetic-current model, the equivalence principle29 is used to replace the 
patch with a magnetic surface current at the perimeter of the patch. The magnetic current 
has the form

 

M

y x L

y x

x
x

L
y W

x
x

L

s =

− =

− =

− 



 =




ˆ

ˆ

ˆ cos

ˆ cos

0

π

π



 =


















y 0
 

(7-11)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Microstrip Antennas



 MICROSTRIP ANTENNAS 7-9

In the magnetic-current model the edges of the patch at x = 0, L are referred to as the radi-
ating edges since the magnetic currents on these edges are uniform and in phase. Those at  
y = 0, W are referred to as the nonradiating edges since the magnetic currents on these edges 
reverse direction about the center of these edges and are also 180° out of phase on the two 
edges, so that these edges produce little radiation. The principal planes are denoted as the 
E-plane (f  = 0ο) and the H-plane (f  = 90ο). In the principal planes the nonradiating edges 
do not contribute when using the magnetic-current model.

As mentioned, the far-field pattern may be calculated assuming that the substrate is infinite 
or truncated at the edges of the patch. For thin substrates the truncation of the substrate does 
not have a significant effect on the pattern except near the horizon (q  approaching 90ο) in the 
E-plane. For an infinite substrate the pattern will tuck in and go to zero at the horizon, while for 
a truncated substrate the pattern will remain nonzero down to the horizon in the E-plane.

A simple way to calculate the far-field pattern is by means of reciprocity.29 The far field 
Ei (r, q, j) (i = q  or f) is calculated by placing a unit-amplitude testing dipole in the far 
field in the direction of interest (q  or f ). Since the testing dipole is in the far field, this 
calculation reduces to that of a plane wave impinging on the grounded substrate.30 Such a 
plane-wave reflection problem has a simple closed-form solution. For the infinite substrate 
case, the far-field radiation pattern of the rectangular patch is given by

E r Wh
E

θ θ φ η φ θpatch TM( , , ) cos ( ( ))= − 



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−2 10
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and
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k k Nz1 0 1= ( )θ  (7-16)

with

 N r r1
2( ) sinθ ε µ θ= −  (7-17)

and tanc(x) = tan(x) /x, with h0 being the intrinsic impedance of free space. In Eq. 7-14 the dis-
tance R is measured from the center of the patch. The terms ΓTM and ΓTE denote the TM and TE 
reflection coefficients as seen by a plane wave impinging from the air region on the interface 
between the air and substrate. For the infinite substrate model a simple calculation shows that
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( )sec

tan( ( ))
θ θ θ

ε θj
N

k h N
r

 
(7-18)
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and

 
1

2

1
1

0 1

− =
+ 



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ΓTE ( )
cos
( ) tan( ( ))

θ µ θ
θ θj

N
k h Nr  

(7-19)

For a truncated substrate (truncated at the edges of the patch) and an infinite ground 
plane, the far field is given by the same Eqs. 7-12 and 7-13, except that now er = 1 and  
mr  = 1 are used in Eqs. 7-18 and 7-19. This also implies that N1 (q  )  =  cosq. The dimensions 
L and W used in Eqs. 7-12 and 7-13 are those of the original patch, however, corresponding 
to a resonant patch on the original substrate material (and not those of a resonant patch on 
an air substrate) even though air is used in Eqs. 7-18 and 7-19.

Figure 7-5 shows E- and H-plane patterns for a resonant rectangular patch on an infinite 
ground plane and substrate. The substrate permittivity is er = 2.2, the substrate thickness is 
h/l0 = 0.02, and the patch aspect ratio is W/L = 1.5. Note that the E-plane is broader than 
the H-plane, although in both planes the pattern tends to zero at the horizon.

Figure 7-6 shows patterns for the same antenna on a truncated substrate, where the sub-
strate is truncated at the edges of the patch, while the ground plane remains infinite. The 
patterns are very similar to the infinite substrate case of Figure 7-5 except near the horizon. 
Near the horizon the H-plane patterns are similar, but the E-plane patterns are different. In 
the truncated case the E-plane pattern remains nonzero at the horizon, while the pattern tends 
to zero for the infinite substrate case. For the truncated substrate case the E-plane pattern will 
always remain nonzero at the horizon for any substrate material except air (in which case 
there is no difference between a truncated design and an infinite substrate design). For a patch 
on an air substrate the E-plane pattern will tend to zero at the horizon.

Circular Patch

The far-field patterns of a resonant circular patch are similar to those of the resonant rect-
angular patch on the same substrate material. The normalized field of the dominant TM11 
mode is described by

 E
J

x
a

J xz ( , ) cos( ) ( )ρ φ φ

ρ

=

′





′
1

11

1 11

 (7-20)
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FIGURE 7-5 Far-field patterns of a rectangular patch on an infinite ground 
plane and substrate. The E-plane is shown with a solid line and the H-plane is 
shown with a dashed line.
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This corresponds to a magnetic current at the edge of the patch that is

 M s = ˆ cos( )φ φ  (7-21)

For this mode the far-field pattern is given by

 E r
E

ah k h Jzθ θ φ π η φ( , , ) ( ) cos ( )= 





′2 0

0
1 1tanc (( sin )( ( ))k a0 1θ θ− ΓTM  (7-22)

  E r
E

ah k h Jzφ θ φ π η φ( , , ) ( ) sin ( )= − 





2 0

0
1tanc innc

TE( sin )( ( ))cosk a0 1θ θ θ− Γ  (7-23)

where E0 is given by Eq. 7-14 (with R measured from the center of the patch) and

 J x
J x

xinc ( )
( )= 1  (7-24)

The term N1(q  ) is defined in Eq. 7-17.
As with the rectangular patch, the patterns for a truncated patch are given by the same 

formulas as for the infinite substrate, in this case Eqs. 7-22 and 7-23, using er = 1 and 
mr = 1. The dimension a is that of the original patch, however, and not that of a resonant 
patch on an air substrate.

Because the patterns of the circular patch are similar to those of the rectangular patch, 
the patterns are omitted here.

7.5 CAD FORMULAS FOR RECTANGULAR PATCH

This section presents CAD formulas for the rectangular patch shown in Figure 7-1. All of 
the formulas are independent of the feed except for the input resistance formula, which 
assumes a coaxial feed. All of these formulas assume that the patch is operating at the reso-
nance of the TM10 mode, which is the usual mode of broadside operation. These formulas 
have been derived in Chapter 5 of Lee.17

FIGURE 7-6 Far-field patterns of a rectangular patch on an infinite 
ground plane with a truncated substrate. The E-plane is shown with a 
solid line and the H-plane is shown with a dashed line.
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Resonance Frequency

A fairly simple, yet reasonably accurate formula due to Hammerstad,31 is

 f
c

L L r
0 2 2

=
+( )∆ ε  (7-25)

where c is the speed of light in vacuum and the fringing extension added to the resonant 
(L) dimension is given by

 ∆L h

W
h

/
. ( . ) .

( .
=

+ +





−

0 412 0 3 0 264

0 2

ε

ε

eff

eff 558 0 8) .
W
h

+





 (7-26)

with

 
ε ε ε

eff = + +
− +



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−

r
r

h
W1

2

1 1 10

2

1 2

( )
/

 
(7-27)

In some references eeff is used instead of er in Eq. 7-25, but according to the discussion in 
Chapter 5 of Lee,17 using er usually gives more accurate results.

Quality Factor

For a resonant type of antenna such as the microstrip antenna, it is common to express the 
physical parameters of interest in terms of the quality factor, or Q, of the antenna. The Q 
factor is defined as

 Q
U
P

s= 



ω0

in

 (7-28)

where w 0 = 2p f0 is the resonance frequency in radian/s, Us is the energy stored inside the 
patch cavity, and Pin is the average power going into the antenna, which is equal to the 
average power being radiated plus dissipated. A microstrip antenna has both dielectric 
and conductor losses, and possibly surface-wave loss as well. The surface-wave loss 
depends on the environment surrounding the patch. If there is a substrate that surrounds 
the patch and the surface-wave power launched by the antenna is gradually dissipated 
by an absorber, then the power launched into the surface wave by the patch is a loss. 
On the other hand, if the substrate is truncated so that there is no substrate beyond the 
perimeter of the patch, then there will be no surface-wave loss. If the substrate extends 
beyond the patch but then ends at some distance away, the propagating surface wave 
will diffract at the edge of the substrate and convert into a radiation field. In this case the 
surface wave power is not actually a loss, but the diffracted fields will typically result 
in pattern degradation.

The total quality factor is related to the component quality factors as

 1 1 1 1 1
Q Q Q Q Qd c

= + + +
sp sw

 (7-29)
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where

 
Q

U
Pi

s

i
= 



ω0  (7-30)

and Qsp , Qsw, Qd, and Qc denote the space-wave, surface-wave, dielectric, and conductor 
quality factors corresponding to the powers radiated into space, launched into the funda-
mental TM0 surface-wave, dissipated by dielectric loss, and dissipated by conductor loss, 
respectively.

Dielectric Q If the substrate has a loss tangent denoted as tan d  = e ″/e ′, the dielectric 
Q factor is given simply by

 Qd = 1
tanδ

 (7-31)

Conductor Q If the ground plane and patch metal have surface resistances Rsg and 
Rsp, and Rs

ave denotes the average of the two, then the conductor Q factor is given by

 Q
k h
Rc r

s

= 











µ η0 0

2 ave  (7-32)

The surface resistance is related to the conductivity of the metal s and the skin depth d  as

 Rs = 1
σδ

 (7-33)

with

 δ ω µ σ= 2

0
 (7-34)

Space-Wave Q The Q factor that accounts for the (desired) radiation into space is 
given as

 Q
p c

L
W h

r

r

e

e
sp = 

















3
16

1

1 0

ε
λ/

 (7-35)

where Le = L + 2∆ L and We = W + 2∆W are the effective lengths and widths of the patch, 
accounting for fringing. The fringing length is given by Eq. 7-26, while the fringing width 
is given approximately by32

 ∆W h= 





ln4
π  (7-36)

The terms pr and c1 are geometry terms given by (see Chapter 5 of Lee17)
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(7-37)
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c
n n1

1
2

1
41

1 2 5= − + /

 

(7-38)

where n r r1 = ε µ is the index of refraction of the substrate. The other constants are

 

a

a

c

2

4

2

0 16605

0 00761

0 0914153

= −

=

= −

.

.

.

 

Surface-Wave Q Assuming that the substrate is infinite (or that there is an absorber to 
absorb the surface wave), so that surface-wave power is a loss from the antenna radiation 
point of view, the surface-wave excitation represents a loss mechanism, and the Q for this 
loss is given by

 Q Q
e

e
r

r
sw sp

sw

sw= −




1  (7-39)

where er
sw denotes the radiation efficiency of the patch when accounting for only surface-

wave loss, and not dielectric or conductor loss. That is,

 
e

P
P Pr

sw sp

sp sw
= +  (7-40)

where Psp is the power radiated into space and Psw is the power launched into the sur-
face wave. This efficiency is well approximated by that of a unit-amplitude infinitesimal 
horizontal electric dipole (hed) on the substrate. (Unit amplitude means I l = 1, with the 
current amplitude I expressed using peak phasor notation, not rms, and the length l of the 
small dipole measured in meters.) Therefore this efficiency is given by the approximate 
expression

 e e
P

P Pr r
sw hed sp

hed

sp
hed

sw
hed= = +  (7-41)

A calculation that is accurate for thin substrates reveals that

 P k h crsp
hed = ( )1

80
0
2 0

2 2 2
1λ ( ) π µ  (7-42)

and

 P k h
nrsw

hed = 








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




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1
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3 3 3

1
2

3

λ ( ) π µ − 
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 (7-43)
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which results in the expression

 

e e

k h
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(7-44)

For nonmagnetic substrates, a more accurate expression that has been found by Pozar33 
for the surface-wave power of the unit-amplitude dipole is

 P
k x

x k h x
r

r
sw
hed =

−( )
+ + −

η ε
ε

0 0
2

0
2

3
2

1 0 0
24

1

1 1[ ] ( ) 11 2
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 (7-45)

where
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


s

k h s
k h s

k h s
tan[( ) ]

( )
cos [( ) ]

 

and

 

s r= −ε 1

 

Using Eqs. 7-45 and 7-42 in Eq. 7-40 results in an expression that is more accurate than  
Eq. 7-44, especially for thicker substrates.

Bandwidth

The bandwidth of the patch may be defined from the frequency limits at which the standing-
wave ratio (SWR) reaches a maximum threshold, assuming that the feeding transmission line 
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that connects to the patch is perfectly matched at the resonance frequency (i.e., Z0 = R, if we 
neglect the effects of the probe inductance). The bandwidth is thus defined as

 BW
f f

fr
= −2 1  (7-46)

where fr is the impedance resonance frequency of the patch, and f1 and f2 are the low and 
high frequencies on either side of the resonance frequency at which SWR = S, with S being 
a prescribed value. The bandwidth is then

 BW
S

SQ
= −1

 (7-47)

For the commonly used definition S = 2, we have

 BW
Q

= 1
2

 (7-48)

Radiation Efficiency

The radiation efficiency is the ratio of power radiated into space to the total power input 
to the antenna. That is,

 e
P
Pr = sp

in
 (7-49)

where

 P P P P Pd cin sp sw= + + +  (7-50)

In terms of the Q factors,

 e
Q

Qr =
sp

 (7-51)

Input Resistance

The resistance R in the circuit model of Figure 7-3 represents the input resistance of the 
patch at the cavity resonance frequency f0 where the input resistance is a maximum. An 
approximate expression for R is

 R R
x

L

e

e
= 



edge cos2 0π

 (7-52)

where the input resistance when fed at the edge (x0 = 0) is

 
R

L
W

h
Qr

e

e
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

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



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



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η µ π λ0
0

4

 
(7-53)

The effective feed location at, x x L y y We e
0 0 0 0= + = +∆ ∆, accounts for fringing.
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Probe Inductance

A simple yet reasonably accurate formula for the probe inductance Lp in the circuit model of 
Figure 7-3 may be found by assuming that the coaxial probe feeds an infinite parallel-plate 
waveguide.34 A calculation then reveals that the probe reactance is given by

 X L
h

k ap p r
r r

= = 





− +
















ω η µ λ γ
µ ε0

0 0

2
ln





  (7-54)

where g   = 0.57722 is Euler’s constant. Note that the probe inductance is not independent 
of frequency, due to the wavenumber term that appears inside the argument of the natural 
logarithm function. The probe reactance is directly proportional to the substrate thickness. 
The probe reactance also increases as the probe radius decreases, but the reactance is not a 
strong function of the probe radius since the variation is logarithmic. For a typical substrate 
with er = 2.2 and h = 0.1524 cm (60 mils) and a probe radius of a = 0.635 mm (SMA), the 
probe reactance Xp at 1.575 GHz is about 11 Ω.

Directivity

The directivity of the rectangular patch (with respect to an isotropic radiator) may be 
approximated in closed form for thin substrates as

 D
p c

k hn

r
r

r

= 
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
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
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










tan ( )2
0 1k hn  (7-55)

where

 tanc( ) tan( ) /x x x=  (7-56)

For a moderate permittivity substrate such as er = 2.2, the directivity is about 6.1 (7.8 dB) 
when the substrate is thin. For a high permittivity substrate such as er = 10.8, the directivity 
is about 3.5 (5.4 dB) when the substrate is thin.

7.6 RESULTS FOR RECTANGULAR PATCH

Results are presented here to illustrate two of the basic physical properties of the rect-
angular patch that were discussed earlier: bandwidth and radiation efficiency. The sub-
strate has a relative permittivity of either 2.2 (moderate permittivity) or 10.8 (high 
permittivity), a loss tangent of 0.001, and the patch and ground planes both have a 
conductivity of 3.0 × 107 S/m. The patch is resonant with an aspect ratio of W/L = 1.5. 
The frequency is 5.0 GHz.
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Figure 7-7 shows a plot of bandwidth versus normalized substrate thickness for the 
moderate and high permittivity substrates. The bandwidths calculated from the CAD for-
mulas are compared with those from measurements. The CAD formula is seen to be fairly 
accurate over this range of substrate thickness. As predicted by the CAD formula, the band-
width increases roughly proportional to the substrate thickness, and inversely proportional 
to the substrate permittivity.

Figure 7-8 shows a plot of radiation efficiency in percent versus normalized substrate 
thickness for the same two substrate materials. In Figure 7-8a the dielectric and conductor 
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FIGURE 7-7 Bandwidth (percent) versus the normalized substrate 
thickness for a moderate permittivity substrate and a high-permittivity  
substrate. The solid curves are from the CAD formula, while the  
dots (moderate permittivity) and squares (high permittivity) are from 
measurements.
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FIGURE 7-8 a Radiation efficiency (percent) versus the normalized 
substrate thickness for a moderate-permittivity substrate and a high-
permittivity substrate. The radiation efficiency accounts for surface-
wave loss only. The dashed curves are from the CAD formula, while 
the solid curves are exact values from a spectral-domain calculation.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Microstrip Antennas



 MICROSTRIP ANTENNAS 7-19

losses are assumed to be zero, so radiation efficiency accounts only for surface-wave loss 
as in Eq. 7-40, using Eq. 7-45 in the calculation.

In Figure 7-8b the total radiation efficiency is plotted, accounting for all losses. In both 
cases the results from the CAD formulas are compared with the exact values, obtained from 
a spectral-domain calculation.35 The CAD formula works well for thinner substrates, but 
loses accuracy for thicker substrates, especially for the higher permittivity. 

When dielectric and conductor losses are neglected, the efficiency approaches 100 per-
cent for thin substrates, since surface-wave loss becomes negligible. When dielectric and 
conductor losses are accounted for, the efficiency reaches a maximum for a certain sub-
strate thickness, around 0.02 free-space wavelengths, and then decreases to zero as the sub-
strate thickness tends to zero. This can be explained by examining how the different quality 
factors behave versus substrate thickness. The space-wave Q is inversely proportional to 
the electrical thickness of the substrate, as seen from Eq. 7-35. The surface-wave Q is 
inversely proportional to the square of the electrical thickness of the substrate, as seen from 
Eqs. 7-39 and 7-44. The dielectric Q is constant and does not vary with substrate thickness. 
The conductor Q is proportional to the substrate thickness, as seen from Eq. 7-32. Hence, 
when conductor and dielectric losses are eliminated, the space-wave Q becomes dominant 
(the smallest) as the substrate becomes thinner. However, when losses are considered, the 
conductor Q eventually becomes the dominant one as the substrate becomes thinner. This 
means that most of the input power to the antenna goes to conductor losses instead of into 
radiation into space, and the efficiency becomes small.

7.7 CAD FORMULAS FOR CIRCULAR PATCH

CAD formulas for the basic properties of the circular patch are given next. These CAD 
formulas are derived assuming that the substrate is electrically thin. Because the prop-
erties of the circular patch are similar to those of the rectangular patch, results are 
omitted.
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FIGURE 7-8b Radiation efficiency (percent) versus the normalized 
substrate thickness for a moderate-permittivity substrate and a high- 
permittivity substrate. The radiation efficiency accounts for all losses. 
The dashed curves are from the CAD formula, while the solid curves 
are exact values from a spectral-domain calculation.
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Resonance Frequency

The resonance frequency of the TM11 mode is given by

 f
c

a
x

e r
0 112

= ′
π ε  (7-57)

where c is the speed of light in vacuum and ae is the effective radius of the patch, given by36

 a a
h
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a
he
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2

2 1 7726π ε
π

ln .  (7-58)

Quality Factor

The formulas for the dielectric and conductor quality factors Qd and Qc are the same as for 
the rectangular patch and are given by Eqs. 7-31 and 7-32. The space-wave quality factor 
is given by

 Q
x

k h
I

c r

c
sp =





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2
1

0
ε

 (7-59)

where
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and
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 (7-61)

with
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(7-62)

The terms appearing in the preceding equation are the same as those defined in Eqs. 7-56,  
7-16, 7-18, 7-19, and 7-24. An approximate closed-form expression for the space-wave qual-
ity factor may be obtained for a thin substrate by approximating the integral Ic in Eq. 7-61 as

 I pc c= 4
3  (7-63)

where

 p k a ec
k

k
k=

=
∑ ( )0

2

0

6

2  (7-64)
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with the coefficients defined as
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(7-65)

The surface-wave quality factor is given by Eqs. 7-39 and 7-41, along with 7-42 and either 
7-43 (which yields Eq. 7-44) or 7-45.

Bandwidth

The bandwidth of the circular patch is given by Eqs. 7-47 and 7-48, where the total quality 
factor is given by Eq. 7-29, using the appropriate formulas for the quality factors of the 
circular patch presented in the preceding section.

Radiation Efficiency

The radiation efficiency of the circular patch is given by Eq. 7-41 together with Eq. 7-42 
and either Eq. 7-43 (which yields Eq. 7-44) or 7-45.

Input Resistance

The input resistance of the circular patch fed by a coaxial feed at the frequency of the cav-
ity resonance f0 is

 

R R J
x

a

J x
in edge≈

′



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













1

2 11

1
2

11

ρ

( )



 

(7-66)

 
where the feed is located at a radius r0 from the center. The edge resistance is given by

 R
h
P

eredge
sp

=










2

2
 (7-67)
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where
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(7-68)

In Eq. 7-67, er is the radiation efficiency of the circular patch and Psp is the space-wave 
power radiated by the magnetic current in Eq. 7-21. The space-wave power may be 
written as

 P k a h Icsp = π
η8 0

0
2 2( )  (7-69)

where the integral Ic is defined in Eq. 7-61 and approximated in Eq. 7-63.

Probe Inductance

Equation 7-54 is based on a parallel-plate waveguide model, which ignores the geometry of 
the patch. Therefore, this formula may be used equally well for the circular patch.

Directivity

An approximate formula for the broadside directivity of the circular patch is

 

D
k h

p k hc
r

r

=
+ 



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







3

1

2
1

2
1

tanc ( )

tan ( )
µ
ε  

(7-70)

where pc is defined in Eq. 7-64 and the tanc function is defined in Eq. 7-56.

7.8 CIRCULAR POLARIZATION

Microstrip antennas are often used as elements to radiate circular polarization (CP). Circular 
polarization may be achieved in two ways. The first is by means of a dual feed using a 
square or circular patch that is fed with two feeds spaced 90ο apart and fed with a 90ο phase 
difference. The 90ο phase difference may be realized using a delay line or, for a broader 
bandwidth phasing, a branchline hybrid.36 In most cases the bandwidth of the patch is small 
compared with the bandwidth of the phasing, so a simple 90ο delay line is adequate.

A more compact way to realize CP is through a single feed, using a nearly-square patch 
or an elliptical patch. The nearly-square design has length L and width W (see Figure 7-1) 
that are nearly, but not exactly, equal. The feed is located along the diagonal. This method 
of realizing CP is simple. However, the drawbacks include having a lower CP bandwidth 
compared with the dual-feed arrangement, and the design may be somewhat more difficult 
to optimize properly. Simple design formulas exist, however, to aid in the design of the 
patch dimensions and the feed location. This is discussed next.
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It is assumed that CP is desired at broadside at a frequency fcp (the axial ratio will 
degrade as the angle q  increases). Denote f0x and f0y as the cavity resonance frequencies 
corresponding to the dimensions L and W, respectively. The first design equation is then

 f f fx ycp = +1
2 0 0( )  (7-71)

which stipulates that the frequency of operation should be halfway between the two cavity 
resonance frequencies. The second design equation says that the difference in the two cav-
ity resonance frequencies should be related to the Q of the patch as

 
∆f
f Qcp

= 1
 (7-72)

where ∆ f  = f0y − f0x > 0 for left-handed circular polarization (LHCP) and ∆ f = f0x − f0y > 0 for 
right-handed circular polarization (RHCP). Hence, the resonance frequencies of the patch 
should be chosen as

 f f
Qx0 1
1

2= ±



cp

 (7-73)

 f f
Qy0 1
1

2= 



cp ∓  (7-74)

where the top sign is for RHCP and the bottom sign is for LHCP. The quality factor Q 
is related to the impedance bandwidth BW of the patch when it is fed along a centerline 
and operated as a linearly polarized patch, through Eq. 7-6. The bandwidth of the linearly 
polarized patch may be determined by using the CAD formulas for the quality factor given 
previously, or by other methods including full-wave simulation and measurements.

The input resistance at the frequency fcp is given by R = Rx = Ry , where Rx and Ry are 
the resonant input resistances of the patch when fed along the centerlines at (x0, W/2) or 
(L/2, y0) with x0 = y0, so that the (1,0) or (0,1) modes are resonant, respectively. Hence 
the input resistance of the diagonal feed at fcp is simply the resonant input resistance if 
the patch were fed along either of the two centerlines, assuming that we keep the same 
value of x0 or y0. For example, we can determine the value of x0 for a square patch fed 
along the centerline in order to have a 50-Ω input resistance at resonance. The input resis-
tance of the nearly square patch fed along the diagonal will then be 50 Ω at fcp provided 
the distance of the feed from the corner of the patch measured along the diagonal is x0√2.  
At the frequency of CP operation fcp the input impedance will have a small imaginary part 
equal to the probe reactance.

Once the frequencies f0x and f0y have been determined, the corresponding dimensions of 
the patch L and W may be determined. For example, we can use Eq. 7-25, which becomes

 f
c

L Lx
r

0 2 2
=

+( )∆ ε
 (7-75)

 f
c

W Wy
r

0 2 2
=

+( )∆ ε  (7-76)
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Because the patch is nearly square, the fringing extensions ∆L and ∆W are approximately 
equal. The fringing extension ∆L may be calculated approximately using Eq. 7-26.

A bandwidth of the circular polarization may be defined in terms of the axial ratio of the 
CP at broadside. The axial-ratio bandwidth is defined as

 BW
f f

f
AR

cp
= −+ −

 (7-77)

where f + and f − are the frequency limits on either side of fcp for which the axial ratio is 2
(3 dB). It may be shown37 that the axial-ratio bandwidth is related to the quality factor of 
the patch as

 BW
Q

AR = 0 348.
 (7-78)

Comparing Eq. 7-78 with Eq. 7-6, it is seen that the axial-ratio bandwidth is smaller than 
the impedance bandwidth of the corresponding linearly polarized patch by a factor of about 
0.49. The impedance bandwidth of the nearly square CP patch is given by37

 BW
Q

CP = 2  (7-79)

Comparing Eq. 7-79 with Eq. 7-6, it is seen that the impedance bandwidth of the CP 
patch is larger than that of the same patch operated as a linearly polarized patch by a 
factor of 2.

7.9 MICROSTRIP ANTENNAS  
WITH IMPROVED PERFORMANCE

The improvement of the basic microstrip antenna properties is a topic of considerable 
interest. In particular, considering the traditional limitations of microstrip antennas, the 
improvements of bandwidth and radiation efficiency are particularly relevant, along with 
reducing surface-wave excitation and lateral radiation from the patch, which results in 
undesirable mutual coupling and edge diffraction from the edges of the surrounding ground 
plane. These issues are reviewed next.

Bandwidth Improvement

The bandwidth of a microstrip antenna may be improved in several ways. First, the use of 
a low permittivity substrate is beneficial since bandwidth is inversely proportional to the 
permittivity according to Eq. 7-35, at least when the patch is operating in a region where 
the efficiency is high and the space-wave Q is dominant (the smallest). Second, a thicker 
substrate may be used since the bandwidth is proportional to the substrate thickness in the 
region where the space-wave Q dominates, as Eq. 7-35 again shows. For a coaxial feed, 
the bandwidth is limited by the fact that the probe inductance increases with increasing 
substrate thickness, as seen from Eq. 7-54. As mentioned in the “Introduction,” this limits 
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the substrate thickness to a maximum value, beyond which the coaxially fed patch will not 
be resonant (i.e., the input impedance will remain inductive). According to Eq. 7-7 and the 
discussion immediately afterward, the input reactance of the patch cavity reaches a nega-
tive minimum of XRLC  = −R/2, where R is the value of the maximum input resistance, which 
occurs at the cavity resonance frequency f0. Hence if the probe reactance exceeds R/2, no 
resonance frequency fr can be found for which the input impedance will be real.

Various methods may be used to overcome this limitation due to the probe reactance. 
A capacitive element may be inserted into the coaxial feed to compensate for the probe 
reactance. For example, one can use a capacitive annular slot on the patch that surrounds 
the contact point where the probe meets the patch.38 Alternatively, other feed methods may 
be used that avoid the probe reactance problem. For example, the aperture-coupled feed 
allows for the patch cavity to be excited without introducing a probe reactance, and hence 
a thicker substrate is possible.

Other techniques to increase bandwidth include introducing multiple resonances into 
the structure. This may take the form of stacked patches, coplanar parasitic patches, or 
patches that have novel shapes such as the U-shaped patch.19,21 Using special feed networks 
or feeding techniques to compensate for the natural impedance variation of the patch is 
another method.

Chapter 16 of this Handbook is concerned with wideband printed antennas, and you will 
find more discussion on broadbanding techniques in that chapter.

Efficiency Improvement

Surface-wave excitation increases as the permittivity of the substrate increases and as 
the thickness of the substrate increases (unless the substrate is air). On the other hand, if 
the substrate is made too thin, the radiation efficiency suffers due to increased conductor 
and dielectric losses, since the conductor and dielectric Q factors will become dominant 
(smaller than the other ones) as the substrate becomes thin, as seen from Eqs. 7-31 and 
7-32. One way to overcome this trade-off is to use a low-permittivity substrate material 
such as foam. The foam substrate may be made thick to minimize conductor and dielectric 
losses, without suffering from surface-wave excitation. This has the added advantage of 
increasing the bandwidth. If the application allows it, the substrate may also be removed 
from the area outside the patch, to avoid surface-wave excitation.

Other alternatives have been developed for minimizing surface-wave excitation. The 
ground plane may be patterned to form a periodic structure, or a periodic structure may 
be printed on the substrate surrounding the patch, to form an electromagnetic band gap or 
EBG structure.39 Being a periodic structure, the EBG structure has passbands and stop-
bands, for which modal surface-wave propagation on the structure is allowed or prohibited. 
In the stopband region the surface wave on the structure cannot propagate. Care must be 
exercised to design the EBG structure so that the stopband is omnidirectional, meaning that 
the surface-wave propagation is prohibited in all directions.

Reduced Surface Wave Antennas

A type of microstrip antenna called the reduced surface wave (RSW) antenna has been pro-
posed.40 The design consists of a microstrip annular ring with inner radius a and outer radius b 
that is short-circuited to the ground at its inner radius, as shown in Figure 7-9. The short circuit 
may be realized by a circular ring of shorting vias (metal posts) placed at r = a.

The antenna is operated in the TM11 mode, for which the magnetic current at the 
outer boundary corresponding to the dominant patch mode has the form of Eq. 7-21. 
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Analysis shows that the surface-wave field along the ground plane (z = 0) excited from 
such a ring of magnetic current will have the form

 E A J b Hz
sw

TM TM( , , ) cos ( )ρ φ φ β β ρ0 1 1
2

0 0
= ′( ) ( )  (7-80)

where A is an amplitude coefficient, βTM0
is the wavenumber of the dominant TM0 

surface-wave mode of the grounded substrate, ′J1 is the derivative of the Bessel function 
J1, and H1

2( )  is the Hankel function of the second kind. The surface-wave field excited 
by this magnetic current will be zero provided that

 βTM0 11 1 8418b x= ′ = .  (7-81)

To be more general, any value ′x p1 may be used in Eq. 7-81, but using p = 1 gives the patch 
with the smallest outer radius. A normal circular patch with the critical radius b will not 
be resonant, as is easily seen by comparing Eq. 7-81 with Eq. 7-57, which is equivalent to  
Eq. 7-81 with k1 being used instead of the wavenumber of the surface wave. A circular 
patch with this critical radius will be larger than resonant size. Therefore, to make the patch 
resonant, a short-circuit boundary is introduced at r = a as shown in Figure 7-9. By properly 
selecting the inner radius a, the patch may be made resonant at the desired operating fre-
quency for which Eq. 7-81 is satisfied. Assuming an approximate perfect magnetic wall at 
the outer radius, this results in the following design condition for choosing the inner radius:

 

J k a
Y k a

J
k x

Y
k x

1 1

1 1

1
1 11

1
1 11

0( )
( ) =

′ ′



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′ ′

βTM

ββTM0





  

(7-82)

where Y1 is the Bessel function of the second kind. The location of the coaxial feed probe 
may be selected to obtain the desired input resistance at resonance.

If the substrate is relatively thin, the TM0 surface wave has the property that the wavenum-
ber is close to the wavenumber of free space. Hence we have the approximate condition that

 k b x0 11 1 8418= ′ = .  (7-83)

FIGURE 7-9 Reduced surface wave microstrip antenna
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Equation 7-83 is a condition for having zero lateral radiation from the patch, i.e., zero far-field 
radiation along the horizon. Hence the RSW antenna not only reduces the amount of surface-
wave excitation, but it also reduces the lateral radiation that travels along the ground plane. 
For a thin substrate the lateral radiation is usually the more important of the two, unless the 
distance from the patch becomes large, but both contribute to diffraction from the edges of the 
ground plane. This undesirable edge diffraction results in interference with the primary pattern 
above the ground plane, and in nonzero radiation in the region behind the ground plane.

Equation 7-83 also implies that the diameter of the RSW antenna will be approximately 
0.6l0, independent of the substrate permittivity. That is, the RSW antenna cannot be min-
iaturized by using a higher substrate permittivity. This is one of the main drawbacks to the 
antenna. The antenna has roughly the same bandwidth as a conventional circular patch on 
the same substrate.

Figure 7-10a shows the calculated and measured E-plane patterns for a conventional 
circular patch of radius a = 2.66 cm operating at 2.0 GHz on a substrate with a relative per-
mittivity of 2.94 and a thickness of 1.524 mm. The feed is at r0 = 0.61 cm. The calculated 
pattern assumes an infinite ground plane and substrate, while the measurement was taken 
on a circular ground plane with a diameter of 1 m. The measured E-plane pattern has a 
significant rippling in the forward direction and has a significant amount of back radiation 
behind the ground plane, due to edge diffraction. This is because the surface wave and the 
lateral wave are both excited with a cos f variation, and hence the E-plane (f  = 0) is the one 
that suffers the most from surface-wave excitation and lateral radiation. Also, the measured 
E-plane pattern does not agree very well with the calculated pattern, since the calculated 
pattern assumes an infinite ground plane and therefore neglects edge diffraction.

Figure 7-10b shows the calculated and measured E-plane patterns for an RSW antenna 
on the same substrate, operating at the same frequency. The dimensions are a = 2.417 cm 
and b = 4.392 cm, with the feed located at r0 = 2.95 cm. It is seen that the E-plane pattern 
is much smoother in the forward region than for the conventional patch; also there is much 
less radiation in the back region behind the ground plane. Because there is less edge diffrac-
tion, the measured pattern agrees much better with the calculated pattern, which assumes 
an infinite ground plane and neglects edge diffraction.
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FIGURE 7-10 E-plane patterns for (a) conventional circular patch antenna (b) reduced surface wave 
antenna. The measured patterns are shown with solid lines, while the calculated patterns are shown with 
dashed lines.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Microstrip Antennas



7-28 CHAPTER SEVEN 

As a consequence of the reduced surface-wave excitation and lateral radiation, there is 
also less mutual coupling between RSW antennas than between conventional microstrip 
antennas, at least for separations that are larger than about 0.75l0 between centers.41 For 
array applications the large size of the RSW antenna limits the application of these antennas 
to arrays that can tolerate this larger element spacing.42

Acknowledgment

The author would like to thank Varada Rajan Komanduri for performing the full-wave 
simulations and carefully proofreading the manuscript.

REFERENCES

 1. G. Deschamps and W. Sichak, “Microstrip Microwave Antennas,” Proc. of Third Symp. on USAF 
Antenna Research and Development Program, October 18–22, 1953.

 2. J. T. Bernhard, P. E. Mayes, D. Schaubert, and R. J. Mailloux, “A Commemoration of Deschamps’ 
and Sichak’s ‘Microstrip Microwave Antennas’: 50 Years of Development, Divergence, and New 
Directions,” Proc. of the 2003 Antenna Applications Symp. (September 2003): 189–230.

 3. R. E. Munson, “Microstrip Phased Array Antennas,” Proc. of Twenty-Second Symp. on USAF 
Antenna Research and Development Program, October 1972.

 4. R. E. Munson, “Conformal Microstrip Antennas and Microstrip Phased Arrays,” IEEE Trans. 
Antennas Propagat., vol. AP-22, no. 1 (January 1974): 74–78.

 5. J. Q. Howell, “Microstrip Antennas,” IEEE AP-S Intl. Symp. Digest (1972): 177–180.
 6. J. Q. Howell, “Microstrip Antennas,” IEEE Trans. Antennas Propagat., vol. AP-22 (January 1974): 

90–93.
 7. A. G. Derneryd, “Linearly Polarized Microstrip Antennas,” IEEE Trans. Antennas Propagat., 

vol. AP-24, no. 6 (November 1976): 846–850.
 8. Y. T. Lo, D. Solomon, and W. F. Richards, “Theory and Experiment on Microstrip Antennas,” 

IEEE Trans. Antennas Propagat., vol. AP-27, no. 3 (March 1979): 137–145.
 9. M. D. Deshpande and M. C. Bailey, “Input Impedance of Microstrip Antennas,” IEEE Trans. 

Antennas Propagat., vol. AP-30, no. 4 (July 1982): 645–650.
10. K. R. Carver and J. W. Mink, “Microstrip Antenna Technology,” IEEE Trans. Antennas Propagat., 

vol. AP-29, no. 1 (January 1981): 25–38.
11. I. J. Bahl and P. Bhartia, Microstrip Antennas (Dedham, MA: Artech House, 1980).
12. J. R. James, P. S. Hall, and C. Wood, Microstrip Antenna Theory and Design, INSPEC/IEE 

(London and New York: Peter Peregrinus on behalf of the IEE, 1981).
13. J. R. James and P. S. Hall, The Handbook of Microstrip Antennas (two-volume set), INSPEC 

(London: Peter Peregrinus on behalf of the IEE, 1989).
14. P. Bhartia, Millimeter-Wave Microstrip and Printed Circuit Antennas (Boston: Artech House, 

1991).
15. D. M. Pozar and D. H. Schaubert (eds.), Microstrip Antennas: The Analysis and Design of 

Microstrip Antennas and Arrays (New York: Wiley/IEEE Press, 1995).
16. Jean-Francois Zurcher and Fred E. Gardiol, Broadband Patch Antennas (Boston: Artech House, 

1995).
17. K. F. Lee (ed.), Advances in Microstrip and Printed Antennas (New York: John Wiley & Sons, 

1997).
18. R. Garg, P. Bhartia, I. J. Bahl, and A. Ittipiboon (eds.), Microstrip Antenna Design Handbook 

(Boston: Artech House, 2001).
19. G. Kumar and K. P. Ray, Broadband Microstrip Antennas (Boston: Artech House, 2002).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Microstrip Antennas



 MICROSTRIP ANTENNAS 7-29

20. R. B. Waterhouse, Microstrip Patch Antennas: A Designer’s Guide (Norwell, MA: Kluwer 
Academic Publishers, 2003).

21. K.-L. Wong, Compact and Broadband Microstrip Antennas (New York: John Wiley & Sons, 
2003).

22. R. Bancroft, Microstrip and Printed Antenna Design (Atlanta: Noble Publishers, 2004).
23. J. D. Kraus, Antennas, 2nd Ed. (New York: McGraw-Hill, 1988).
24. W. F. Richards, “Microstrip Antennas,” Antenna Handbook: Theory, Applications, and Design, 

Chap. 10, Y. T. Lo and S. W. Lee (eds.) (New York: Van Nostrand Reinhold, 1993).
25. W. L. Stutzman and G. A. Thiele, Antenna Theory and Design, 2nd Ed. (New York: John Wiley 

& Sons, 1998).
26. D. R. Jackson, J. T. Williams, and D. R. Wilton, “Antennas-II,” Handbook of Engineering 

Electromagnetics, Chap. 9, Rajeev Bansal (ed.) (New York: Marcel Dekker, 2004).
27. C. A. Balanis, Antenna Theory: Analysis and Design, 3rd Ed. (New York: John Wiley & Sons, 

2005).
28. D. R. Jackson and J. T. Williams, “A Comparison of CAD Models for Radiation from Rectangular 

Microstrip Patches,” Intl. Journal of Microwave and Millimeter-Wave Computer Aided Design, 
vol. 1, no. 2 (April 1991): 236–248.

29. R. F. Harrington, Time Harmonic Electromagnetic Fields (New York: McGraw-Hill, 1961).
30. D. R. Jackson and N. G. Alexopoulos, “Gain Enhancement Methods for Printed Circuit Antennas,” 

IEEE Trans. Antennas Propagat., vol. 33 (September 1985): 976–987.
31. E. O. Hammerstad, “Equations for Microstrip Circuit Design,” Proc. 5th European Microwave 

Conf. (1975): 268–272.
32. H. A. Wheeler, “Transmission-Line Properties of Parallel Strips Separated by a Dielectric Sheet,” 

IEEE Trans. Microwave Theory Tech., vol. MTT-13 (1965): 172–185.
33. D. M. Pozar, “Rigorous Closed-Form Expression for the Surface-Wave Loss of Printed Antennas,” 

Electron. Lett., vol. 26 (1990): 954–956.
34. H. Xu, D. R. Jackson, and J. T. Williams, “Comparison of Models for the Probe Inductance for 

a Parallel Plate Waveguide and a Microstrip Patch,” IEEE Trans. Antennas Propagat., vol. 53 
(October 2005): 3229–3235.

35. D. M. Pozar, “Considerations for Millimeter-Wave Printed Antennas,” IEEE Trans. Antennas 
Propagat., vol. 31 (1983): 740–747.

36. D. M. Pozar, Microwave Engineering, 3rd Ed. (New York: John Wiley & Sons, 2005).
37. W. L. Langston and D. R. Jackson, “Impedance, Axial-Ratio, and Receive-Power Bandwidths of 

Microstrip Antennas,” IEEE Trans. Antennas Propagat., vol. 52 (October 2004): 2769–2773.
38. P. S. Hall, “Probe Compensation in Thick Microstrip Patches,” Electron. Lett., vol. 11 (1987): 

606–607.
39. H. Y. D. Yang, R. Kim, and D. R. Jackson, “Design Considerations for Modeless Integrated 

Circuit Substrates Using Planar Periodic Patches,” IEEE Trans. Microwave Theory Tech., vol. 48 
(December 2000): 2233–2239.

40. D. R. Jackson, J. T. Williams, A. K. Bhattacharyya, R. Smith, S. J. Buchheit, and S. A. Long, 
“Microstrip Patch Designs That Do Not Excite Surface Waves,” IEEE Trans. Antennas Propagat., 
vol. 41 (August 1993): 1026–1037.

41. M. A. Khayat, J. T. Williams, D. R. Jackson, and S. A. Long, “Mutual Coupling Between Reduced 
Surface-Wave Microstrip Antennas,” IEEE Trans. Antennas Propagat., vol. 48 (October 2000): 
1581–1593.

42. R. L. Chen, D. R. Jackson, J. T. Williams, and S. A. Long, “Scan Impedance of RSW Microstrip 
Antennas in a Finite Array,” IEEE Trans. Antennas Propagat., vol. 53 (March 2005): 1098–1104.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Microstrip Antennas



Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Microstrip Antennas



8-1

Slot Antennas

William F. Croswell
Harris Corporation

CONTENTS

8.1 INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8-2

8.2 SLOTTED-WAVEGUIDE ANTENNAS . . . . . . . . . . . . . . . . . . . . . . . . .  8-2

8.3 TAPERED AND FLARED SLOT ANTENNAS . . . . . . . . . . . . . . . . . . . .  8-4

8.4 CAVITY-BACKED RECTANGULAR SLOT ANTENNAS . . . . . . . . . . . .  8-5

8.5 WAVEGUIDE-FED SLOT ANTENNAS . . . . . . . . . . . . . . . . . . . . . . . . .  8-8

8.6  SLOT ANTENNAS ON FINITE AND CURVED  
GROUND PLANES  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8-10

8.7 SLOT ANTENNAS ON CYLINDERS, CONES, AND SPHERES. . . . . .  8-14

Chapter 8

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Source: ANTENNA ENGINEERING HANDBOOK



8-2 CHAPTER EIGHT 

8.1 INTRODUCTION

This chapter deals with the radiation characteris-
tics of slot antennas and includes the effects of 
finite and curved surfaces, dielectric coatings, 
cavity backing, and single slots fed by wave-
guides. The simplest example of such an antenna 
consists of a rectangular slot cut in an extended 
thin flat sheet of metal with the slot free to radiate 
on both sides of this sheet, as shown in Figure 8-1. 
The slot is excited by a voltage source such as a 
balanced parallel transmission line connected to 
the opposite edges of the slot or a coaxial trans-
mission line connected to the opposite edges of 
the slot or a coaxial transmission line.

The electric field distribution in the slot can be obtained from the relationship between 
the slot and complementary wire antennas, as established by Booker.1 It has been shown that 
the electric field distribution (magnetic current) in the slot is identical to the electric current 
distribution on the complementary wire. In the illustrated rectangular slot, the electric field is 
perpendicular to the long dimension, and its amplitude vanishes at the ends of the slot.

The electric field is everywhere normal to the surface of the slot antenna except in the 
region of the slot itself. The theoretical analysis of this configuration shows that the radiation 
of the currents in the sheet can be deduced directly from the distribution of the electric field 
in the slot. Consequently, the radiated field of an elementary magnetic moment within the slot 
boundaries should include the contribution of the electric current flowing on a metal surface.

A slot-antenna design will often require that the slot be cut in something other than an 
extended flat sheet surface. Whatever the surface, the electric field will be normal every-
where except in the region of the slot. The field due to the electric currents on this metal 
surface can be deduced from the exciting magnetic currents2 in the slot, just as in the case 
of the flat metal sheet. This field can be combined with the exciting field so that the result 
is the total field due to a magnetic current on the given boundary surface. Thus the field of 
a thin rectangular slot cut in a circular cylinder differs from that of a slot cut in a flat metal 
sheet because the distribution of electric currents is different for the two cases.

In general, the slot antenna is not free to radiate on both sides of the surface on which it is cut 
because one side is either completely enclosed, e.g., the slotted cylinder antenna, or it is desired 
that the radiation on one side be minimized. In these cases, the influence of the enclosed cavity 
region on the excitation and impedance of the slot antenna is significant to the antenna design.

8.2 SLOTTED-WAVEGUIDE ANTENNAS

Slotted-waveguide antennas have significant applications in the areas of missile, spacecraft, 
and airborne radar. Broad-wall slotted-waveguide antennas have been studied extensively. 
Oliner,3 following research by Stevenson,4 has derived equivalent circuit representations 
for this type of antenna. These circuits allow accurate computation of the normalized con-
ductance, susceptance, resistance, reactance, and resonant frequency of broad-wall slots. 
The types of slots and the equivalent networks are given in Chapter 9.

Dielectric-covered broad-wall slots also have been characterized thoroughly. Bailey5 has 
summarized significant findings. The general problem discussed by Bailey extends Oliner’s 
work to include the effects on broad-wall slots radiating into a multilayer dielectric medium. 
The basic effect that occurs by adding a dielectric layer over slots in a waveguide is to 

FIGURE 8-1 Rectangular slot
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produce a downward shift in resonant frequency. For dielectric layers whose thickness is 
greater than 0.2l, where λ λ ε= 0 , the approximate resonant shift is given in Figure 8-2, 
where l is the wavelength in the dielectric, l0 is the wavelength in free space, and e is the 
dielectric constant. Further analysis, and comparison with experimental data, is also avail-
able, as shown in Figure 8-3.

FIGURE 8-2 Resonant length of a dielectric-covered shunt slot in WR-90 (RG 52/U) wave-
guide (b1 = 0.0625 in, t = 0.050 in, a = 0.900 in, b = 0.400 in) (after Bailey5 © IEEE 1970)

FIGURE 8-3 Resonant conductance (a) and resonant length (b) versus 
layer thickness, er = 3.31 (after Katehi6 © IEEE 1990)
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The typical polarization of most slotted-waveguide antennas is linear. However, several 
slotted-waveguide elements have been designed that produce circular polarization.7,8

8.3 TAPERED AND FLARED  
SLOT ANTENNAS

Tapered slot antennas (TSAs) were first introduced in the late 1950s. It was then that 
Eberle et al9 produced a waveguide-fed, flared slot antenna for use in aircraft skins 
where conventional antennas could not be easily integrated. Gibson10 then developed the 
strip-line-fed, exponentially tapered slot antenna, which he called the Vivaldi aerial. His 
design was the first recognized TSA that showed symmetric E- and H-plane beamwidths, 
low sidelobes, and moderate gain.

Since then, with the increased interest in MIC (microwave integrated circuit) anten-
nas for applications ranging from satellite communications to remote sensing, tapered slot 
antennas have been studied extensively, both empirically and theoretically. In general, the 
performance you can expect to achieve from a typical TSA includes

● Broadband operation
● Moderate gain
● Low sidelobes

These radiation characteristics make TSAs suitable elements for reflector feeds or as 
stand-alone antennas.

The current form of a typical TSA is planar in nature, etched on a thin, low-dielectric-
constant microwave substrate, and fed by a stripline, finline, or slotline configuration, as 
shown in Figure 8-4. As a result of the typical substrates used in TSA designs, it is impor-
tant to consider the possibility of the feedline itself radiating or coupling with the antenna 
element. Work at Harris Corporation has addressed this problem and has resulted in a bilat-
eral stripline feed as one solution (see Figure 8-5).

TSAs are a type of traveling-wave antenna. Their operation is based on a traveling 
wave propagating along the surface of the antenna taper with a phase velocity less than the 
speed of light.13 Under this condition, endfire radiation results. Zucker reviews properties 
of traveling-wave antennas in Chapter 10.

FIGURE 8-4 Three different types of endfire tapered slot anten-
nas along with a dielectric-rod antenna shown for comparison (after 
Yngvesson et al11,12 © IEEE 1985 and © IEEE 1989)
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8.4 CAVITY-BACKED RECTANGULAR  
SLOT ANTENNAS

The electric field on the coaxially fed, cavity-backed rectangular slot (see Figure 8-6a) is 
neither sinusoidal nor complementary to a ribbon dipole antenna. This antenna is a cav-
ity resonator, energized by the coaxial transducer, which radiates from the slot aperture. 
The field distribution in the slot, therefore, is dependent on the excitation of higher cavity 
modes as well as the principal mode (TE10). The equivalent circuit of a cavity-backed slot 
antenna is shown in Figure 8-7b; the shunt conductance is the radiation conductance of the 
slot. The conductance of the cavity-backed resonant half-wave slot is half the open slot, free 
to radiate on both sides. That is, the shunt resistance is at least 800 rather than 400 Ω.14–16 
The parallel susceptance shown in the equivalent circuit is the sum of the shunt susceptance 
of the slot radiator and the TE-mode susceptance of the cavity. The series-resonant circuit is 
the result of the energy stored in the TM modes in the cavity and feed structure.

FIGURE 8-5 Stripline designs of the bilateral slotline-fed antenna. Note 1: Length of taper is 
proportional to gain; maximum gain approximately 10 dB. Note 2: Quarter wave calculated using 
dielectric constant of material. Note 3: May be narrower than 0.4 to obtain desired slotline imped-
ance. Taper rate: y = akx, where a = 0.5 slotline width, k = constant, x = length of flare.

FIGURE 8-6 Cavity-backed rectangular slot: (a) pictorial representation; (b) equivalent circuit
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To obtain the maximum radiation conductance, a sinusoidal distribution of electric field 
(magnetic current) must be generated. This distribution will be achieved when the energy 
stored in the cavity in the vicinity of the slot is primarily in the TE10 mode, i.e., by making 
the cavity dimensions big enough so that the dominant mode is above cutoff. For small 
cavities, edge loading, as in a highly capacitive slot, will improve the field distribution.

An important design parameter is the antenna Q, which is minimum when the stored 
energy is only in the dominant mode. The Q limits the inverse voltage-standing-wave-ratio 
(VSWR) bandwidth product; for a small cavity, it is

 Q
V

> 





3
4

1
2π

 

where V is the volume of the cavity expressed in cubic free-space wavelengths. This mini-
mum Q is realized when the series reactance is eliminated through efficient feed and cavity 
design. For the simple capacitive slot-loaded cavity shown in Figure 8-6a, higher TE and 
TM modes will be generated with attendant high Q.

A broadband cavity-backed antenna can be realized by using a T-bar feed,17 as shown 
in Figure 8-7. A flat T-bar instead of the illustrated circular cross section will generate the 
same impedance if its width is equal to the diameter D.

The nominal input impedance to the T-bar is 125 Ω (approximate). To achieve the avail-
able bandwidth, a broadband impedance transformer is needed between the 50-Ω coaxial 
transmission line and the T-bar junction.

The dimensions for a broadband flat T-bar covering the frequency range 0.5 to 1.2 GHz 
are shown in the diagram of Figure 8-7. The VSWR does not exceed 3:1 in the frequency 
band and is less than 2:1 over 90 percent of the band.

FIGURE 8-7 Cavity-backed T-bar-fed slot antenna. Typical dimensions shown in inches  
(millimeters) for a frequency range of 0.5 to 1.2 GHz: a, 12.00 (304.8); b, 4.00 (101.6); x, 3.25 
(82.55); w, 6.75 (171.45); D, 2.25 (57.15); E, 0.75 (19.05); F, 0.63 (16.00); G, 0.19 (5.826); 
H, 0.25 (6.35).
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The resonant frequency can be modified by use of dielectric or ferrite loading within the 
cavity.18 The reduction in cavity volume and aperture size results in increased Q, smaller 
bandwidth, and lower efficiency.

A shallow ridged-cavity crossed-slot antenna19 has been developed for wide-angle cover-
age in the ultrahigh-frequency range. The VSWR is dependent on the slot width, slot length, 
and cavity depth at the low end of the band. The ridge parameters tune the antenna in the 
midband and high-band frequencies. The VSWR is less than 2.7:1 from 240 to 279 MHz and 
under 2.1:1 from 290 to 400 MHz for cavity dimensions of 33 by 33 by 4 in.

An experimental square cavity-slot antenna (half scale) with crossed slots cut along the 
diagonal dimensions of the cavity is shown in Figure 8-8. The cavity configuration, ridges, 
and crossed-slot arrangement are illustrated. The slots are excited by four symmetrically 
located feed probes near the center of the cavity. Each opposite pair is connected to a 
wideband 180° hybrid. For circular polarization, the input ports of the two 180° hybrids 
are connected to a wideband 90° hybrid. The 3-dB beamwidth varies from 120° at the low 
end of the band to about 40° at the high end.

An earlier narrowband crossed-slot antenna was developed with a cavity depth of 2 in.20 
A stripline version of the cavity-backed slot antenna has been designed.21 This design was 
used for many years as a low-profile antenna for rocket payloads.

FIGURE 8-8 Cavity-slot configuration with circular polarization of a ridged-cavity crossed-slot 
antenna. Typical dimensions shown in inches (millimeters) for a frequency range of 480 to 800 MHz: 
a, 16.00 (406.4); d, 2.00 (50.8); b, 1.25 (31.75); W1, 2.50 (73.5); W2, 0.65 (16.51); h1, 1.50 (38.1);  
h2, 1.75 (44.45); L, 22 (558.8).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Slot Antennas



8-8 CHAPTER EIGHT 

8.5 WAVEGUIDE-FED SLOT ANTENNAS

The waveguide opening onto a ground plane is commonly used in phased arrays and as a 
single element on curved as well as flat ground. An early analysis and experiment22 has 
been used extensively for checking various analytical methods. This early work has been 
extended to include a dielectric medium outside the slot,23 as shown in Figure 8-9. Also 
given in Figure 8-9 are calculations and measurements that agree with those in Cohen et al.22  
It is noted in Croswell et al23 that substantial energy is coupled into the dielectric slab in 
the form of surface waves. Another extension of this work includes dielectric plugs flush-
mounted to the ground plane just inside the waveguide.24 Dielectric plugs are very useful, 
but you must be careful of certain dielectric constants and plug thicknesses that can gener-
ate very significant higher-order aperture modes.

Similar analysis has been performed for circular waveguides.25 The basic admittance of 
a typical TE11-mode excited slot is given in Figure 8-10. This TE11 excitation mode tends 
to couple less energy into the dielectric slab in the form of a surface wave. Hence the circu-
lar waveguide antenna was used in many early rocket reentry payload designs employing 
dielectric ablation materials.

The radiation characteristics of any annular slot (cut in an infinite ground screen) are 
identical with those of a complementary wire loop with electric and magnetic fields inter-
changed. In the case of the small slot, the radiation diagram is close to that of a small 
electric stub in the ground screen.

Consider a thin annular slot as shown in Figure 8-11. The polar axis of a spherical coordinate 
system being normal to the plane of the slot, the magnetic component of the radiated field is

 H
aVe

r
e dφ

θ φ φ
πλ φ φ= − ′
−

− ′
jkr

jka

120
cos( ) sin cos( ) ′′∫ φ

π

0

2
 

where a = radius of slot
 V = voltage across slot
 K = 2p/l

For small values of a, that is, a < l/2p,

 H j
Ve

r
A

φ λ θ=
− jkr

A/m
60 2 sin  

where A = pa2 is the included area of the annular slot. The previous equation is valid for 
small slots of arbitrary shape.

FIGURE 8-9 (a) Rectangular waveguide in a ground plane covered by a dielectric slab; (b) Effect 
of ground-plane size on the free-space admittance (after Croswell et al23 © IEEE 1967)
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FIGURE 8-10 (a) Circular waveguide 
opening onto a dielectric-coated ground plane; 
(b) Input admittance of a circular waveguide 
radiating into free space (after Bailey and 
Swift25 © IEEE 1968)

FIGURE 8-11 Annular slot: (a) coordinate system and (b) vertical-plane pattern for a small-
diameter slot
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The integral in Hf can be evaluated exactly as

 H j
aVe

r
J kaφ θ=

− jkr

60 1( sin )  

where J1 is the Bessel function of the first kind and the first order.
The radiation characteristics on a large but finite ground screen are closely approximated 

by the previous equations. There are slight perturbations because of edge effects that result in 
energy radiated into the shadow region plus modulation of the main radiation pattern.

The optimum excitation of an annular slot, i.e., least stored energy and lowest Q, results 
when the magnetic current distribution is uniform around the slot. One method for obtain-
ing this result is to feed the annular slot by a coaxial transmission-line structure that has the 
same inner and outer diameters as the annular structure. Figure 8-12 consists of graphs of 
the conductance and susceptance in the plane of the aperture relative to the characteristic 
admittance of the feedline as a function of the radian length ka of the inner radius a. It is 
seen that the slot is at all times nonresonant and has a capacitive susceptance.

8.6 SLOT ANTENNAS ON FINITE AND  
CURVED GROUND PLANES

The annular slot is commonly used on aircraft as a UHF antenna because it produces a pat-
tern similar to a short vertical dipole. Early research on annular slot antennas for the space 

FIGURE 8-12 Admittance of a coaxial-fed annular slot in infinite ground plane
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shuttle has been conducted and reported.26 This analysis is an extension of the moment 
method to semi-infinite strips in an integral equation formulation. It was determined that 
for many cross sections through the body shape, the f plane pattern was similar for either 
a two- or three-dimensional complex shape, as shown in Figure 8-13.

Additional extensive research has been performed for slot antennas on finite and curved 
ground planes. The early work done by Jones and Richmond26 using integral equation solu-
tions to determine the E-field distribution has been extended to apply to patches of surface 
instead of strips. This type of EM analysis, commonly referred to as the method of moments 
(MOM), however, is limited to small surface volumes due to limitations in computers. An 
asymptotic method, the geometrical theory of diffraction (GTD), has been developed that 
is not limited by the ground-plane size in wavelengths.

The GTD is an extension of geometrical optics (GO), which is demonstrated in 
Figure 8-14. If you consider GO only, there are no fields in region III past the shadow 
boundary. Actually, the diffracted fields do exist and can be computed by GTD.27  

FIGURE 8-13 Roll-plane pattern of annular-slot antenna mounted on a model of the space shuttle (after 
Jones and Richmond26 © IEEE 1974)

FIGURE 8-14 Two-dimensional electric conducting wedge and field regions 
(after Balanis27 © Harper & Row 1982)
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A simple example of the use of GTD is depicted in Figure 8-15. Following Balanis,27 
the total fields in all regions can be summarized as

 Et E r E Ed d= + +go ( , ) ( ) ( )θ θ θ1 2  

where
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and VB
i r,  is the wedge diffraction coefficient. A typical result for a slot on a finite ground 

plane is given in Figure 8-16.
This work has been extended to slots opening to both square and elliptical cylinders,28 

as shown in Figure 8-17. Note that the patterns are qualitatively similar except for the 
ripple caused by diffractions at the edges of the rectangular cylinder. Further applications 
of GTD to three-dimensional surfaces for slot-antenna pattern calculations have been 
extensively pursued.

FIGURE 8-15 Aperture geometry in the principal-plane E-plane (f = p/2) 
(after Balanis27 © Harper & Row 1982)
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FIGURE 8-16 Principal E-plane amplitude patterns of an aperture 
antenna mounted on a finite-size ground plane (after Balanis27 © Harper 
& Row 1982)

FIGURE 8-17 Radiation patterns of a thin elliptical 
cylinder and finite ground plane (TEM mode)
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8.7 SLOT ANTENNAS ON CYLINDERS,  
CONES, AND SPHERES

A common design problem for spacecraft, aircraft, and rocket antennas is to determine the 
pattern and impedance of such antennas when located on curved dielectric-coated surfaces 
where the conformal dielectric is a radome, a reentry ablator, and/or an absorber. To obtain 
first-order results, it has been found useful to consider the radiation characteristics of slot 
antennas on cylinders, cones, and spheres.

The best early summary for slots on cylinders is a book by Wait.29 Accurate calcula-
tions of the patterns of a slot on an uncoated cylinder have been published by Knop and 
Battista,30 a few of which are given in Figure 8-18; note that c = ka. If a coating is applied 
to the cylinder surface, a series of azimuthal surface waves can be excited that can produce 
major ripples in the pattern depending on dielectric constant and thickness. An estimate of 
such modes can be made using equations in Croswell et al.23 Measured patterns of a coated 
azimuthal slot on a cylinder are available.31 Similar effects were noted for axial slots on 
dielectric-coated cylinders (unpublished notes).

The admittance of a slot on a coated cylinder also has been computed.32 The admittance 
is about the same as that on a flat coated ground plane with

 ka
a= ≥2

3 4
π
λ to  

FIGURE 8-18 Equatorial-plane power patterns for a half-wavelength slot on an 
uncoated cylinder (after Knop and Battista30 © IEEE 1961)
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Interestingly, about 2ka terms are required to compute a convergent value of conduc-
tance. However, the susceptance requires about 75 to 100 terms regardless of ka. The sus-
ceptance in this formulation represents the near field of the slot.

A major problem on early satellites was to design an antenna having a quasi-isotropic 
radiation pattern on spherical-shaped surfaces with large values of ka. Early data were 
available for small spheres, but patterns for larger spheres excited by a parallel-plate wave-
guide were first considered by Bugnolo,33 who took great care to make precise measure-
ments. More practical forms of the large spherical antenna excited by a slotted waveguide 
and a modified parallel-plate waveguide have been repeated.31,34

Another slot antenna of great interest for missiles and aircraft is the slotted cone. This 
problem is dominated by the tip diffraction.35 Additional results for a slot on a cylinder fed 
by a cavity are given in Swift et al.36 Antennas similar to this were mounted on sphere-
tipped cones and used for telemetry antennas on reentry payloads.
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9.1 INTRODUCTION

Geometric simplicity, efficiency, polarization purity, conformal installation, and ability to radi-
ate broadside beams and vertically polarized E-plane beams at very near grazing angle above 
a ground plane make slot-antenna arrays ideal solutions for many radar, communications, and 
navigation applications. Especially today with the desire to make antennas for aircraft as low 
profile as possible to reduce drag and conserve fuel, slot antenna arrays can be positioned 
above wings and on top of the fuselage while having the capability to look toward the horizon. 
Classical slot arrays are depicted as narrow nonconductive slits etched or milled into the host 
metallic ground plane. They are characterized by the methods used to feed or excite the slots. 
Without what is behind the slot opening being seen, slot radiators appear similar on the surface 
of the ground plane. Narrow conformal slots tend to be narrowband (< 5 percent f0) and have 
high cross-polarization isolation when operating near their resonant frequency. Wider slots 
can exceed an octave bandwidth given a well-matched feed. However, polarization purity is 
usually not as good as with the narrower slots. Conformal slot arrays are generally limited 
in bandwidth because the array lattice spacing has to be large enough to accommodate the 
waveguide and feed structures behind the slots without creating grating lobes.

Conformal slot elements can be fed in a variety of ways: (1) tapping into a transmission 
line such as a waveguide, (2) coupling to a resonant cavity, and (3) feeding them directly 
with voltage sources across the slots. Each method has some impact on the radiation per-
formance and operating bandwidth of the slot radiators and hence the array. This chapter 
focuses on the first approach, which is the transmission-line method whereby slots are cut 
along a waveguide to couple energy in a controlled manner to slots that radiate. Waveguide-
fed array systems are either traveling-wave or standing-wave approaches. Because wave-
guides are dispersive transmission lines, the array excitation along the waveguide has a 
differential phase relationship between elements that changes with frequency, causing the 
array beam to scan. For fixed beam (nonscanning) arrays, the waveguide is converted into 
a resonant, standing-wave structure. Before the advent of broadband MMIC T/R module 
technology, waveguide-fed slot arrays were most common in microwave radar applica-
tions. Today corporate feed networks offer a greater flexibility to excite slot arrays over a 
broader bandwidth. They are most effective when T/R modules, comprised of amplifiers, 
attenuators, and phase shifters or time delay devices, are connected in series with each 
array element. The slot elements can be phased independently to scan a beam anywhere 
in a hemisphere above their host ground plane. However, such large phased arrays that 
have independent control of every radiator are still prohibitively expensive. Therefore array 
architectures are employed that utilize hybrid scan approaches where electronic scanning is 
used in one plane, and either mechanical or frequency scanning is used in the other plane. 
Thus waveguide slot arrays can still provide a very cost-effective solution to fulfilling 
many high performance array needs.

9.2 WAVEGUIDE SLOT RADIATORS

The radiating elements of a waveguide slot array are an integral part of the feed system, 
which is the waveguide itself. This simplifies the design since baluns or matching networks 
are not required. A familiarization with the modal fields within a waveguide is necessary 
to understand where to place slots so that they are properly excited. Narrow slots that 
are parallel to waveguide wall currents do not radiate. However, when a slot is cut into a 
waveguide wall and it interrupts the flow of current, forcing it to go around the slot, power 
is coupled from the waveguide modal field through the opening to free space. To have 
good control of the excitation of a linear slot array, it is recommended that the waveguide 
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only operate in a single mode, preferably the lowest mode. When a waveguide as shown in 
Figure 9-1 is excited with a TE10 mode and the ends are terminated in a matched impedance, 
the fields are given by Eq. 9-1.
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FIGURE 9-1 Slots cut in the walls of a rectangular waveguide. Slot g does not 
radiate because the slot is lined up with the direction of the sidewall current. Slot 
h does not radiate because the transverse current is zero there. Slots a, b, c, i, 
and j are shunt slots because they interrupt the transverse currents (Jx , Jy) and 
can be represented by two-terminal shunt admittances. Slots e, k, and d interrupt 
Jz and are represented by series impedance. Slot d interrupts Jx, but the excita-
tion polarity is opposite on either side of the waveguide centerline, thus prevent-
ing radiation from that current component. Both Jx and Jz excite slot f. A Pi- or  
T-impedance network can represent it.
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The currents J along the inner waveguide wall surfaces are proportional to H.

 
 
J n H= ×ˆ  (9-3)

The currents along the top and side walls are shown in Figure 9-2. At the top inner wall 
surface ( y = b),
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On the bottom inner wall surface ( y = 0),

  
J Jbottom top= −  (9-5)

On the inner sidewalls (x = 0, x = a), there is only a ŷ -directed current with the same 
phase.

 J j E ey
x

o
j zz= − −β

ωµ
β  (9-6)

Rotating the slot with respect to a peak current direction can control the power coupled 
to a slot. For example, slot e couples maximum power, while the power is proportional to 
sin2f for slots d and c. Another way to control coupled power is to take advantage of the 
natural field intensities within the waveguide by locating the slots accordingly. For exam-
ple, Jx is a null at the center of the surface wall and varies sinusoidally as you approach the 
edge. Therefore, by offsetting longitudinal slots such as slot a from the center of the wave-
guide, the power coupled to the slots can be adjusted. The ability to control the excitation 
of slots in a linear waveguide is important in order to design arrays with tapered sidelobes. 
Moreover, depending on how the array is fed, the coupling of the waveguide to the slots 
must vary progressively down the length of the waveguide if the first elements are not to 
radiate all the power, with little power left for the remaining elements.

FIGURE 9-2 Surface-current distribution for rectangular wave-
guide propagating TE10 mode: (a) Cross-sectional view shows E- and 
H-fields. (b) Longitudinal view shows polarity of E-field along wave-
guide. (c) Surface views show top and sidewall currents and H-field.
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Slots are classified by their shapes, locations in the rectangular waveguide, and how 
they are arrayed. Slots are usually about l/2 long at the center frequency of their operating 
bandwidths. For slots located on the wider waveguide surfaces (a = lc /2), there is plenty of 
room for offset and rotated slots. For slots cut into the side walls, where the rotation angle 
f cannot be large and b < a/2, there is usually not enough room for l /2 slots. The slots are 
either extended or “wrapped around” into the adjoining surfaces (e.g., slot b in Figure 9-1) 
or the slots are end loaded (e.g., C and I slots) to resonate them. Wrapped-around slots are 
not as desirable in conformal planar array configurations because the elements have to be 
slightly elevated above the ground plane or gaps or spacers provided between waveguides. 
Complicated slot designs are also more costly to manufacture.

Slots are usually represented as rectangular shapes, which simplifies analysis. Unless 
they are etched on a metallized substrate, narrow slots on the broad wall of a waveguide 
are usually fabricated by a milling process in which rounded ends are a natural output of 
the process. Wider slots can be manufactured with straight ends but with rounded corners. 
The impact of rounded ends is small but does change the impedance of the slot and hence 
its resonant frequency.

9.3 SLOTTED WAVEGUIDE ARRAY DESIGNS

A slotted waveguide array is, by its very nature, a linear or stick array. Planar slotted 
waveguide arrays are comprised of multiple stick arrays placed side by side, as shown in 
Figure 9-3. The mutual coupling between slots in a planar array is high, especially between 
slots along the E-plane, such that dimensional and positional modifications to the slots 
are needed to compensate for resonant frequency changes. Most slot array designs are for 
fixed beam or mechanically scanned applications where the array is mounted on a gimbaled 
pedestal to steer the beam. Low loss beamforming networks to feed the arrays can also be 
constructed out of waveguides. Sum/difference waveguide components, such as magic-Ts, 

Waveguides machined
into common aperture plate

FIGURE 9-3 Planar longitudinal shunt-slot array. Adjacent waveguides are indicated at right.
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simplify the implementation of monopulse networks in planar arrays for use in radar or sat-
ellite tracking applications. Electronic scanning is possible along the axis transverse to the 
waveguide stick subarrays. Phase shifters and attenuators are included in the network that 
feeds signals to each stick subarray. However, the active impedance of the array is highly 
affected with scan angle, especially in the case of longitudinal slots where the polarization 
is such that the E-plane is the scan plane. Hence the array design must be optimized with 
scanning requirements in mind.

If a TEM transmission line fed slot elements, the beam would radiate at a fixed angle as a 
function of the delay between elements, independent of changes in frequency. Waveguides 
are dispersive and the group velocity or delay between slots varies with frequency. Therefore 
the beam radiated by a slot array scans along the longitudinal axis of the waveguide as the 
frequency changes. The group delay is not a linear function of frequency, and it increases 
rapidly as the frequency decreases to near cutoff frequency. For a fixed beam array, this is 
a feature, or a problem as the case might be, that limits the bandwidth over which the array 
can be used. Frequency scanned radars make use of this feature to scan a pencil beam in a 
plane by “chirping” the signal. The array is either mechanically scanned in the other plane 
or electronically scanned through a network with phase shifters.

Waveguide slot arrays are classified into two groups: (1) standing-wave arrays and 
(2) traveling-wave arrays. The standing-wave arrays have elements spaced lg /2 and radiate 
a beam broadside to the waveguide. The fields repeat in a waveguide every lg /2 but are of 
opposite phase. Therefore the slots are placed in a +/− configuration so that they are all fed 
in phase. Because of dispersion in a waveguide, the bandwidth around the center operating 
frequency cannot deviate by more than a few percent without causing rapid deterioration 
of the beam pattern and sidelobe levels, especially for the standing-wave array. Standing-
wave arrays can be fed either at one end of the waveguide with the other end terminated in 
a matched load or short circuit, or at the center of the waveguide with matched load or short 
circuit terminations at the waveguide ends. Short circuit terminations provide for a more 
efficient array since the reflected wave from the waveguide ends can be phased with the 
incident wave. This allows for a higher power handling capability. If a slightly larger band-
width is desired, matched terminations minimize reflected waves that potentially could 
cause the array to radiate another beam in the opposite direction.

Traveling-wave arrays are used in applications where the direction of the main beam is 
pointed at angles that are not broadside to the waveguide wall or where frequency scanning 
is desired. Inter-element spacing does not have to be the same between the elements, and 
lg  /2 spacing is particularly avoided. In designing these arrays it is important to have wide-
band terminations with a very low VSWR to prevent the formation of reflected or backward 
waves. Backward waves appear to originate from the opposite end of the waveguide and 
excite the slots to produce unwanted beams in the backward direction. Traveling-wave 
arrays can only be fed from the ends of the waveguide. To maximize the impedance band-
width of the array, the slot elements are designed to be resonant at their center operating 
frequency, hence they are called resonant slots. This should not be confused with resonant 
arrays discussed earlier which, unlike traveling-wave arrays, have a standing-wave condi-
tion within the waveguide.

Initial Slot Array Design Considerations

One advantage of waveguide slot arrays is that not only the radiating aperture but also the feed 
network can be made from waveguides. Waveguides can couple energy to other waveguides 
in a very precise manner. They are also the preferred low loss transport medium to feed arrays 
at X-band frequencies and above. Several methods can be used to manufacture the radiating 
aperture. One popular way is to mill waveguide troughs into a solid piece of aluminum and 
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then to machine the slots. Therefore waveguide width can be made to any custom dimension 
that is not in cutoff at the operating frequency. This allows design flexibility in the selection of 
standard waveguide sections for the feed network in the rear of the array aperture. However, 
be careful to keep inter-element spacing less than a free-space wavelength lo to prevent the 
appearance of grating lobes. For scanning arrays, the spacing between elements should be 
closer to lo /2 in the plane of scan. For resonant slotted-waveguide arrays, the element spacing 
along the waveguide must be equal to half the waveguide wavelength (lg /2) since all the ele-
ment excitations must be in-phase. For nonresonant slotted-waveguide arrays, inter-element 
spacing is slightly larger or smaller than lg /2. The waveguide wavelength is larger than the 
free-space wavelength for the same frequency.

Designing slot arrays is similar to designing any other fixed beam or phased arrays. 
Once the array requirements are determined, such as gain, sidelobe level, beamwidth, 
bandwidth, polarization, input VSWR, scan impedance, cross-polarization level, power- 
handling capability, etc., then the array element excitations are calculated. Most array design 
codes available that consider mutual coupling between array elements utilize the infinite 
array approach, which is numerically efficient. However, it does not include array edge and 
truncation effects. These must be computed by low-frequency methods such as MOM or 
FEM. Because slots will have different excitations although they have the same resonant 
frequency, they will have different offset positions from the centerline of the waveguide to 
achieve their resonant conductances and/or resistances, as in the case of longitudinal shunt 
slots. Series and edge-wall slots are rotated along the waveguide axis. The element layout 
is not exactly periodic. Hence slot placement and orientation must be approximated. Once 
an array excitation is obtained that includes compensation for edge and radome effects, 
then the element coupling can be readjusted. Since the elements have been moved, a last 
performance prediction is made to verify that performance will be as desired. This design 
process is outlined in Figure 9-4.

To optimize bandwidth performance, the slots are designed to be resonant at midband 
for either resonant or nonresonant arrays. The power coupled from the waveguide and 

ARRAY REQUIREMENTS
• Beamwidth
• Gain
• Sidelobe level
• bandwidth

• Polarization
• Scan Angle (if applicable)
• Power level
• Frequency

OPTIMIZING SLOT ARRAY DESIGN

• Model mutual coupling between slots
  external waveguide and within.
• Include Array edge effects
• Include radome if close to array 
• Adjust slots dimensions and positions
  to achieve needed element excitation
• Iterate as needed to optimize design

Readjust
layout to
match with
feed network

FINALIZE FEED NETWORK DESIGN
• Power handling analysis

CAD FILES FOR AUTOMATED 
MACHINING

• Aperture size
• Slot type selection
• Slot Layout Use slot 
  resonance & conductance
  design formulas

PRELIMINARY APERTURE DESIGN

• Slot Dimensions
• Element excitation

• Sub arraying/power partitioning layout
• Row & column feeds
• Coupled slot feeds
• Corporate feeds

• Monopulse Network
• Hybrid scan/
  phase shifters

PRELIMINARY FEED DESIGN

FIGURE 9-4 Slot array design process. Once the slot element excitations are determined to meet the array 
beamwidth, gain, and sidelobe requirements, the next step is to lay out the slots onto waveguide. Considerations 
must be given to the beamformer design. One or more design iterations will be needed to optimize the design.
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radiated by the slot is proportional to slot conductance or resistance. If Pi is the fraction 
of the total waveguide power radiated by slot i, the normalized shunt-slot conductance or 
series-slot resistance is given by

 g P V r P I= =2 22 2/ /  (9-7)

where V or I are respectively the voltage or current across the slot. The transmission-line or 
scattering-matrix theories can be used to determine V and I and, therefore, g and r. Methods 
to achieve certain slot characteristics are described in later sections. First let us examine the 
differences between the various types of slot arrays.

Resonant Slotted-Waveguide Array Design

Linear and planar resonant slotted-waveguide arrays are used in many applications, espe-
cially radar. The advantage of using a planar slotted waveguide array over a parabolic reflec-
tor, for example, is that the array is thinner, the beam and sidelobes can be shaped, and 
two-axis monopulse is more easily implemented. The operating principle of resonant slotted-
waveguide arrays is that the slot elements are excited by a standing wave set up within the 
waveguide, and hence all have the same phase. The impedance (admittance) repeats itself in a 
transmission line at every lg  /2. If the impedances (admittances) of series (shunt) slots are real 
at the center resonant frequency, then the impedances (admittances) of the previous slots in 
the waveguide just add together at the next slot. The objective is to have the total impedance 
(admittance) contribution of all the slots at the feedpoint be equal to the intrinsic impedance 
(admittance) of the waveguide. This guarantees the lowest VSWR at the center operating 
frequency. The slots are located along the waveguide where their current excitation is nearly 
maximum. Transverse currents that are in phase with the E-field excite longitudinal and side-
wall slots. Therefore they are centered along the waveguide at voltage maxima. Longitudinal 
currents that are out of phase with the E-field excite series slots. Therefore they are centered 
at voltage minima along the waveguide.

Linear Resonant Slot Arrays The design of a linear waveguide slot array begins by first 
determining the aperture distribution, and hence the slot excitation, required to achieve the 
beamwidth, gain, and sidelobe level needed at the center frequency of the operating frequency 
band. Since the slot elements are lg /2 apart and in phase, the array pattern along the longitudi-
nal plane of the waveguide is controlled by number of elements and their excitation amplitudes. 
Depending on the type of slots used, their amplitudes are controlled by offsetting the elements 
from the centerline of the waveguide, by rotating the slots at their centers, or by a combination 
of both offset and rotation. The square of the voltage excitation of a slot is proportional to its 
radiated power and its resonant conductance. For a linear array of N slot elements we have

 g Wn
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∑ =
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where gn is the resonant conductance of the nth slot normalized to the waveguide admit-
tance Yo, A(n) is the given aperture voltage distribution at the nth-slot location, K is the 
power normalization factor, and W equals 1 for end-fed arrays or 2 for center-fed arrays. 
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When a waveguide is fed at the center, the normalized conductances looking into both ends 
are in parallel at the feedpoint, which is why W is 2. Equations 9-8 and 9-9 are then solved 
for gn, and the design is completed by dimensioning the slots and positioning them at the 
locations where they will resonate at the correct frequency with conductance gn. Figure 9-5 
shows the two preferred methods for feeding resonant arrays. For both end-fed and center-
fed approaches, the distance between the short-circuit waveguide termination and the first 
end slot is lg /4. The short circuit reflects as an open circuit, which has an admittance of 
zero, to the first slot from the end. This is in parallel with the conductance of the end slot.

Linear slotted arrays utilize either longitudinal shunt slots or edge-wall shunt slots as 
radiating elements. Narrow longitudinal shunt slots radiate array patterns that have very 
high cross-polarization isolation. An example of an end-fed, dual-sided longitudinal linear 
slot array is an X-band array, as shown in Figure 9-6. For this array, slots have been placed 
on both wide walls of the waveguide. The array radiates an omni-azimuthal, horizontally 
polarized pattern. For a vertically polarized pattern, the array would have to be comprised 
of edge-wall shunt slots, which are also excited by a single transverse current. However, 
the cross-polarization isolation with edge slots is not as good as with the longitudinal slots 
because every other element is canted in a different direction, and the polarization purity 
is dependent on the uniform excitation of the slots and external cancellation of the cross-
polarized field components. Rotated series slots also have a lower cross-polarization isola-
tion level as compared with the longitudinal shunt slots and edge slots due to the rotation 
of the slots and due to some excitation of the slots by the transverse currents.

The number of slots that can be arrayed in a single waveguide section is limited. The 
impedance bandwidth of the waveguide array narrows rapidly with an increasing number 

FIGURE 9-5 Linear resonant waveguide slot arrays with longitudinal slot ele-
ments. In (a) the array is fed from the waveguide end. In (b) the array is fed from the 
center through an E-plane T coupler. Figure 9-5b could also be fed by a series or shunt 
slot from another waveguide on the backside.
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of elements.1 Any small deviation in admittance from a perfectly resonant element as was 
designed is rapidly transferred to other elements, causing the reactive admittance compo-
nent to grow rapidly. Therefore any mismatch rapidly builds up at the feedpoint as the fre-
quency changes. A common subarray size varies from 12 to 16 elements for an impedance 
bandwidth of 4 percent to 3 percent, respectively.

Planar Resonant Longitudinal Shunt and Series Slot Arrays Resonant planar arrays 
are used in many radar applications and preferred over reflector antennas because the 
beam pattern can be shaped and monopulse sum and difference ports for tracking can be 
implemented directly. Many present-day radars still utilize fixed beam apertures that are 
mechanically scanned. Others are hybrid scanned, electronically in one plane and mechani-
cally in the other. Planar arrays are constructed by placing several linear arrays side by side,  
as shown in Figure 9-7. A large planar array may consist of several subarrays, and each 
subarray may consist of several linear arrays. Because the minimum width of a waveguide 
is equal to the half wavelength of its cutoff frequency, inter-element spacing between adja-
cent waveguides at the operating frequency is greater than l /2, which can create grating 
lobes beyond certain scan angles in the plane orthogonal to the waveguides. As with stan-
dard phased array design, the radiation pattern of the array is a function of the external 
placement and excitation of the elements relative to each other. Therefore wall thicknesses 
between adjacent waveguide sections are made as thin as structurally acceptable. When 
the waveguide width is still too large for grating lobe–free beam scan, you can design the 
structure using custom waveguide of lesser width or turn the waveguide on its side and 
utilize edge-slot elements.

Large resonant planar arrays are usually fed using corporate or series-fed waveguide 
networks like the one seen on the backside of the planar array in Figure 9-8. The number of 
waveguide subarrays that can be fed by a secondary waveguide coupled by series or shunt 
slots is limited by impedance bandwidth to the same number of slot elements that can be 
excited in a single linear waveguide array. Coupling is done by slots rotated to an angle that 
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FIGURE 9-6 End-fed resonant longitudinal slot array. Slot elements are located on both sides of the wave-
guide to provide an almost omni-azimuthally, horizontally polarized radiation pattern at 10 GHz. The slots 
on either side are directly behind each other. The background can be seen through the slots. A dip of 10 dB 
in the radiation pattern occurs at 90°. The return loss at 10 GHz is −13 dB. (Photo: Courtesy of T. O. Perkins, 
BAE SYSTEMS)
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FIGURE 9-7 Resonant longitudinal shunt-slot array fed by phase shifter 
network located at the ends of the waveguides. This figure shows one subar-
ray “stick” per row. Each row could have multiple sticks. This array will scan 
a beam in the E-plane, the direction orthogonal to the waveguides.
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FIGURE 9-8 Ka-band resonant longitudinal shunt slot fixed beam array. The beamformer has been 
designed to provide up/down and left/right monopulse capability. E-plane and H-plane sum and difference 
patterns indicate sidelobes lower than −20 dB and a difference null depth of −32 dB.
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couples the correct amount of power into each subarray. Depending on how many subar-
rays must be fed, several layers of waveguide might be required in the network to feed the 
array. In general, the series-slot center-feed system is a simpler and more compact design 
than the waveguide end-feed system for the same antenna size. Caution should be exer-
cised, however, since the feed slots sometimes couple strongly to the radiating slots above 
them. This is especially true for series slots and edge slots. Longitudinal shunt slots do not 
couple strongly unless the waveguide height has been greatly reduced. For those arrays that 
have phase shifters, the row or column divider manifolds are brought to a common edge or 
plane where the phase shifter network is attached.

Series resonant slot arrays are designed in a similar fashion as longitudinal shunt-
slot arrays. Because their cross-polarization isolation is not as good as the longitudinal 
slots, they are not often used as a primary radiator. Their use is more often as the feed 
distribution array behind the radiating array. The reason for their preference in this 
application is that the elements can remain centered about the same waveguide center-
line and be able to feed other waveguides within l /2 inter-waveguide spacing. The slot 
elements are positioned along the centerline of the waveguide, rotated at an angle from 
the centerline to couple energy from the waveguide to the slot. (The rotation angle is 
sometimes called the inclination angle.) Unlike the shunt slot, whose resonant length is 
affected by its offset from the centerline, the resonant length of the series slot is rather 
insensitive to the rotation angle. When series slot elements are placed within lg /2 along 
the waveguide, they are excited with opposite polarity. This polarity change is reversed 
by rotating the slot to the negative angle from the centerline. When the field radiated by 
each slot is separated into a component polarized along the direction of the waveguide 
and one orthogonal to the waveguide, the longitudinal components cancel each other 
and the transverse components combine. This is why the E-plane of the series slot array 
is also perpendicular to the axis of the waveguide. The cross-polarization problem is 
exacerbated when the array is fed with a tapered excitation whereby the next element 
has a different amplitude than the previous. In this case the external cross-polarization 
component of each element does not cancel itself fully, thus leaving a residual cross-
polarized component.

Once the required slot excitations for either the longitudinal shunt slots or the series slots 
have been determined, the slot conductance or resistance is then calculated before determin-
ing the slot dimensions and offset from the center waveguide line for the shunt elements or 
the rotation angle for the series slots. By using the slot equivalent circuit and assuming that 
all the slots are at resonance, the normalized slot conductances gm,n = Gslot /Yo waveguide or series 
resistances rm,n = Rslot /Zo waveguide in the waveguides are determined by
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where Nk is the number of elements in a given waveguide section in row m and W = 1 
for end feed or W = 2 for center feed. Let the power radiated by the slots of a waveguide 
subarray section be
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where K is the number of waveguide sections in a given array row m. Therefore, gm,n and 
rm,n are given by
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Once g and r are known, then the design tables can be used to arrive at initial slot 
dimensions and positioning before attempting an optimization. Commercial software is 
available to assist in the design of slot arrays. It is still a numerically challenging problem 
to compute all mutual coupling and edge effects of moderately large arrays. Therefore, 
available software probably still has to make approximations to arrive at a design. When a 
truly high performance array is desired, such as one with very low level sidelobes or very 
sharp monopulse nulls, designers might have to write their own custom code to optimize 
the design.

Resonant Edge-Wall Shunt-Slot Array

The edge slot is cut into the narrow wall of a waveguide. The slot is designed to operate at 
resonance, and its length is nearly half a wavelength. Because the edge dimension of a wave-
guide is usually less than half its width, the depth of the slot cut runs into the broad wall. The 
slot length is approximately equal to its visible length on the edge wall added with twice the 
length of the cut depth into the broad wall, which accounts for the cuts into the upper and 
lower broad walls. Planar arrays of these elements are not practical because spacers between 
adjacent waveguides need to be placed to prevent the slots edges from being covered up. This 
is not the case when the whole slot can fit on the narrow edge-wall. Thus planar slot-antenna 
arrays often use end-loaded slots such as C or I slots as seen in Figure 9-9 to allow the slots 
to resonate on the edge-wall surface. There usually is no advantage in using edge-wall shunt 

FIGURE 9-9 Resonant edge-wall, shunt-slot array. The slot tips are enlarged to resonate the slots at 
a shorter length. Note that when an edge array is fed from the center with an H-plane T or edge-wall 
coupler, the polarization of the elements is reversed on half of the array. (Photo courtesy of Microwave 
Systems, Inc.)
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slots in a planar array unless closer inter-element spacing is needed to electronically scan a 
beam orthogonal to the waveguide axes with minimal grating lobes.

Edge-slot arrays also have difficulty achieving high cross-polarization isolation. Because 
the array is comprised of elements with opposing tilt angle, the cross-polarization isolation 
is achieved in spatial combining. If the slot amplitudes are not all of the same level, then 
the cross-polarization components do not fully cancel.

Edge-wall slotted waveguides are usually fed from the end because center feeds tend 
to couple strongly to slots on the opposite edge. The transverse currents in the waveguide 
flow around the walls in what could be described as a “square” perimeter orthogonal to 
the waveguide axis. When a slot interrupts the current flow along a wall, the currents 
along that whole perimeter are affected. Therefore, other shunt slots on that perimeter will 
couple to that current. Despite the preference for end-fed waveguides, it is often necessary 
in larger arrays to feed the edge-slotted waveguides from the opposite edge-wall at the 
center. Coupling to an edge waveguide wall is known as an H-plane coupler. The signals 
coupled to the center of the host waveguide are initially in phase before they propagate to 
the opposite ends of that waveguide. Therefore it is necessary to reverse the phase of the 
slot elements on one end of that waveguide if it is going to form a broadside beam.

Determining the excitation for the elements of the edge wall, shunt-slot elements follows 
the same computational EM modeling process as with the series and longitudinal slots. Once 
the excitations A(m, n) are known, then the normalized slot conductance is computed as per 
Eqs. 9-10 to 9-12. The slot voltage is proportional to Vo sin(q  ) where q  is the tilt angle from 
the vertical. Therefore the conductance and coupled power will be proportional to the square 
of the voltage. A slot design that meets the required conductance is difficult to obtain. Until 
recently, when results of MOM and FEM modeling of edge slots were published,2,3 there 
was no simple formulation for edge slots that cut into the broad walls. Slot characteristics 
were obtained through scattering parameter measurements only.

Traveling-Wave Slot-Array Design

Unlike resonant waveguide slot arrays, traveling-wave slot arrays avoid resonances or 
standing-wave conditions in the waveguide. Hence the slots of traveling-wave arrays are 
spaced by either more or less than one-half waveguide wavelength. As in the case of reso-
nant waveguide slot arrays, resonant slots are used in traveling-wave arrays to maximize 
frequency-bandwidth performance. A matched load terminates the slotted waveguide to 
prevent the formation of a secondary beam due to reflected waves. Although much effort 
is put into minimizing reflections that occur from the termination and also from every slot 
along the waveguide, sometimes it is necessary to create controlled reflections to cancel the 
appearance of secondary lobes that are not due to grating lobes.

Inter-element slot spacing is selected to be close to one-half waveguide wavelength (lg /2). 
Therefore the polarity of adjacent slots is of the opposite sense. For example, adjacent longi-
tudinal shunt slots are on opposite sides of the guide centerline, and adjacent edge-wall shunt 
slots are inclined to opposite sides of the vertical centerline. The alternating displacement or 
rotation with respect to the waveguide axis of successive slots may produce grating lobes.4,5 
If the main beam of the traveling-wave slotted array is pointing far away from broadside, the 
upcoming grating lobe level may exceed the desired sidelobe level. The grating lobes can 
be pushed out of the visible array space by choosing a suitable inter-element spacing. The 
restrictions on grating lobes can be relaxed when the slot element pattern amplitude is taken 
into consideration at the angles where the grating lobes are appearing.

There are two types of traveling-wave slot-antenna arrays: (1) the uniformly spaced ele-
ment array that produces a low-sidelobe pencil beam and (2) the nonuniformly spaced element 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Waveguide Slot Antenna Arrays



 WAVEGUIDE SLOT ANTENNA ARRAYS 9-15

array that is used in shaped-beam array designs. Longitudinal shunt slots, edge-wall shunt 
slots, and rotational series slots are used in both traveling-wave type arrays. Traveling-wave 
arrays are always fed from the end of the waveguide. The progressive phase shift between 
elements, which changes with frequency, causes the beam to scan. This means that as power 
is fed into the waveguide, the first slot couples some power, leaving the remaining power to 
travel to the next slot, and so on. By the time the remaining power arrives at the last slot, that 
slot must couple most of it to meet its prescribed excitation level. Since there are too many 
factors that can affect the precise amount of power that travels from slot to slot, and since it is 
impossible for the last slot to couple 100 percent of the remaining power, the array is designed 
to let about 5 percent to 10 percent of the power be absorbed by the termination. This helps 
to stabilize the excitation of the last few slots before the termination.

The process to determine the slot conductance or resistance can be simplified as follows 
if the waveguide can be considered as lossless and if the reflection coefficient due to each 
slot is minimal. Consider the equation for the power input to the waveguide

 P P P K p Pi
i

N

Lin all slots load= + =
=
∑

1

+  (9-13)

where

Pin is the input power to the waveguide
Pall slots is the power radiated by all the slots in that waveguide
Pload = PL is the power absorbed by the load at the end of the waveguide
 pi is the normalized power radiated by slot i given by A2  (m,i), the calculated slot 
excitation
K is the power calibration factor given by
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If slot 1 is the slot closest to the feed end of the waveguide, then the first shunt slot 
conductance (resistance for series slots) is given by

 g
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 (9-15)

The conductance at the second slot is found by subtracting the power absorbed by the 
first slot.
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 (9-16)

The conductance for the third slot would include the power from the second slot in 
addition to the power from the first slot. This process is iterative until the last slot N. The 
conductance for that slot is given by
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Note that this approximate design is valid only if the largest slot resonant conductance 
gmax satisfies the following relationship:

 | csc | .maxg k dg < 0 447  (9-18)

where d is the spacing between elements and kg = 2p /lg. Through the proper choice of 
PL the resultant slot conductances can usually be made to satisfy this criterion, although 
undesirably high power may be dissipated at the termination.

For arrays with many slots per waveguide section, the determination of the slot conduc-
tance by Eq. 9-17 is very accurate since the coupling factor has to be low. However, with fewer 
elements the coupling factor is higher, and the slots create VSWR mismatches. For this case, 
Kpi determines the power that must be absorbed per element. A transmission-line circuit is 
drawn representing the waveguide. The slots are shown as lumped loads at their proper loca-
tions along the transmission line. In this case, the analysis begins at the end of the transmis-
sion line working up toward the feed. The assumption can be made that the load is perfectly 
matched unless its VSWR is known. That admittance is translated to the position of slot N.  
To do this, the reflection coefficient must first be determined. The lump admittance of the slot, 
which is not yet known, is now in parallel with the translated transmission-line admittance. 
Based on earlier knowledge of the power going to the load and the power going to slot N, the 
slot admittance can be calculated from the ratio of slot admittance to the total admittance at 
that point, which is the sum of the slot admittance and the translated admittance from the load. 
The solution should not be much different from what was calculated in Eq. 9-17. However, 
an effort should be made to choose a slot admittance that minimizes the reflection coefficient 
from the combined admittance of slot and the translated line admittance. The total admittance 
at slot N is now translated to slot N − 1 and the process is repeated. In some cases the slot 
admittance might need extra susceptance to minimize the reflections. There is little that can be 
done in slot offset and rotation to get a reactive component, but posts or other compensators 
within the waveguide in the vicinity of the slot might be needed.

Uniformly Spaced Traveling-Wave Slot-Array Design A uniformly spaced traveling-
wave slot array can be designed to produce a low-sidelobe pencil beam with larger band-
width than that of the resonant waveguide slot array in terms of the array radiation pattern 
and input VSWR. If the reflections between elements are negligible, a constant phase dif-
ference between elements results in a progressive phase shift along the array aperture. The 
resulting phase front points the peak of the beam to angle q, which is determined by

 sin θ λ
λ

λ= − − = ± ±
g

N
d

N
( / )

, , ,
1 2

0 1 2 …  (9-19)

where d is the inter-element spacing and | N | > 0 refers to grating lobes. The influence of 
element spacing on scan angle is as follows. Assume that d is lg /2 at frequency fo. The scan 
angle q  is at 0°. Now assume that d  > lg /2 for the same frequency fo. The beam peak has now 
moved in angle toward the load end of the waveguide. When the spacing is chosen so that d 
is less than lg /2, the beam peak now moves in angle toward the feed end of the waveguide. 
However, given a fixed inter-element spacing, the beam scans toward the load end of the 
waveguide as the frequency is increased. When the operating frequency is close to the cutoff 
frequency, grating lobes begin to appear in the radiation pattern of the array. Filling the wave-
guide with a dielectric material extends the frequency range, and therefore the angle, over 
which a grating lobe-free beam scan is possible. Hence, the ability to adjust the beam peak to 
a position around which a frequency scan can occur is important for traveling-wave arrays.
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The nonresonant array achieves its large impedance bandwidth by virtue of the phase 
differences between the reflections from the various slots. The phase differences, which 
arise from nonresonant spacing, cause the resultant sum of all the reflected waves to be 
quite small. When the slot spacing is approaching lg /2 and the beam peak is very close to 
the broadside position, the input VSWR will increase rapidly as the slot admittances add 
in phase so that the input-impedance magnitude is much larger than unity. For this reason 
a broadside beam direction is reserved only for resonant slot arrays.

Nonuniform Traveling-Wave Slot-Array Design Some special applications, such as in air 
traffic control, need the shaped beam to scan over a sector. The aperture illumination of a shaped 
beam requires, in general, both amplitude and phase variations across the aperture. Therefore it 
is desirable to know whether and how a linear slot array can produce a shaped beam.

It will be seen in the next section that the aperture illumination amplitude can be con-
trolled by the slot conductances. This is the same as was done with the resonant slot arrays. 
Varying the slot location along the waveguide and, to some extent, varying slot reactance, 
can control phase. The latter provides limited phase control and results in a narrow fre-
quency bandwidth. A better method for varying the phase is the use of resonant slots and 
nonuniform inter-element spacing. The resonant slot conductance or resistance controls 
the aperture illumination amplitude, while the nonuniform element spacing provides the 
required phase distribution across the aperture.

The process to determine the locations of individual slots along a waveguide to create 
a desired aperture excitation is an iterative one. The first iteration is to design an array 
with uniform spacing where the desired phases at each element are specified. A particular 
waveguide section will feed a subarray of the whole array. If the phases of the slots that 
would be part of that waveguide section are all normalized to the slot closest to the load 
termination, then relative phases for each slot up the waveguide section are known. The 
next step is to compare those phases to the slot phase excitation provided by the waveguide. 
The difference between the desired phase and the waveguide excitation is how much phase 
perturbation is required.

Assume that the synthesized aperture illumination for an array is given by

 A d A d ei i
j di( ) ( ) ( )= − ψ  (9-20)

where A and y  are the amplitude and phase excitations required at slot di . This is a complex 
version of the slot excitation A(m, n) used in earlier discussions except with the ability to move 
the slot position. For simplicity, waveguide losses and reflections from the slots are assumed 
to be negligible. Under these assumptions, the waveguide excitation phase is given by

 ψ πg i g id k d N i( ) ( )= + −  (9-21)

where i signifies the ith slot, N is the total number of slots in that waveguide section, di is 
the distance from the last slot N to slot i, kg is the waveguide wave number, and yg is the 
phase excitation coupled from the waveguide. The phase error is given by

 ∆ψ ψ ψi i g id d= −( ) ( )  (9-22)

The delta phase error should be rewritten as a Mod(∆y, 2p ). Assuming that ∆y is not 
large, then it can be represented as

 ∆ ∆ψ i g ik d=  (9-23)
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A positive ∆ di represents movement toward the feed. A negative ∆ di represents movement 
toward the termination end of the waveguide. Once the slots are repositioned, the new slot 
positions are submitted to the aperture design model to reassess the mutual coupling effects 
and to see if the new results agree with the modified slot excitations at their new positions. 
If the phase differences are still too large, the slot repositioning process is repeated. Usually 
the rate of convergence is quite rapid (two or three times) if the desired illumination phase 
function is a slowly varying function, such as the phase function for a cosecant-squared-beam 
aperture. After the slot locations have been determined, the slot resonant conductances can be 
computed in the same manner as for the uniform traveling-wave array.

If the waveguide losses or the reflections from the slots are not negligible, then the 
transmission-line model of the slotted waveguide is required to determine the phase of the 
slot coupling to the waveguide. The simple solutions obtained by neglecting the reflection 
from the slots and waveguide losses are employed as the first-order approximation in the 
iteration procedure. The iterative procedure is the same as has been described earlier, butyg 
and ∆y  must be expressed by the transmission-line model to compute the phases associ-
ated with the admittance and the slot resonant conductances. The geometry of the slots can 
then be realized after the slot locations and resonant conductances have been determined.

In general, if the nominal value of the unequal element spacing is larger than one-
half free-space wavelength, higher sidelobes will appear in the region far off broadside. 
Therefore, it is recommended that nominal inter-element spacing be less than one-half 
waveguide wavelength for the nonuniformly spaced slotted array.

9.4 COMPUTATION METHODS FOR  
SLOT CHARACTERIZATION

Before the advent of more capable EM modeling tools, extensive analytical and experimental 
studies were conducted to characterize waveguide-fed slots. Automated test equipment, such 
as computerized network analyzers, has greatly simplified data recording and processing to 
enable full S-parameter measurement techniques6 to characterize the effects of slot geometry 
and placement parameters. On the other hand, the cost of conducting elaborate empirical stud-
ies is prohibitive, and many recent investigations have focused on improving the computation 
models of specialized parts such as waveguide T-junctions, waveguide-to-waveguide slot 
coupling, and finite array performance predictions using slot radiators. Few recent publica-
tions attempt to develop explicit formulas that predict waveguide-fed slot admittance in the 
presence of a finite array because these parameters are obtained directly through EM model-
ing. Commercial software provides design information for waveguide arrays. However, much 
work still needs to be done to develop modeling tools that can provide an optimized design 
solution. Still, many waveguide array designers utilize existing formulas for slot admittance 
to obtain a first order design that might not include all the mutual coupling effects, edge 
effects, radome scattering effects, etc. Then they utilize numerical optimization techniques 
to complete the design. This section will focus on the basic waveguide-fed slot conductance 
(admittance) representations published in earlier works.

Stevenson’s Solution

Stevenson7 developed his formulas for representing slot characteristics by making the 
following assumptions: the slot was cut in a perfectly conducting, infinitely thin wall; the 
width of the slot was much less than its length; the slot length was nearly equal to lo /2; 
and the slot was radiating over a perfectly conducting ground plane of infinite extent. 
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Using transmission-line theory and the waveguide modal Green’s functions, Stevenson 
derived the values of the resonant resistance and conductance, normalized to the wave-
guide impedance, for various slot types along a rectangular waveguide.

Longitudinal Shunt Slots: The conductance of a longitudinal shunt slot (slot a in 
Figure 9-1) cut in the broad face of a waveguide is given by

 g g
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where l is the free-space wavelength, lg is the guide wavelength, u is the slot displacement 
from the waveguide centerline, and a and b are the waveguide width and height.

Series Slots: The resistance of the centered inclined/rotated series slot (slot d of Figure 9-1) 
in the broad face of a waveguide is given by
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where f is the slot inclination angle with respect to the centerline of the waveguide.
Narrow-Wall (Edge) Shunt Slots: The conductance of an edge slot on the narrow face 

(slot c of Figure 9-1) is given by
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(9-29)

where f is the inclided angle of the slot from vertical.
These equations yield quite accurate results for a single-slot radiator without mutual 

coupling being included and give no information about the reactive component. However, 
mutual-coupling effects are not negligible especially with M × N arrays, and Stevenson’s 
approximations could be off by a large margin.

Variational Technique

Oliner8 first formulated an equivalent circuit model for a thick slot using a variational 
technique. An accurate impedance solution can be obtained by using a slot-aperture field 
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close to the actual slot field. The method can also account for mutual coupling and provide 
an estimate for the reactive component of the slot impedance.

Consider a longitudinal shunt slot in the broad face of a rectangular waveguide radiat-
ing into free space. By extending Oliner’s variational formulation, an explicit impedance 
expression can be derived in terms of the slot-aperture admittance Yr = Gr +  jBr .

9

Let the length and the width of the rectangular slot be a′ and b′, respectively. The 
propagation constant and the characteristic admittance of the TE10 mode in the waveguide 
are given by  k  = (k2 − (p /a)2)1/2 and Y0 = k /w m, where k = 2p /l, w  = 2p f  is the angular 
frequency, and m is the permeability. The rectangular slot on the thick waveguide wall is 
regarded as a stub waveguide with propagation constant k  ′ = (k2 − (p /a′ )2)1/2 and character-
istic admittance Y0′. The input admittance at the stub-guide junction can be determined by

 Y Y
Y jY t
Y jY trj

r

r
= ′

+ ′
′ +0

0

0
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κ '
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 (9-30)

where t is the thickness or depth of the slot. From the standpoint of the feed waveguide, 
the equivalent circuit of a displaced longitudinal shunt slot can be represented by a shunt 
network, as depicted in Figure 9-10. Zrj is the impedance due to the radiating aperture, while 
Xj is related to the stored power in the feed waveguide. Near resonance, these quantities can 
be approximated by the variational result.9
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where u is the displacement of the slot from the center of the waveguide. The junction 
susceptance Bj is given by
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FIGURE 9-10 Equivalent network of a longitudinal shunt slot
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where
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Im indicates the imaginary part of the complex expression.
Resonance can be defined as the condition in which slot admittance is a real quantity. To 

compute the slot resonant length, several slot admittances corresponding to several values 
of a′ nearly equal to lo /2 are computed first. The slot resonant length can then be deter-
mined by interpolating the length that yields zero imaginary part for the admittance. The 
preceding solution applies to rectangular slots only. For round-ended slots, the resonant 
length must be modified by

 L a Cb= ′ + ′ −( / )1 4π  (9-38)

where a′ is the resonant length of the equivalent rectangular slot and C is the correction 
factor.9

A similar variational formulation has been applied to compute the impedance of a rotated 
series slot on the broad side of a rectangular waveguide. The slot rotation angle replaces 
the slot displacement variable u from the waveguide centerline in the derivation. However, 
the slow convergent series in the resultant reactance expression requires special numerical 
treatment. Because field distributions in complicated slot shapes are difficult to obtain, 
variational solutions for edge slots and folded slots have not been derived explicitly.

Scattering Modal Analysis

Using an approach similar to Frank and Chu’s formulation of the E-plane T solution,10,11 
Montgomery derived the slot-characterization scattering matrices and hence the shunt-slot 
admittance and series-slot impedance.12 This scattering modal analysis technique requires 
a greater computation effort than Stevenson’s and the variational solutions.
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The slot is assumed to be a stub guide branched out from the main guide where the field 
in the slot is expressed by a series of stub-guide modal functions. The main-guide field is 
represented by a series of modal Fourier integrals in which the wave number corresponding 
to the guide axis is the integration variable. By matching the tangential slot and waveguide 
field components at the slot aperture, two integral equations are obtained. The expansion 
coefficients and the scattering parameters can then be determined by solving these two inte-
gral equations using the Ritz-Galerkin method. After the expansion coefficients have been 
computed, the junction scattering matrix of the slot in the waveguide can be calculated. By 
combining the junction scattering matrix with the reflection coefficient from the radiating 
slot, the slot equivalent circuit is determined.

This method has been applied to the computation of individual slot characteristics and 
to the analysis of coupling effects between two slots or between a slot and a waveguide 
junction. Numerical results of longitudinal-slot parameters computed by the variational 
method and the scattering modal analysis compare favorably.

Moment Method

The method of moments (MOM) has been applied to characterize a narrow slot in the broad 
wall of a rectangular waveguide13,14 and can be extended to obtain the solution of folded 
slots in the edge wall. The moment method requires greater computational effort than any 
of the three other methods discussed here.

Vu Khac and Carson13 formulated the slot characterization by shorting out the slot and 
replacing it with an equivalent magnetic current. The appropriate magnetic Green’s func-
tions in the feed guide, inside the slot cavity (taking into account the finite wall thickness), 
and in free space are employed to derive the basic integral equations. The slot field is 
expressed as a series of discrete impulse functions. By matching the tangential compo-
nents at the slot aperture and using the Ritz-Galerkin method, a matrix equation is derived. 
Then the expansion coefficients are determined by solving the matrix. The computa-
tional effort can be greatly reduced by using full-wave basis functions as shown by Lyon  
and Sangster.14 The computed results usually closely match the variational solution and 
experimental results.

When the moment method is applied to characterize the rotated series slots, a slowly 
convergent series is encountered, as with the variational formulation and the scatter-
ing modal analysis. All the matrix elements used in the moment method involve one  
or two slowly convergent series compared with only one slowly convergent series in 
the variational technique; therefore, the moment method requires much more computa-
tion time.

Method-of-moments (MOM) analysis of slotted-waveguide antennas has progressed 
rapidly during the past 20 years. Applications include the characterization of broad-wall 
longitudinal slots, edge-wall inclined slots,15 I-slots,16 and ridge-waveguide-fed slots.17 
Single slot characterizations are easily extended to finite-array solutions. During the last ten 
years new numerical techniques in low-frequency methods have been developed to solve 
large impedance arrays. That makes it possible to model moderately sized arrays exactly.

9.5 DESIGN PARAMETERS

The measured and computed slot characteristics presented in this section, except for the 
admittance shown in Figure 9-17, are given for a 1.5875-mm wide slot in a standard 
WR-90 X-band waveguide at 9.375 GHz. This slot will subsequently be referred to as 
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the baseline slot. A planar slotted-waveguide array could be designed by using data pre-
sented in this section.

Longitudinal Shunt Slots

Watson,18 Stegen,19 and Kaminow and Stegen20 performed extensive empirical studies 
of isolated longitudinal shunt slots radiating into free space. From the measured data, 
Stegen found that the ratio of conductance to resonant conductance G/Gm and the ratio 
of susceptance to resonant conductance B/Gm versus the ratio of slot length to resonant 
length are independent of the slot displacement off the waveguide centerline. These uni-
versal curves of the baseline-slot admittance normalized by the resonant conductance 
versus slot length normalized by the resonant length are plotted in Figure 9-11. The mea-
sured ratio of slot resonant length to wavelength and the measured ratio of slot resonant 
conductance to waveguide wave admittance versus the slot displacement off the wave-
guide centerline are shown in Figure 9-12 and Figure 9-13, respectively.

By using the variational result of Eqs. 9-30 through 9-33, the computed slot admit-
tance normalized by the resonant conductance is also shown in Figure 9-11. The aperture 
admittance of a slot radiating into the half space is approximated by the solution given by 
Kurss and presented in Oliner.8 However, although the computed results agree well with 
the measured data, the ratios G/Gm and B/Gm versus the normalized slot length L/L0 are not 
exactly independent of the slot displacement off the guide centerline.

By using the same technique, the computed slot resonant length and resonant con-
ductance are given in Figure 9-12 and Figure 9-13, respectively, for comparison with the 
measured results. Note that the round-ended-slot resonant length L0 is approximated by 
Eq. 9-38. Choosing C to be 0.64 and comparing the computed and measured results show 
that the computation method is sufficiently accurate for practical applications.

In airborne radar applications, large arrays of uniformly spaced slots are commonly 
used. The longitudinal-shunt-slot admittance of a slot in the central region of a large uni-
form array can be computed by the variational technique.9 If the element spacing of a 
square grid is assumed to be equal to 0.71lo, the slot-aperture admittance can be determined 
by an infinite array of open-ended rectangular waveguides.21 The computed normalized 

FIGURE 9-11 Admittance of the baseline longitudinal shunt slot versus normalized 
slot length
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admittance of the baseline slot in the array is compared with the measured results of the 
isolated slot in Figure 9-14. The comparison shows that the mutual-coupling effects reduce 
the slot bandwidth performance.

FIGURE 9-13 Normalized resonant length of the baseline 
longitudinal shunt slot versus displacement off the wave-
guide centerline

FIGURE 9-12 Normalized resonant conductance of the 
baseline longitudinal shunt slot versus displacement off the 
waveguide centerline
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By using the same dimensions, the resonant conductance and resonant length of a 
slot in a large array are shown in Figure 9-12 and Figure 9-13. The mutual coupling 
effects also affect the slot resonant length as well as the slot resonant conductance. The 
small change in the slot resonant length in this case may not significantly affect antenna 
performance. However, an increase of the slot resonant conductance by a factor of 2 usu-
ally causes a 2:1 voltage-standing-wave-ratio (VSWR) at the center frequency. This has 
been observed in slot-antenna arrays designed by using measured single-longitudinal-
slot conductances.

Stern and Elliott22 investigated the resonant characteristics of broad-wall longitudinal 
slots using the MOM formulation. They found that the single-shunt lump-circuit represen-
tation for a longitudinal slot is valid only if the slot offset from the waveguide centerline is 
not too large and that the waveguide height is greater than lo /10.

Based on the sinusoidal representation of the slot aperture field near the first resonance, 
Elliott23 improved the small-array design technique to include dielectric-filled slots. An array 
of magnetic currents derived from the sinusoidal-slot aperture fields replaces the dipole-
array solution in the original formulation to account for the external mutual-coupling effects. 
The internal field formulation is modified accordingly.

The MOM formulation of a finite array of longitudinal slots yields accurate results 
in comparison with measured data. The single lumped admittance representation of the 
slots in the MOM solution verifies that the infinite-array solutions shown in Figure 9-12 
through Figure 9-14 are accurate for a finite array as small as 25 elements. Figure 9-15 
shows the comparison between longitudinal-slot resonant conductances and the resonant 
lengths computed by the infinite-array approximation and the finite-array MOM results. 
The nominal array element spacing is 0.71lo in a square lattice. The finite-array results 
apply to uniform square arrays of N by N elements. Thus infinite-array admittances yield 
accurate values for large slotted-waveguide arrays.

FIGURE 9-14 Admittance of the baseline longitudinal shunt slot versus normal-
ized resonant slot length. The solid curves are best fit to the computed points. The 
mutual coupling effects of the array environment narrow the admittance bandwidth 
of the slot.
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Edge-Wall Slots

Edge-wall slots are cut into the narrow wall and wrapped around the broad wall of the 
rectangular waveguide. Folded C- and I-slots are more convenient for edge-wall planar 
arrays.2,3,16,24,25 Recently, several authors derived analytical solutions for narrow-wall slot 
admittance. These solutions include the inclined-edge slot, C-slot, and I-slot. These slot 

FIGURE 9-15 Slot admittances from a finite array of N × N 
elements normalized by infinite array results: (a) admittance 
amplitude and (b) admittance phase
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types radiate relatively high cross-polarized fields as compared with the broad-wall longi-
tudinal slots. Experimental results must be used to characterize them. Fortunately, strong 
mutual coupling effects can be measured by a waveguide section with a sufficient number 
of identical edge-wall slots. Watson18 has defined the incremental conductance caused by 
the mutual-coupling effect as the increase in the conductance of a group of resonant, half-
wave-spaced, identical edge-wall slots.

For both the linear and C edge slots, the resonant conductance may be approximated by

 G G= ≤ °0 15sin2φ φ  (9-39)

where f is the inclination angle from the vertical. The slot resonant conductance is insensitive 
to variations in the slot resonant length. Hence, if the incremental conductance is obtained by 
experiment for one value of angle, Eq. 9-39 can be used to obtain the resonant conductance for 
other slot inclination angles with reasonable accuracy.

Plotted in Figure 9-16 are the single-slot resonant conductance and the incremental con-
ductance for edge slots cut on the standard WR-90 rectangular waveguide as was measured 
in Watson.18 The incremental conductance data are sufficiently accurate for slots in a linear 
array far removed from the ends. The conductance of the slots near the ends of the array lies 
between that of the single-slot data and that of the incremental conductance.

The edge-slot admittance, as a function of the depth the slot cut has penetrated into the 
rectangular-waveguide broad faces, was investigated by Watson.18 Measurements were 
performed on a slot that was cut into standard WR-284 waveguide. The admittance for a 
single 15° slot with a width of 6.35 mm at 2.8 GHz is given in Figure 9-17. These results 
can be translated to the frequency performance of the edge slot with the conclusion that 
the frequency bandwidth of edge slots is greater than that of longitudinal shunt slots.

To account for the external field in the inclined-slot analysis, Jan et al15 modified the 
90° wedge Green’s function to approximate the thick-edge-wall Green’s function. They 
used a MOM formulation to find the admittance of the inclined narrow-wall slots. The 
point-matching-technique formulation for the waveguide field usually results in a divergent 

FIGURE 9-16 Incremental and single-slot con-
ductance (unmarked dimensions of waveguide sec-
tion are in inches); frequency = 9.375 GHz, WR-90 
waveguide 
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series for inclined slots. Nevertheless, their computed results of single slots agreed with 
the experimental data shown in Figure 9-16 and Figure 9-17 and followed the same trend 
as computed by Eq. 9-39.

Employing the Galerkin method in the MOM formulation, Yee and Stellitano16 obtained 
a MOM solution for symmetric edge-wall I-slots on an infinite ground plane. They ana-
lyzed each I-slot as three rectilinear slots tied together and used sinusoidal basis functions 
in each rectilinear slot. In contrast to adding a set of junction basis functions, it took advan-
tage of the natural solution to determine the field in the overlapped regions. The computed 
and measured results show that (1) the I-slot can be represented by a shunt admittance 
with additional shunt capacitance; (2) the cross-polarization isolation of an I-slot is about 
the same as other edge-wall slots (inclined slot, C-slot, etc.); and (3) the I-slot can radiate 
a sufficiently large dynamic range of power for practical array designs by changing its 
cross-branch offset.

Series Slots

The series-slot impedance can be computed by the variational formulation,8 the scattering 
modal analysis technique,12 or the moment method13 as described earlier. By using either 
the variational formulation or the scattering modal analysis, the slot is first considered 
as a branched waveguide radiating into the main waveguide. The aperture impedance of 
the branched waveguide can be determined by assuming a cosine distribution across the 
slot aperture. The slot-aperture impedance facing the other waveguide is computed in the 
same manner except that the slot inclination angle is the complementary angle. Properly 
combining these two solutions yields the series-slot impedance and hence the slot resonant 
resistance and resonant length. When round-ended series slots are used in the design, the 
slot resonant length can be determined by setting C = 1 in Eq. 9-38.

By using the scattering modal analysis solution, the computed resonant resistance and 
round-ended resonant length versus the inclination angle for the baseline slot are plotted in 
Figure 9-18 and Figure 9-19. The input and output waveguides are assumed to be perpen-
dicular to each other for these computed data.

FIGURE 9-17 Variation of slot admittance 
with depth of cut; frequency = 2.8 GHz, WR-284 
waveguide
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Other Slot Admittance Determination Approaches

Active Slot Admittance Elliott26,27 derives two expressions for slot-array active admit-
tances in terms of slot excitation voltages, slot parameters, and the complementary dipole 
array active impedances. By combining these two expressions with the corresponding 
dipole array solution, a small-array slot geometry can be specified by using the iterative 
procedure as described by Elliott.26 The single-slot admittances of a single-slot radia-
tor are used to model the slot admittance characteristics to reduce computational effort.  

FIGURE 9-19 Normalized resonant length versus rota-
tion angle of a baseline inclined series slot

FIGURE 9-18 Normalized resonant resistance versus rotation angle 
of a baseline inclined series slot
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This technique is quite accurate for small-array design as demonstrated by Elliott.26 The 
required computation effort makes this technique unattractive for large-array applications.

Equivalent Self-Admittance Slot equivalent self-admittances can be computed by  
Eqs. 9-30 through 9-33 by neglecting the edge effects, the small alternating displacements 
from the guide centerline, the slowly varying illumination, and the small slot-length varia-
tion. The slot admittance is determined by either (1) using the equivalent infinite array slot 
admittance21 or (2) by applying Babinet’s principle that relates slot aperture admittance 
to the complementary dipole radiation impedance.28 By using the computed admittance 
values corresponding to several slot lengths, the resonant conductance and resonant length 
versus slot displacement similar to that shown in Figures 9-12 and 9-13 can be determined. 
By combining these design curves with the predetermined slot locations and resonant con-
ductances, the slot-array antenna design is completed.

The computed slot admittances take mutual-coupling effects into account, but neglect 
edge effects, slot displacements from the guide centerline, nonuniform aperture illumina-
tion, and slot-length variation. For large arrays in general, displacements are small, illu-
mination is slowly varying, and edge effects can be neglected. This technique is much 
more efficient than the active slot admittance method. For a small array, edge effects can 
be taken into account by several sets of resonant-conductance and resonant-length curves 
by using the corresponding small-dipole-array solutions. Dipole arrays corresponding to 
several uniformly alternating displacements can be used to compute the design curves 
for central elements and edge elements. For practical applications, neglecting alternating 
displacements in the equivalent dipole array computation results in negligible conductance 
error and in less than 1.2 percent resonant-length error.

A dielectric cover on the outer waveguide surface is frequently used to protect the 
antenna from the environment. In general, dielectric loading has little effect on the resonant 
conductance or resistance of a slot. However, the resonant length is greatly reduced by a 
dielectric cover and depends on the dielectric constant and thickness. Dielectric-loading 
effects can be taken into account by using the infinite waveguide array solution.21

Incremental Conductance The two methods described earlier are applicable only to lon-
gitudinal shunt slot arrays. Analytical solutions have not been as developed for edge-wall 
slots, and therefore the admittance for a particular slot design must rely on experimentation 
unless a more elaborate MOM or FEM model is developed.

Many waveguide test sections are required to characterize the slots, including mutual-
coupling effects. Each of the test arrays has a sufficiently large number of identical con-
ductance resonant slots so that the edge effects can be neglected. The moving lossy short 
technique has been successfully applied to the slot-characteristic measurements.6,29 Design 
curves such as resonant conductance and resonant length versus inclination angle for edge 
slots can be determined as shown in Figure 9-16. Observe that this technique is adequate for 
large linear-array designs but that inaccurate aperture illumination will be expected when it 
is applied to small-array designs.

Semiempirical Admittance The three methods discussed earlier are applicable to large 
arrays or arrays of equally spaced edge-wall shunt slots. Hence the semiempirical admit-
tance technique is generalized to smaller arrays. Basically, the dipole array solution is 
combined with the following equations to obtain the slot characteristics semiempirically. 
From Eqs. 9-31 and 9-38, the slot resonant conductance can be expressed by

 g U r= ′ /   (9-40)
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where r  is the complementary dipole active resistance normalized by the waveguide char-
acteristic impedance and

 
′ = ′ ′ ′
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a( , , , )

sin2 π
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




 (9-41)

In general, the change in slot resonant length due to mutual coupling is small, and U is a 
slowly varying function of a′. Thus, U can be determined approximately by measurement. 
By combining the approximate value of U, the complementary dipole array solution, the 
resonant slot conductance, and the slot-location design procedure to be described later, the 
slot geometry can be determined in the following steps:

 Step 1 Measure the single-slot characteristics.

 Step 2 By substituting the complementary single-dipole resistance (zero-order approx-
imate value of r) and the measured single-slot resonant conductance into Eqs. 9-40 and 
9-41, the values of U for a given slot length and width are determined.

 Step 3 By combining the single-slot solution with the equations for specifying the slot 
locations and resonant conductances such as Eqs. 9-8, 9-9, and 9-21, the first-order design 
of the slot locations and displacements (or inclination angles) can be determined.

 Step 4 The driving-point impedance of the complementary dipole array can be 
computed by the technique of Carter,28 using the computed slot locations and dis-
placements (or inclination angles) obtained from Step 3 or Step 5 for the lower-order 
approximation.

 Step 5 By substituting the dipole array results from Step 4 into Eqs. 9-40 and 9-41 
and combining with slot-location and conductance equations, the next-higher-order 
approximate solutions for slot locations and displacement (or inclination angles) can be 
obtained.

 Step 6 Repeat Steps 4 and 5 until a satisfactory convergence solution is achieved.

Note that this design procedure yields no information on the resonant lengths of the 
slots in the array. Fortunately, the slot admittance phase variation introduced by mutual 
coupling is, in general, small compared with p. Suppose that the single-dipole driving-point 
impedance is represented by ′ = ′ + ′Z R jXd d d and the final solution is Zd = Rd + jXd , then if 
the guide-wall thickness is negligibly small, the phase difference between the single-slot 
admittance and the admittance of the slot in the array y can be approximated by

 tan ψ = ′ − ′ +2( ) / ( )X X R Rd d d d
 (9-42)

The phase correction can be determined by experimentation or computation of the com-
plementary dipole array by using the ratio of the incremental phase to the incremental slot 
length near the first resonance. This quantity is almost a constant and depends only on the 
slot and waveguide geometry.

The preceding iterative procedure has been found to converge rapidly when applied to 
a planar array of nonuniformly spaced C-shaped slots.
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9.6 POWER-HANDLING CAPABILITIES  
OF SLOTTED-WAVEGUIDE ARRAYS

Slotted-waveguide arrays are required to operate at high-power levels in many applica-
tions. In some cases the slot-antenna arrays can handle the high power without undue 
difficulty at sea-level atmospheric pressure, but they may fail to withstand the power at 
high altitudes, where atmospheric pressure is much lower. When high-power capacity is 
required for an airborne antenna, the power-handling capability at the operational altitude 
must be engineered into the designs.

The power-handling capacity of a slotted-waveguide array depends on both wave-
guide manifold design and slot design. Following the procedure established by Gilden 
and Gould,30 the waveguide manifold power-handling capability can be estimated with 
reasonable accuracy. As an example, consider a standard X-band WR-90 waveguide 
operating at a frequency of 9.375 GHz. On the basis of Gould’s data, the continuous-
wave power and the power of a 1-ms rectangular pulse versus the altitude are shown in 
Figure 9-20. Observe that the maximum power level that can be handled by the wave-
guide decreases rapidly when the altitude increases and the waveguide pressure follows 
atmospheric pressure at altitude. Also note that these results apply to room temperature 
for a perfectly matched waveguide section. If this is not the case, the pressure at other 
temperature r is required for computing the maximum power level where

 ρ ρ= 0 293( / )T  (9-43)

T is the absolute temperature (°K), and r0 is the pressure at room temperature.

FIGURE 9-20 Power-handling capacity of WR-90 waveguide 
at 9.735 GHz
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The electric field strength E across the slot aperture for a given slot-radiated power P 
is needed to compute the slot power-handling capacity. The electric field strength across 
the slot aperture is approximated by

 E b P R= ′( / ) /η0 2  (9-44)

where R is the complementary dipole driving-point resistance. The baseline slot at 
9.375 GHz is used to illustrate the slot power-handling capability. By combining Gilden 
and Gould’s results30 with Eq. 9-43, the maximum continuous-wave and peak power ver-
sus the altitude for the baseline slot is computed and shown in Figure 9-21. Equation 9-43 
should be used for temperatures other than room temperature.

The power-handling capability can be improved by (1) avoiding capacitive windows and 
sharp corners in the waveguide manifold, (2) increasing the slot width, and (3) cooling and 
pressurizing the antenna system. The most effective technique for increasing power-handling 
capability is to pressurize the waveguide network or just certain waveguide sections that 
handle the largest power.31 If a slot-antenna array is wholly encapsulated in a pressurized 
housing, the increase in power-handling capability is proportional to the achievable pres-
sure. Occasionally gases, such as nitrogen, Freon, and sulfur hexafluoride (SF6), are used 
for pressurization, further increasing power-handling capability through the higher dielectric 
strength of the gases. The advantage of pressurized systems is that the pressure also keeps 
out moisture, dust, insects, and other debris that could cause arcing. This approach adds to 
the complexity of the mechanical design and fabrication of the antenna due to seals and other 
added equipment. Pressurization does add to the complexity and cost of any design.

FIGURE 9-21 Power-handling capacity of the baseline slot 
in the planar array
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9.7 TOLERANCE AND FABRICATION TECHNIQUES

In practice an antenna will include errors introduced by inaccuracies in the manufacturing 
process. Manufacturing costs are higher when excessively tight tolerances must be main-
tained. Thus a systematic allocation of dimensional tolerances is usually a worthwhile part 
of the design process.

The tolerance for waveguide width can be established by computing the incremental phase 
per unit change in the manifold and feed waveguide width. To determine the required dimen-
sional tolerance for slots, the incremental conductance (or impedance) per unit change in  
the slot length from the resonant length is needed. These incremental values per unit change of 
slot parameters can be determined from given slot parameters discussed in preceding sections. 
Listed in Table 9-1 are the incremental phases of baseline shunt and series slots and the S-band 
edge slot due to the decrease of 1 percent slot length from resonant lengths. Note that the toler-
ance requirement for edge-slot arrays is less critical than for other slot arrays.

The difference in the incremental phase change indicates that the mutual-coupling 
effects reduce the longitudinal shunt-slot frequency-bandwidth performance and increase 
tolerance requirements. Sidelobe performance can be greatly degraded by a 1 percent varia-
tion in the slot length in a planar array of longitudinal shunt slots.

Fabrication of the commonly used edge-slot array is quite different from that of other 
slot arrays. Since the edge slot is cut into the narrow wall and wrapped around the broad 
faces of a rectangular waveguide, an edge-slot array can be easily fabricated by cutting 
(sawing) the slots at the proper angle and depth. The results are, in general, quite good. To 
generate a planar edge-slot array, slotted-waveguide sections are manifolded and assem-
bled side by side to form a planar aperture.

To fabricate a planar array of longitudinal shunt slots or edge-wall folded shunt slots, 
a milling machine may be used to cut the slot on a thin, flat plate (face plate) such as 
shown in Figure 9-18. The back plate is milled out of a thick metal plate. Two narrow 
walls of the shunt and series waveguides are fabricated on the opposite sides of the metal 
plate, and the series slots are cut on the common walls of the shunt and series guides. 
Assembling the back plate to the face plate forms the shunt waveguides. Attaching the 
feed covers to the back plate forms the series waveguides.

The common techniques for assembling the face plate to the back plate array of broad-
wall slots are

● Welding Both laser welding and electron-beam welding can be used to join the face 
plate to the back plate. Electron-beam welding has been successfully applied to manu-
facture antennas made of magnesium. Because of the inherent properties of aluminum, 
applying the electron-beam welding technique to this metal in assembling the flat-plate 
antenna requires additional investigative effort. Laser welding of the face plate to the 
back plate is possible, but the process is better suited to welding very thin metal cross 
sections and has limited application to flat-plate antennas.

Longitudinal shunt slot Edge slot

Single Coupled Rotational series slot Coupled

 8.1° 19.3° 17.1° 2.7°

TABLE 9-1 Incremental Phase Change of Slot with 1 Percent Change in Slot Length from 
Resonant Length
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● Brazing Dip brazing has been widely used to secure two aluminum objects together. 
Many aluminum slotted-waveguide arrays are assembled by using dip brazing. The 
disadvantages of this technique are that the residue deposits left in the waveguides and 
on the slots, and the overall material shrinkage must be accounted for. The fluxless-
brazing technique for joining the aluminum face and back plates together in a retort 
with inert atmosphere has been investigated with successful results.32

● Bonding There are three commonly used bonding techniques: (a) thin-film bonding, 
(b) conductive-epoxy bonding, and (c) diffusion bonding. Thin-film bonding and conduc-
tive-epoxy bonding are quite popular in flat-plate-antenna applications.

Other techniques such as screw fasteners and twist tabs have been employed to join the 
face and back plates together. These two methods are either limited as to application or 
less accurate, adversely affecting antenna performance when compared with the preceding 
three assembling techniques. These approaches are prone to RF leakage.

The linear array is subject to fewer tolerance and assembly problems than the planar 
array. To fabricate and assemble a planar array such as the flat-plate antenna, both before 
and after the process of joining the face and back plates together, attention must be paid 
to keep the antenna aperture flat and the plates aligned accurately. A 0.01lo warping of an 
antenna can significantly degrade sidelobe performance, and a 0.007lo misalignment of 
the front and back plates will produce a grating-lobe level higher than −20 dB. Slot-length 
tolerance depends on the desired radiation performance.

Although a slot-antenna array can be designed and fabricated by using the design infor-
mation given in this chapter, antenna performance may be less than expected. Some of the 
second-order effects, such as the slot alternating displacements, alternating inclined angles, 
edge effects, nonuniform aperture illumination, slot-length errors, and internal coupling 
through higher-order waveguide modes have not been addressed. The combined effects of 
neglecting second-order effects, manufacturing tolerances, and inaccurate manifold design 
usually significantly degrade practical slotted-array performance. For instance, a −35-dB 
sidelobe-level array design may have only −28-dB sidelobes in practice. Thus a thorough 
error analysis is recommended to define dimensional tolerances and to determine aperture 
illumination errors. Normally, overdesign is used to allow for design and manufacturing 
deficiencies, the degree of overdesign usually being determined by experience. Note that 
some of the degradation factors will be more noticeable for a −30-dB sidelobe-level array 
design than for a −20-dB design.
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10.1 INTRODUCTION

The two types of traveling-wave antennas discussed in this chapter are illustrated in  
Figure 10-1. In Figure 10-1a, a surface wave (also called a trapped wave because it carries its 
energy within a small distance from the interface) is launched by the feed F and travels along 
the dielectric rod to the termination T. Since a surface wave radiates only at discontinuities, 
the total pattern of this antenna (normally end-fire) is formed by the interference between the 
feed and terminal patterns.1 The dielectric material could alternatively be an artificial one, 
e.g., a series of metal disks or rods (the Yagi-Uda antenna). On the other hand, discontinui-
ties can be placed all along the surface-wave structure, producing radiation in the manner of 
a slotted waveguide, except that the wave propagates on an open, not a shielded, guide. The 
array of dipoles proximity-coupled 
to a two-wire transmission line in 
Figure 10-1b illustrates this second 
antenna type; here we are evidently 
using the term surface wave loosely 
to designate any wave mode that 
propagates along an open interface 
without radiating.

Two closely related antenna structures are discussed in other chapters: the helix (which 
involves a surface wave in one of its modes of operation—Chapter 12) and the frequency-
independent antennas (Chapter 13). The short Yagi-Uda, in whose design surface waves 
play no role, is covered in Chapter 3. An additional discussion of surface wave antennas 
can be found in Zucker.2

Surface-wave antennas lend themselves to flush, or at least low-silhouette, installation. 
Their gain normally does not exceed 20 dB, and control over their pattern shape (includ-
ing sidelobes) is limited. Bandwidth is generally narrow. Frequency coverage extends 
from the popular Yagi-Udas at very high frequencies (VHF) to printed microwave (and 
millimeter-wave) antennas. By contrast, arrays excited by surface waves produce patterns 
that can in principle produce as high gain and be controlled as accurately as the patterns 
of nonresonant slot arrays.

10.2 PROPERTIES AND MEASUREMENT  
OF SURFACE WAVES

For design purposes, a surface wave is sufficiently characterized by one of its parameters, 
for example, the wavelength in the direction of propagation along the interface. The various 
parameters will now be defined and formulas given for their interrelationship; it will then 
be shown how they can be calculated if the surface impedance is known or how they can 
be determined by measurements.

Interrelationship of Parameters

The governing relation is the separability condition for the wave equation. In rectangular 
coordinates (see Figure 10-2a),

 
k k k kx y z

2 2 2 2+ + =
 

(10-1)

FIGURE 10-1 Surface-wave-antenna types: (a) dielectric rod 
and (b) array of proximity-coupled dipoles (thin lines are dielec-
tric supports)
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where the k’s, called wave numbers, are in general complex—for example, kx = bx − jax, 
with bx the phase constant in radians per unit length (inches, centimeters, or meters), and ax 
the attenuation in nepers per unit length. The wave number k is that of the medium in which 
the wave travels, k = ω ε µ0 0 , with w  the angular frequency, e0 the dielectric constant, and 
m0 the permeability. In air, k is pure real; it is related to the wavelength l by k = b = 2p /l and 
to the phase velocity of light c by k = w /c. Similarly, the phase constant bz along the surface 
is related to the surface wavelength lz by bz = 2p /lz and to the surface phase velocity vz by 
b = w /vz. The following ratios are therefore equivalent:

 β λ
λ

z

z zk
c
v

= =  (10-2)

When this ratio is greater than 1, we speak of a “slow” wave (i.e., slower than light, 
because vz < c); when less than 1, of a “fast” wave (vz > c). The surface wavelength 
lz of slow waves is shorter than l; that of fast waves, longer than l (as in shielded 
waveguide).

A surface wave is one that propagates parallel to the interface and decays vertically to 
it; that is, the phase constant bx is zero, and kx = − jax (pure attenuation), with ax positive. 
Assume first that the wave extends indefinitely in the transverse direction so that ky = 0 
(see Figure 10-2a). Equation 10-1 requires that kz be pure real; that is, there can be no 
attenuation in the direction of propagation, and we obtain the simple but basic relation

 β αz xk2 2 2= +  (10-3a)

or equivalently, by using Eq. 10-2,

 λ
λ

α λ
πz z

xc
v

= + 





1 2

2

 (10-3b)

FIGURE 10-2 Geometries for surface-wave propagation over dielectric sheets: (a) Infinite-plane 
sheet-on-metal, (b) Rectangular duct, (c) Axial-cylindrical rod, (d) Radial-cylindrical sheet-on-metal, 
(e) Azimuthal-cylindrical or spherical cap. Heavy lines indicate metal surfaces. Arrows point in the 
direction of propagation.
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from which it follows that this is a slow wave. Equation 10-3b is plotted as the dashed 
line in Figure 10-3b. Slower-than-light surface waves are used chiefly in end-fire antenna 
design (see Sections 10.3 and 10.4). Figure 10-3a illustrates constant-phase and constant-
amplitude fronts, which are at right angles to each other provided only that the medium 
above the interface is lossless. (Ohmic losses in the surface produce a slight forward tilt 
in the phase front and a small az.) The more closely the surface phase velocity approaches 
that of light, the smaller is ax (see Eq. 10-3b) and the larger, therefore, the vertical extent 
of the surface wave in Figure 10-3a.

All components of the total electromagnetic field of the surface wave, for example, Ez, 
are of the form

 E x z t E e e ez z
x j z j tx z( , , ) = − −α β ω  (10-4)

The vertical decay of the Ez, Ex, and Hy components of a TM surface wave (Hz = 0) 
is shown in Figure 10-4a, and the composite electric field lines over a full wavelength 
interval (longitudinal section) in Figure 10-4b. It can be shown that Ez is in phase with Hy, 
Ex in phase quadrature. The first two components therefore carry all the power along the 
interface, while Ex and Hy form a vertically pulsating storage field. The dielectric slab-on-
metal below the interface in Figure 10-4 is used as an example. Since the form of Eq. 10-4, 
and thus of the surface-wave field lines, does not depend on the detailed structure of the 
medium below the interface, a multilayer dielectric or a corrugated sheet, etc., could have 
been shown equally well.

FIGURE 10-3 Phase and amplitude contours  
of a plane surface wave. (a) Solid lines indicate 
constant-phase fronts; dashed lines, constant-
amplitude fronts; shaded region shows amplitude 
decay. (b) Solid lines indicate height x/l above 
surface of 3-dB, 10-dB, and 25-dB constant-
amplitude or power contours as a function of 
relative surface wavelength l/lz (use left-hand 
ordinate); numbers in parentheses refer to the per-
centage of total energy carried by the surface wave 
between the interface and each contour. The dashed 
line indicates the relation between relative surface 
wavelength and vertical attenuation axl according 
to Eq. 10-3b (use right-hand ordinate).
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The field (or power) decay in decibels is plotted as a function of height x/l above the 
surface in Figure 10-3b (based on Eq. 10-3a). If we assume a relative surface wavelength 
l /lz (or relative phase velocity c/vz) equal to 1.1, for example, the field at height x = l has 
decayed by 25 dB below its value at the interface.

Assume next that two parallel walls are erected normal to the surface, forming a duct 
in the z direction (see Figure 10-2b). (Examples other than the dielectric-loaded channel in 
this figure are the channel with a corrugated bottom and the trough guide.) The transverse 
wave number is fixed by the duct width w as in conventional waveguide theory; from 
Eq. 10-1 we now have, instead of Eq. 10-3a,

 β α π
z xk

n
w

n2 2 2
2

0 1 2= + − 





= , , ,…  (10-5a)

If n = 0 (no variation in y direction), Eqs. 10-3, and therefore also Figure 10-3b, still apply. 
If n = 1 (half a sinusoid in y direction),

 λ
λ

α λ
π

λ

z z

xc
v w

= = +








 −









1

2 2

2 2
 (10-5b)

Since the second term is usually smaller than the third, it follows that the wave is usually, 
though not necessarily, faster than light. Fast as well as slow surface waves can be used to 
excite arrays of discrete elements. The field and power decay still follows Figure 10-3a and b, 
provided that the abscissa in Figure 10-3b is relabeled ( ) ( )λ λ λ/ /z w2 22+  to account for the 
difference between Eqs. 10-3b and 10-5b. The heights x/l corresponding to the 25-dB contour 
in Figure 10-3b are useful for estimating the extent to which the duct walls, which theoreti-
cally must be infinite in height, may be lowered without perturbing the surface wave.

Surface-wave geometries other than rectangular are shown in Figure 10-2c–e. The 
separability condition for the wave equation in axial- and radial-cylindrical coordinates 
(Figure 10-2c and d) reads

 k k kr z
2 2 2+ =  (10-6)

(note that kq does not appear), which is formally identical with Eq. 10-1 for the case ky = 0. 
The interrelationships of the surface-wave parameters given in Eqs. 10-3 still hold if kr is 
substituted for kz. Above the surface, the field components decay like Hankel functions; in 
the axial-cylindrical case, for example,

 E r z t E H r e ez z o r
j z j tz( , , ) ( )( )= −2 α β ω  (10-7)

FIGURE 10-4 Surface-wave field structure above interface. (a) TM-wave components on plane 
surface. (b) Composite electric field lines over a one-wavelength interval (arrow points in the 
direction of propagation). (c) Composite electric field lines of HE11 wave on an axial-cylindrical 
surface (cross section). Dashed line shows the electric-image plane (see Section 10.4).
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The circumferential field dependence in the case of the HE11 mode—the one of princi-
pal interest in this geometry—is one full sinusoid. Composite E lines for this hybrid wave 
(so called because of the presence of both Ez and Hz) are shown in Figure 10-4c. [The 
structure inside the circular interface could equally well be a metal rod with a dielectric 
mantle, an array of circular disks (cigar antenna), or even an array of dipoles (Yagi-Uda).] 
For large radii, the Hankel function is asymptotic to the exponential, and Eq. 10-7 differs 
negligibly from Eq. 10-4. As a consequence, the 25-dB contours in Figure 10-3b still hold 
and the 10-dB contours nearly so; these curves are useful in estimating the degree of cou-
pling between adjacent end-fire line sources. In the radial-cylindrical case, the field com-
ponents decay exponentially away from the surface so that Figure 10-3b applies exactly. 
But the constant-amplitude fronts will now no longer be parallel to the surface because 
the field components decay radially like Hankel functions (asymptotically like 1 / ),r  
bringing the fronts closer to the surface with increasing r.

In the azimuthal-cylindrical or spherical case, it can be shown that the wave numbers are 
always complex so that these surface waves are no longer completely trapped. Because the 
radius of curvature is usually large, it is convenient to treat azimuthal waves as a perturba-
tion of Eqs. 10-3 for flat surfaces.

Calculation of Surface-Wave Parameters

Surface waves are modes on unshielded waveguides. As in the case of shielded wave-
guides, the boundary-value problem is often conveniently stated in terms of the trans-
verse resonance condition, which requires that the equivalent network of a transverse 
section through the waveguide be resonant.3 With Zx the impedance looking straight up 
from the interface and Zs the surface impedance looking straight down, the resonance 
condition reads

 Z Zx s+ = 0  (10-8)

Zx depends on the geometry and the mode; in rectangular coordinates,

 Z
k

x
x

o

= ωε for TM waves  (10-9a)

 Z
kx

o

x
= ωµ

for TE waves  (10-9b)

In the case of a surface wave, kx = −jax; Zx is therefore capacitive in Eq. 10-9a and induc-
tive in Eq. 10-9b. It follows from Eq. 10-8 that the TM surface wave requires an inductive 
surface, Zs = jXs, and the TE surface wave a capacitive surface, Zs = −jXs (Xs positive). 
Equation 10-8 now reads

 
α x s

ck
X
R

= for TM waves  (10-10a)

 α x c

sk
R
X

= for TE waves  (10-10b)

where Rc z z= =µ ε β λ λ0 3770 Ω, /or  follows immediately from Eqs. 10-3.
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 SURFACE-WAVE ANTENNAS 10-7

Knowledge of the surface impedance thus solves the boundary-value problem. It is 
instructive to calculate this impedance for two simple cases: surface waves on a dielectric 
slab-on metal and on a corrugated-metal sheet. Looking down from the air-dielectric inter-
face in Figure 10-2a, we see a dielectric-loaded region short-circuited at the end. By using 
transmission-line theory, assuming that the wave is TM, and noting that a wave that is TM 
in the direction of propagation is also TM transverse to it,

 X
k

k ds
x

x=
ωε1

tan  (10-11)

where kx is the vertical wave number in the slab of dielectric constant e1. Since Xs must 
be positive real, kx = bx. (We could now write the field components below the interface 
in the form of Eq. 10-4, with a sinusoidal variation in x replacing the exponential decay; 
the field configuration below the interface, however, is rarely of interest to the engineer.) 
Substitution of Eq. 10-11 in Eq. 10-10a gives one equation in two unknowns, ax and bx. 
ax is a function of bz through Eq. 10-3a; bx can also be expressed as a function of bz, since 
Eq. 10-1 reads

 β βx z k2 2
1
2+ =  

in the dielectric medium ( ).k1 1= ω µ ε1 The solution4 shows that the lowest TM mode has 
no cutoff and that the phase velocity of the surface wave lies between c and c ε ε1 0/ ,
approaching the free-space velocity in air for very thin sheets and the free-space velocity 
in the dielectric for thick sheets (numerical results are in Section 10.4). The analysis for a 
TE wave uses Eq. 10-10b and results in a lowest mode that does have a cutoff. It is worth 
pointing out that below cutoff a surface wave does not become evanescent but ceases to 
exist altogether.

The interface of the corrugated-metal sheet (see Figure 10-5) is an imaginary plane 
through the top of the teeth. Xs is zero over the teeth and equals Rc tan kd over the groove, 
which are short-circuited parallel plate transmission lines (inductive in the range 0 < kd <  
p /2). If there are many grooves per wavelength, the surface impedance over the teeth and 
grooves may be averaged; that is, Xs ≅ [g/(g + t)]Rc tan kd. Substitution in Eq. 10-10a 
gives one equation in one unknown. The results of this approximation turn out to be good 
provided there are at least five grooves per wavelength. A more exact calculation takes into 
account the higher-order (below-cutoff) modes at the mouth of the grooves, which produce 
higher-order waves along the interface that modify the field lines sketched in Figure 10-4a 
and b only in the close vicinity of the teeth.

Measurement of Surface-Wave Parameters

In the case of surface waves, a vertical metal plate large enough to reflect at least 90 percent 
of the incident energy (use Figure 10-3b to determine the minimum size) produces deep nulls 

FIGURE 10-5 Corrugated-metal 
surface. Arrow points in the direction 
of propagation.
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at half-wavelength intervals along the surface. Because of turbulence in the aperture field near 
the feed, measurements should be made at a minimum distance from the feed given by

d
z

min

.
( )

≅ −
0 17

1
λ

λ λ/

If the frequency is so low that reflector size becomes a problem, the distance between 
nulls is found by feeding the probe signal into a phase-comparison circuit (using magic T 
and attenuator) that measures the traveling-wave phase with respect to a reference signal.

The probe used in these measurements should have a small cross section so as not to 
perturb the field. It needs chokes to suppress antenna currents on its outer conductor, and it 
must couple only into the E or the H field, with good discrimination against the unwanted 
one. A coaxially fed monopole or a waveguide horn pinched at the mouth (with dielectric 
loading to keep it above cutoff)5 is very satisfactory; loops and horizontal dipoles, less so. 
The distance between probe and aperture should be as small as possible without perturbing 
the aperture field, and it should be held constant by providing a rigid probe carriage.

10.3 SURFACE-WAVE ANTENNAS:  
DESIGN PRINCIPLES

Radiation of Surface-Wave Antennas

Before presenting design principles (for optimum gain, beamwidth, sidelobe level, and 
bandwidth), it is useful to examine how surface-wave antennas radiate. Two typical struc-
tures are shown in Figure 10-6. The feed F (consisting of a monopole and reflector in 
Figure 10-6a and of a circular or rectangular waveguide in Figure 10-6b) couples a portion 
of the input power into a surface wave, which travels along the antenna structure to the 
termination T, where it radiates into space. The ratio of power in the surface wave to total 
input power (efficiency of excitation) is usually between 65 and 75 percent. Power not 
coupled into the surface wave is directly radiated by the feed in a pattern resembling that 
radiated by the feed when no antenna structure is in front of it.

FIGURE 10-6 Surface-wave antenna structures: (a) Yagi-Uda (row of monopoles) on 
ground plane, excited by dipole-reflector combination; (b) Dielectric rod, excited by circular 
or rectangular waveguide (broad wall in plane of paper)
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 SURFACE-WAVE ANTENNAS 10-9

The tapered regions in Figure 10-6 serve diverse purposes. The feed taper increases 
the efficiency of excitation and also affects the shape of the feed pattern. The body taper 
(extending to point P in Figure 10-6b) suppresses sidelobes and increases bandwidth. 
Because a reflected surface wave spoils the pattern and bandwidth of the antenna, a termi-
nal taper is employed to reduce the reflected surface wave to a negligible value.

The surface wave illuminates the terminal aperture (plane perpendicular to the antenna 
axis through T ) in a circular region whose radius increases as the transverse attenuation of 
the surface wave diminishes or, equivalently, as the surface phase velocity approaches that 
of light (Eq. 10-3b). The larger the illuminated region, the higher the gain produced in the 
radiation pattern. Since the surface-wave phase front lies in the aperture plane, the pattern 
peaks in the end-fire direction. A simple but only approximate expression2,6 for the terminal 
radiation pattern T(q ) is

 T
z

( )
( ) cos

θ λ λ θ≅ −
1

/  (10-12)

where q is the angle off end-fire and lz is the surface wavelength at T ( just to the left of the 
terminal taper, to be precise).This pattern has neither nulls nor sidelobes and, as expected, 
falls off more rapidly the closer l /lz is to 1. More accurate expressions2,7–9 and an experi-
mental determination10 indicate that the pattern is actually about 20 percent narrower than 
in Eq. 10-12. The dashed line in Figure 10-7 shows this corrected terminal radiation pattern 
for l /lz = 1.08, which is the optimum relative phase velocity for a maximum-gain antenna 
4l long (Eq. 10-14b).

The radiation pattern of the feed shown in Figure 10-6a is quite broad (approximately a 
cardioid in polar coordinates). In combination with the terminal radiation T(q), it produces 
the total surface-wave antenna pattern, shown by the solid line in Figure 10-7 (experimental 
data for antenna length � = 4l, l /lz = 1.08). In the vicinity of end-fire, the terminal pattern 
predominates; as q increases, interference with the feed pattern first narrows the beam and 
then produces a sidelobe at 35°; beyond 45° the feed pattern predominates. Patterns of all 
surface-wave antennas adjusted for maximum gain look like those in Figure 10-7, except 
that for antennas longer than 4l the pattern spreads 
less in q (first sidelobe closer to end-fire than 35°) 
and for shorter structures it spreads more. The field 
beyond the first sidelobe falls off more rapidly the 
larger the end-fire gain of the feed radiation.

The curves in Figure 10-7 are for the H plane, in 
which the element pattern of the Yagi-Uda mono-
poles (see Figure 10-6a) is omnidirectional. In the 
E plane, T(f ) (f is the angle off end-fire) is nar-
rowed by multiplication with the E-plane element 
factor (a dipole pattern modified by the effects of 
mutual impedance), which for f < 60° approxi-
mates cos f and then decays more gradually  
(no null at f = 90°). The total pattern in the E plane 
is therefore also narrower than in the H plane, and 
sidelobes are lower by 2 to 3 dB.

In the case of the HE11 mode on a dielectric rod 
(see Figure 10-6b), the E- and H-plane element fac-
tors, and consequently the beamwidths and sidelobe 
levels, are more nearly the same. The sidelobe level 
is now usually higher by 0.5 to 1.5 dB in the E plane 
than in the H plane, the precise amount depending on 
the relative shape of the E- and H-plane feed pattern.

FIGURE 10-7 Radiation pattern of 4l-
long surface-wave antenna adjusted for max-
imum gain in accordance with Eq. 10-14b 
(l/lz = 1.08). T (q ) is the H-plane pattern of 
the surface-wave distribution in the terminal 
plane. For comparison, sin x/x is also shown 
(shaded region).
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Instead of being regarded as a combination of 
feed and terminal radiation, the surface-wave antenna 
pattern can be viewed as an integral over the field 
distribution along the antenna structure. What this 
distribution looks like can be seen in Figure 10-8: 
the amplitude A(z) along the row of monopoles (see 
Figure 10-6a) starts with a hump near the feed and 
flattens out as the surface wave peels itself out of the 
near field of feed and feed taper. The surface wave is 
well established at a distance �min from the feed where 
the radiated wave from the feed, propagating at the 
velocity of light, leads the surface wave by about 120°:

  min mink kz − = π
3  (10-13)

The location of �min on an antenna designed for maximum gain is seen in Figure 10-8 to 
be about halfway between feed and termination. Since the surface wave is fully developed 
from this point on, the remainder of the antenna length is used solely to bring feed and ter-
minal radiation into the proper phase relation for maximum gain. (In the absence of a feed 
taper, �min occurs closer to F and the hump is higher.)

Were there no hump at all, the surface-wave antenna would radiate the familiar sin x/x 
pattern [x = (p�/l)(l/lz − cos q)] produced by constant-amplitude illumination. This pat-
tern is shown for comparison in Figure 10-7 (shaded region); it is an unnatural pattern for 
parasitically excited antennas, which necessarily have feed turbulence.

Low-sidelobe and broadband designs require tapers that extend over a substantial part 
of the antenna (see Figure 10-6b). Although the field along one particular taper has been 
examined in detail,11,12 the effect of tapers on the total radiation pattern is not well under-
stood. When the taper is very gradual, the phase velocity at each point has the value we 
would expect from the local surface impedance; when it is sharp, a leaky wave which fills 
in the minima of the pattern, widens the beam and reduces sidelobes is produced.

Design for Maximum Gain

The phase velocity along the antenna and the dimensions of the feed and terminal tapers in 
the maximum-gain design of Figure 10-6a must now be specified.

If the amplitude distribution in Figure 10-8 were flat, maximum gain would be obtained 
by meeting the Hansen-Woodyard condition (strictly valid only for antenna lengths � � l), 
which requires the phase difference at T  between the surface wave and the free-space wave 
from the feed to be approximately 180°:

 k kz − = π

or, equivalently,

 
λ
λ

λ
z
= +1 2  (10-14a)

which is plotted as the upper dashed line in Figure 10-9.
Since the size and extent of the hump are a function of feed and feed-taper construction, the 

optimum terminal phase difference for a prescribed antenna length cannot easily be calculated. 

FIGURE 10-8 Amplitude A(z) of field 
along the surface-wave antenna structure
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Experimental work on Yagi-Uda antennas (but without feed taper) by Ehrenspeck and Poehler13 
and Ehrenspeck14 has shown that the optimum terminal phase difference lies near 60° for very 
short antennas, rises to about 120° for � between 4l and 8l, then gradually approaches 180° for 
the longest antenna measured (20l). Therefore

 λ
λ

λ
z p
= +1 

 (10-14b)

with p starting near 6 for � = l and diminishing to approximately 3 for � between 3l and 8l 
and to 2 at 20l. This relation is plotted as the solid curve in Figure 10-9. In the presence of 
a feed taper, the optimum l/lz values lie slightly below this curve.

If the efficiency of excitation is very high, interference between feed and terminal radia-
tion is of minor importance, and the antenna need just be long enough so that the surface 
wave is fully established; that is, � = �min in Figure 10-8. From Eq. 10-13,

 
λ
λ

λ
z
= +1 6  (10-14c)

which is plotted as the lower bound of the shaded region in Figure 10-9.
Because feeds are more efficient when exciting slow surface waves than when the phase 

velocity is close to that of light, the solid line starts near the lower bound and ends at the 
upper. As long as l/lz falls within the shaded region, its precise adjustment is not critical; 
with � = 4l and in the presence of a feed taper, the gain drops only 1 dB if l/lz lies on the 
dashed lower bound instead of just below the solid upper bound.

Although this technique for maximizing the gain has been strictly verified only for 
Yagi-Uda antennas, data available in the literature on other structures suggest that opti-
mum l/lz values lie on or just below the solid curve in all instances. To produce these 
optimum values, the dependence of l/lz on the structural parameters of the antenna must 
be calculated, measured, or sought in the literature.

The feed taper should begin at F with l/lz between 1.2 and 1.3 and extend over 
approximately 20 percent of the full antenna length. Its exact shape is not important as 
long as a smooth transition is made to the main body of the antenna. The terminal taper 
should be approximately 0.5l long, and to match the surface wave to space, lz at the end 

FIGURE 10-9 Relative-phase velocity c/v = l/lz for maximum-gain surface-wave 
antennas as a function of relative antenna length �/l. HW = Hansen-Woodyard con-
dition, Eq. 10-14b; EP = Ehrenspeck and Poehler experimental values, Eq. 10-14b; 
100 percent = idealized perfect excitation, Eq. 10-14c.
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of the taper should be as close as possible to l. In the case of a polyrod (e = 2.56), for 
example, Figure 10-16 shows that lz is reasonably close to l when

d /λ = 0 23.

and the end of the rod is therefore blunt rather than pointed.
The gain above an isotropic radiator of a long (� � l) uniformly illuminated end-fire 

antenna whose phase velocity satisfies Eq. 10-14a was shown by Hansen and Woodyard 
to be approximately

G ≅ 7
λ

If the design is based on the optimal phase velocities and taper dimensions just described, 
the gain for � between 3l and 8l is

 G ≅ 10
λ

 (10-15)

which is 1.5 dB above the Hansen-Woodyard gain. For shorter lengths the gain may be 
30 percent higher; for longer lengths, the proportionality factor slowly decreases because 
of ohmic loss and the difficulty of designing an efficient feed. Maximum gains reported 
in the literature are plotted in decibels as a function of �/l in Figure 10-10 (solid-line 
margin of shaded region marked “Gain”). These gains involve a slight degree of superdi-
rectivity but not enough to produce excessively narrow bandwidths or high ohmic loss.

FIGURE 10-10 Gain and beamwidth of a surface-wave antenna as a function of rela-
tive antenna length �/l. For gain (in decibels above an isotropic source), use the right-
hand ordinate; for beamwidth, the left-hand ordinate. Solid lines are optimum values; 
dashed lines are for low-sidelobe and broadband design.
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The half-power beamwidth BW of a maximum-gain design is approximately

 BW degrees= 55
λ


 (10-16)

which lies just above the lower (solid-line) margin of the shaded region marked “Beamwidth” 
in Figure 10-10. Equation 10-16 gives an average figure, the beamwidth usually being 
slightly narrower in the E plane and slightly wider in the H plane.

The sidelobe level, for � between 3l and 8l, is about 11 dB in the H plane and 10 or 
14 dB in the E plane of a dielectric rod or Yagi-Uda, respectively (cf. above). For shorter 
antennas the sidelobes are somewhat higher; for longer antennas, lower.

The bandwidth within which the gain drops at most 3 dB is between ±10 percent and 
±15 percent. Below the design frequency, gain slowly decreases as beamwidth widens; 
above it, the pattern deteriorates rapidly as the main beam splits and sidelobes rise.

By comparing Eq. 10-15 with the gain of a paraboloidal dish (equal sidelobe level is 
assumed), the surface-wave-antenna length is found to be related to the diameter d of an 
equal-gain dish by

 
λ λ≅ 




d 2

 (10-17)

This trade-off between a broadside and an end-fire structure becomes very disadvanta-
geous to the latter as �/l increases, and surface-wave antennas longer than 10l are rarely 
used. This limits the gain of surface-wave line sources in practice to 20 dB. (Arrays of line 
sources and end-fire area sources are practical for much higher gains.)

The gain predicted by Eq. 10-15 is for feeds of the type shown in Figure 10-6, with 
radiation patterns that are not very directive. Increasing the feed directivity increases the 
total antenna gain. For feeds whose radial extent is not much larger than the antenna cross 
section, it has been found experimentally15 that a 1- or 2-dB increase in the end-fire gain 
of the feed produces an approximately equal increase in the total antenna gain. If the feed 
is much larger than the antenna cross section, the gain continues to rise, though at a slower 
rate. A large horn aperture, corner reflector, or dish can add as much as 3 or 4 dB. Structures 
of this sort are part surface-wave, part aperture antenna.

The backfire antenna, which also combines these two fea-
tures, produces a gain about 4 dB above that of Eq. 10-15.16  
It consists of a surface-wave line source (for example, a Yagi-
Uda, Figure 10-11) terminated by a flat circular plate P, which 
reflects the surface wave launched by the feed back toward 
F, where it radiates into space. Its radiation mechanism is not 
completely understood. The optimum phase velocity is chosen 
with the aid of the solid curve in Figure 10-9, but � in this con-
text must be reinterpreted as twice the physical antenna length 
�′ of the backfire antenna, since the surface wave traverses  
the antenna twice. By using Eq. 10-14b, the relation between 
surface phase velocity and �′ (for �′ between 1.5l and 4l) is l/lz = 1 + l/6�′. The feed taper 
should be much reduced in size or omitted. The plate diameter d is related to �′ by

 d
λ λ≅ ′

1 5.
  

which implies that the plate is approximately as large as a paraboloidal dish whose gain 
equals that of the backfire antenna. For �′ = 2l, the gain is 19 dB, sidelobes are 12 dB down, 

FIGURE 10-11 Backfire 
antenna (after Ehrenspeck16 
1959)
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and bandwidth is at least 20 percent. Easier and cheaper to build than a paraboloidal dish, 
the backfire antenna might be competitive for gains up to 25 dB (provided sidelobes do not 
have to be very low); it is superior to ordinary end-fire antennas as long as a low silhouette 
is not a requirement.

Design for Minimum Beamwidth

The approximate relation between E-plane beamwidth BWE, H-plane beamwidth BWH, 
and gain of a surface-wave antenna is

 G
E H

≅ 30 000,
BW BW  

The half-power beamwidth of a maximum-gain design (Eq. 10-16) can be made 10 per-
cent narrower by increasing the direct-feed radiation, which causes it to interfere destruc-
tively with T(q ) at a smaller angle q than in Figure 10-7. This is done by starting the feed 
taper with l /lz less than 1.25. The narrowest beamwidths reported in the literature are 
plotted in Figure 10-10 as the solid-line margin of the shaded region marked “Beamwidth.” 
(Usually E-plane patterns are slightly narrower; H-plane patterns, slightly wider.) Sidelobes 
are about 1 dB higher than in the maximum-gain case.

Design for Minimum Sidelobe Level

The fairly high sidelobes of the maximum-gain design can be reduced by increasing l/l i to 
1.35 at the start of the feed taper, letting l/l i ≅ 1.2 at the end of the feed taper, and continu-
ing to taper over a large fraction of the total antenna length (to P in Figure 16-6b). In the 
constant cross-section region between P and T, l /l i is chosen to lie on the lower margin of 
the shaded region in Figure 10-9. If P is two-thirds of the distance from F to T, the sidelobes 
of a 6l-long antenna are down at least 18 dB in the H plane and 17 or 21 dB in the E plane 
of a dielectric rod or Yagi-Uda, respectively, at the cost of a 1.5-dB drop in gain and a  
10 percent rise in beamwidth.17,18 As in the case of the optimum-gain design, the sidelobe 
level decreases monotonically with increasing antenna length.

The backlobe is suppressed by increasing the end-fire directivity of the feed pattern. 
A 25- to 30-dB level can be achieved without resorting to feeds that are much larger than 
the antenna cross section.

By tapering more sharply near F, then flat-
tening out gradually to a value of l/lz close 
to 1 at T, the H-plane sidelobe level can be 
reduced to 20 dB.18 Gain and beamwidth then 
lie on the dashed margins of the shaded bands 
in Figure 10-10. A further reduction to 30 dB 
in the H-plane sidelobe level is achieved by 
placing parasitic side rows on either side of the 
center array19 (see Figure 10-12). The side-row 
length �′ is slightly longer than 0.5�. l/l z is the 
same as on the center array (use Eq. 10-14b), 
and the spacing d is optimum when the side rows lie just beyond the 11-dB contour of the 
surface wave on the center array; or, using Figure 10-3b and Eq. 10-14b,

 
d
λ λ≅ 0 25.


 

FIGURE 10-12 Parasitic side rows for sidelobe 
suppression in one plane (top view; dots indicate 
dipoles or monopoles above a ground plane).
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The gain is the same as for maximum-gain design (Eq. 10-15). To reduce sidelobes in all 
planes, parasitic side rows would have to be placed all around the center array.

Design for Broad Pattern Bandwidth20

The ±15 percent bandwidth of most surface-wave antennas can be extended to as much as 
±33 percent (2:1) at the cost of a 2-dB gain decrease from optimum at mid-frequency. At 
the feed, the mid-frequency value of l/lz should be 1.4. A uniform taper extends from the 
feed to the termination, as shown in Figure 10-1a. At the low-frequency end of the band, 
gain and beamwidth lie close to the solid margins of the shaded strips in Figure 10-10—at 
the high-frequency end, close to the dashed margins. Thus gain is constant within ±1.5 dB 
and beamwidth within ±15 percent. On a structure 13.5l long at mid-frequency, sidelobes 
were down at least 11 dB throughout the band.20

The bandwidth figures just quoted apply to the polyrod (e = 2.56) and to all surface-
wave antennas whose dispersion curve (variation of l/l i with frequency) resembles that 
of the polyrod. Dispersion increases with increasing dielectric constant; dielectric rods 
with e < 2.56 are therefore more broadband and rods with e > 2.56 less broadband than 
polyrods. The dispersion of artificial dielectrics varies; corrugated surfaces are comparable 
with polyrods, and Yagi-Udas are considerably more dispersive (precise bandwidth figures 
are not known).

The input impedance of most surface-wave antennas is slightly capacitive and changes 
slowly with frequency. A tapered dielectric section in waveguide (see Figures 10-1a and  
10-6b) provides good matching over a 2:1 bandwidth if 1.5l long at mid-frequency and 
over a smaller bandwidth if shorter. To minimize the voltage-standing-wave-ratio (VSWR), 
an inductive iris is placed close to the insertion point of the rod. Equivalent techniques 
apply in the case of antennas other than dielectric rods and of input transmission lines other 
than waveguide.

Feeds

Design principles of feeds and feed tapers for optimum gain, sidelobes, and bandwidth have 
already been stated. Specific structures will now be described.

In Figure 10-6a, the feeder and reflector monopoles are spaced 0.2l apart, hr = 0.23l, 
and hf = 0.21l.13 These figures apply to d  = 0.048l; if the elements are thicker, they must 
be made slightly shorter. The backlobe is between 12 and 15 dB down. By replacing the 
reflector monopole with a semicircular plate (radius = hr) or a small corner or paraboloidal 
reflector (height = hr), we increase the gain of the feed by at least 1.5 dB and, therefore, the 
total antenna gain by approximately the same amount. The sidelobes are decreased by at 
least 2 dB; the backlobe is 25 to 30 dB down.

To couple from the dominant mode in rectangular waveguide, we replace the feeder 
monopole by a metal half ring21 (see Figure 10-13a); the excitation efficiency of this feed, 
with semicircular reflector plate, is around 80 percent. Another, slightly less efficient but 
simpler waveguide feed uses two or more slots to couple into the surface-wave structure. 
The waveguide should be dielectric-loaded so that its phase velocity approximates that 
in the surface-wave structure, and the slots are spaced about a quarter wavelength apart 
in the dielectric. Instead of cutting slots, the entire broad face of a dielectric-filled wave-
guide can be opened (see Figure 10-13b); by tapering the height of the waveguide over the 
appropriate length, feed and feed taper can be combined in a single design. In low-power 
applications, striplines can be slot- or dipole-coupled to the antenna.22 In the absence of the 
ground plane, we use a center-fed dipole (coaxial input with built-in balun, Figure 10-13c) 
or a folded dipole (usually preferred with two-wire input).
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The coaxially fed metal cap (see Figure 10-13d), popular as a dielectric-rod feed or a 
cigar-antenna feed at ultrahigh frequencies (UHF) because of good efficiency combined 
with mechanical strength, forms the transition between feed types a and b of Figure 10-6. 
Type b can handle much higher power than type a. In Figure 10-6b the waveguide can be 
rectangular (with TE10 mode) or circular (TE11 mode). A variant of this form, suitable for 
Yagi-Uda or cigar-antenna excitation, is shown in Figure 10-13a. If the horn aperture is 
considerably larger than the antenna cross section (see Figure 10-13f ), the surface-wave 
structure should start well inside, and it is desirable to have the horn extend just beyond 
the end of the feed taper, as indicated. (Theoretical work shows that for their size, horn 
apertures are not very efficient surface-wave exciters,23 but if the direct-feed radiation of 
the horn is well collimated—the design can be based on Chapter 14—a large total antenna 
gain will be produced.)

Patterns that closely approximate the sin x/x shape have been obtained by flaring a 
parallel wire into a 60° V (see Figure 10-13g)24 or by running an unflared parallel wire 
(loaded with transverse wire stubs to reduce phase velocity) alongside the antenna;25 both 
structures extend over a third of the antenna length. Feeds of this type are called distrib-
uted. In the hope of obtaining good phase and amplitude control over the entire antenna 
aperture, feeds have been studied that couple continuously from one end of the antenna to 
the other, for example, a waveguide slot-coupled to a dielectric slab.26,27 These designs have 
not been very successful thus far, principally because energy flow along two such closely 
coupled waveguides is difficult to control. If precise aperture illumination is desired, we 
must abandon surface-wave antennas and turn to the end-fire structures among the surface-
wave-excited arrays of discrete elements.

Variants of Figure 10-6a and b are also used to excite surface-wave area sources. 
Rectangular dielectric or corrugated surfaces are fed by placing a slotted waveguide along-
side, or a hog horn, or a horn with correcting lens. The last is frequently plagued by trans-
verse standing waves, which produce sidelobes in azimuth (yz plane). To suppress these, a 
flared transition (1l long at mid-frequency) with transverse conducting (Aquadag) strips 

FIGURE 10-13 Surface-wave-antenna feeds: (a) Semicircular wire 
coupled to waveguide (after DuHamel and Duncan21 © IRE 1958);  
(b) Dielectric-filled waveguide with an open broad wall; (c) Dipole and 
reflector feed; (d) Circular waveguide cap; (e) and ( f ) Horn exciters;  
(g) Parallel-wire (distributed) feed (after Reynolds24 © IRE 1957);  
(h) Flared transition with lossy strips (with collimating lens shown in 
horn aperture) (after Stephenson and Walter28 © IRE 1955); (i) Coaxial 
excitation of disk
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can be used (see Figure 10-13h).28 It keeps sidelobes below 20 dB over a frequency range 
of at least 2:1 at a cost of 1 or 2 dB because of the lossy strips.

Radial-cylindrical area sources (disks, see Figure 10-2d) can be center-fed with a simple 
monopole feeder; its efficiency of excitation turns out to be higher than with line sources. 
A higher-gain is shown in Figure 10-13i, in which the coaxial input is excited in the TEM 
mode for vertical polarization on the disk and in the TE01 mode for horizontal polarization. 
A completely flush installation could be achieved by coupling through two or more annular 
slots. All the arrangements previously described for line sources can be carried over, and 
the optimum design principles for feed and feed taper still apply.

Arrays of Line Sources

Yagi-Udas, dielectric rods, and other surface-wave line sources can be arranged in a plane 
or volume array. The surface-wave illumination in the terminal plane of a plane array is 
scalloped (see Figure 10-14a), the overlapping dotted circles representing the 25-dB con-
tours of the transverse-field decay. If identical end-fire elements and negligible interaction 
between them are assumed, the array gain Ga is the sum of the individual gains G. By let-
ting n be the number of elements and using Eq. 10-15,

 G nG na = ≅ 10

λ

 (10-18)

Interaction between adjacent elements is found to be negligible if the crossover is at 
about the 10-dB contour; the minimum separation d is therefore (see Figure 10-3b and 
Eq. 10-14b)

 d
λ λ≅ 0 5.

  (10-19a)

The exact value depends on the polarization (coupling is less in the E than in the H 
plane) and on the direct coupling between feeds. Too close a spacing produces a loss in 
gain. An upper limit on the spacing is obtained by requiring that the first principle sidelobe 
of the array pattern be strongly attenuated through multiplication with the element pattern. 
The angle with end-fire of the array sidelobe must therefore be at least that of the first 
minimum in the element pattern, a criterion that corresponds to a crossover of about 22 dB, 
or a maximum separation

 d
λ λ≅   (10-19b)

FIGURE 10-14 Two-dimensional surface-wave antennas (trans-
verse cross sections): (a) array of line sources and (b) area source
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The principle of pattern multiplication, which has just been invoked, is useful only for a 
first design, since the element patterns are somewhat distorted by the presence of the other 
elements. The optimum spacing, which lies somewhere between the d/l values given by 
Eqs. 10-19, must therefore be found empirically.

The beamwidth BWa in the plane of the array (azimuth) is approximately

 BWa nd
≅ 65λ

 (10-20)

Sidelobes can be reduced by tapering the amplitude at the feeds. In the elevation plane, 
beamwidth and sidelobes are controlled by the element pattern. The bandwidth is less than 
for individual elements, probably about ±5 percent.

Low-silhouette requirements often force the choice of a horizontal plane array of end-
fire elements in place of a vertical cylindrical reflector (or a rectangular mattress array). 
The trade-off between them, if equal gain and sidelobes and equal width in the y direction 
(see Figure 10-14a) are assumed, is

 

λ λ≅ 




h 2

 (10-21)

(cf. Eq. 10-17), where � is the length of the end-fire elements and h the heights (in the x 
direction) of the equivalent reflector or broadside array. Because of space limitations, 
the line sources cannot always be equal in length. Equation 10-18 is then inapplicable, 
but the spacing between elements is still controlled by Eqs. 10-19.

A volume array of end-fire elements occupies almost as large an area in the transverse 
(xy) plane as the dish it replaces and has advantages in terms of transportability, ease of 
erection, and minimum weight needed for mechanical strength against certain kinds of 
stresses. Spillover is more easily controlled than with a conventional dish, but sidelobe 
control becomes more difficult and the bandwidth is much narrower. In the design of these 
arrays, the number of end-fire elements can be reduced by increasing their length; accord-
ing to Eq. 10-18, n = Gl /10�. This relation clarifies the trade-off between an end-fire vol-
ume array and a broadside mattress array of dipoles: though we cannot increase the total 
gain by replacing the dipoles with higher-gain end-fire elements, we can reduce the number 
of elements (and thus of separate feeds) while keeping the gain constant.

Arrays of end-fire elements can be fed in cascade from a common transmission line 
(like slots in waveguide), but a corporate feed structure (branching transmission lines) 
produces better bandwidth.

Effect of Finite Ground Plane on the Radiation Pattern

Vertically polarized surface-wave line or area sources are often mounted on a ground plane 
whose finite length g (see Figure 10-15a) distorts the antenna pattern in two ways: by tilting 
the beam through an angle y  away from end-fire and by broadening it to a half-power beam-
width BW′. The tilt is maximum when g = 0 (no ground plane in front of antenna):29,30

 ψ λ
max ≅ 60


degrees

 

(which is a full half-power beamwidth BW of the unperturbed pattern); the beam then broad-
ens so that the 3-dB level lies in the end-fire direction, and BW′ is slightly over twice as wide 
as the unperturbed BW (see Figure 10-15b and c). The tilt can be reduced by slowing the 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Surface-Wave Antennas



 SURFACE-WAVE ANTENNAS 10-19

surface wave down from its infinite-ground-
plane optimum, but this increases sidelobes 
and decreases gain. The gain, on the other 
hand, is optimized by speeding the wave up at 
the expense of increased tilt.30

As g increases, the beam tilt decreases: 
when g = �, y ≅ 0.7ymax; when g = 3�, y ≅ 
0.5ymax; when g = 20�, y  ≅ 0.2ymax—a very 
gradual approach to the infinite-ground-plane 
condition. The beamwidth approaches the 
unperturbed value more rapidly: when g = �, 
BW′ ≅ 1.25BW.29 Modifying the surface-wave 
velocity again has an opposite effect on beam 
tilt and gain.

If no beam tilting or loss in gain can be tol-
erated, flush mounting must be abandoned in 
favor of a full-size structure (pod-mounted to 
reduce drag, if necessary). A less drastic rem-
edy is to reduce the tilt angle, at a small cost 
in gain, by bending the antenna and ground 
plane into a cylindrical or spherical cap.31–33 The curvature produces an attenuation in the 
surface wave, which can be enhanced by tapering the antenna along its entire length (see 
Figure 10-15d). If the total attenuation is such that about 50 percent of the power has leaked 
off before the surface wave reaches the termination, the tilt angle will be reduced to near 
zero no matter how short the ground plane.30

10.4 SURFACE-WAVE ANTENNAS:  
SPECIFIC STRUCTURES

Numerical values of l/l z and design details for specific structures are presented in this 
section. The l/l z curves are displayed for several values of relative dielectric constant e, 
ranging from 2.56 (polystyrene) to 165 (a calcium titanate ceramic). Hard, low-loss, high-
temperature materials, for example, fused quartz (e ≅ 3.7), pyroceram (e ≅ 5.6), and alite 
(an aluminum oxide, very durable, e ≅ 8.25), are of special interest.

The dielectric-loss tangent d, which is temperature-dependent, produces a plane-wave 
attenuation

αλ ε δ= tan

in an infinite medium, but since a large fraction of the surface wave propagates outside the 
medium, the surface-wave attenuation a zl is smaller. For l /l z = 1.2, a z ≅ 0.7a; for l /l z =  
1.03, az ≅ 0.1a.34 As long as d  is smaller than 10−2, the loss will therefore be less than  
0.1 dB per wavelength. Data on long Yagi-Udas35 indicate that, for l /l z near 1, loss in 
artificial dielectrics is likewise negligible, provided all joints are firmly press-fit or soldered 
and the metal is of high conductivity. As the corrugations or dipole elements approach 
resonance, l /l z increases and ohmic losses rise sharply. A typical figure for loss in a 6l-
long dielectric rod or Yagi-Uda is 0.5 dB. (Since the maximum-gain curve in Figure 10-10 
is based on experiment, the effect of ohmic loss is included.) Surface-wave losses can be 
measured by the resonator method.36

FIGURE 10-15 Effect of finite ground plane 
on the radiation pattern of an end-fire antenna:  
(a) Finite ground plane; (b) Pattern on infinite 
ground plane; (c) Pattern in the absence of ground 
plane; (d) Antenna on a curved ground plane
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Because of low frequencies, the metal elements of artificial dielectrics can be constructed 
of slender poles and chicken wire; they weigh far less than solid dielectrics. Large ground 
structures at UHF or below are therefore invariably artificial dielectrics. In the microwave 
range, the choice of medium depends on mechanical strength, temperature behavior, ero-
sion resistance, and cost; ordinary dielectrics, some of which can be cheaply molded into 
cavities recessed in the skin, are usually preferred for flush airplane or missile installation.

Dielectric Rod8,17,20,21,34,37–42

Dielectric rod is termed polyrod and ferrod when 
made of polystyrene and ferrite material respec-
tively. See Figure 10-16a for phase velocity as a 
function of rod diameter. The higher the dielec-
tric constant, the thinner the rod (for a given gain) 
and the lighter therefore the weight; however, the 
larger the dispersion and therefore the narrower 
the bandwidth.

Modes higher than the fundamental HE11 can-
not propagate provided d/ . / .λ ε< 0 626  The first 
two higher modes, TE01 and TM01, produce a null 
in the end-fire direction.

Cross sections other than circular are often use-
ful. To a good approximation,34 the phase veloc-
ity depends only on the cross-section area A, 
and Figure 10-16a therefore remains valid if d is 
replaced by 1.13 A . Sliced in half along the plane 
of electric symmetry (see Figure 10-4c)—which 
does not affect the phase velocity—a circular or 
rectangular rod can be placed on a ground plane 
(dielectric-image line, Figure 10-17a and b); when 
recessed for flush mounting, this structure is called 
the dielectric channel guide (see Figure 10-17c). 
Another variant, the dielectric tube,42 has also been studied but appears to have no advan-
tages over ordinary rods.

Mallach38 found that for optimum design the rod diameter at the feed end of a linearly 
tapered dielectric rod should be dmax/l ≅ [p(e − 1)]−1/2, and at the termination dmin/l ≅ 
[2.5p (e − 1)]−1/2. In the range 2.5 < e < 20, this rule corresponds to letting l /l z at the 
feed be roughly equal to 1.1 and at the termination to 1.0. The resulting patterns are often 
adequate but can be improved by using the methods described in Section 10.3.

A rough approximation to the rod pattern, due to Zinke,38 consists in multiplying the sin 
x/x pattern shown in Figure 10-7 by the factor cos [(pd/l )sin q ] (but the predicted sharp 
nulls do not in fact exist).

Figure 10-16b shows details of a conventional feed that has proved itself in practice. 
Other feeds are illustrated in Figures 10-6 and 10-13. In the case of waveguide feeds, it has 

FIGURE 10-16 Dielectric rod: (a) Relative 
phase velocity (see the literature37–39; in 
case of a noncircular cross section, replace 
d/l by 1.13) A /λ; (b) Conventional feed  
(after Southworth43 © G. C. Southworth and 
D. Van Nostrand Company, Inc. 1950)

FIGURE 10-17 Dielectric image lines and channel 
guide (a) and (b) image lines (identical l /lz if cross 
section, areas are the same) and (c) channel guide
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been found desirable,17 both for snug fitting and for sidelobe suppression, to wrap dielectric 
tape around the feed point or, equivalently, to let the diameter of the waveguide feed be 
slightly smaller than that of the dielectric rod at the feed point, as shown in Figure 10-6b. 
If e > 8, the rod can be fed over a narrow band by direct insertion in the narrow side of a 
waveguide, or in a cavity.44

Dielectric Channel Guide28,45,46 (Figure 10-17c)

Two modes are of interest: a vertically polarized one that is a deformation of the HE11 
rod mode and a horizontally polarized one. The phase velocity of the vertically polarized 
mode is very slightly faster in Figure 10-17c than in Figure 10-17a or b. The mode may be 
slightly leaky (small attenuation in the axial direction), but this is not known with certainty. 
The structure can be viewed as a channel of the type shown in Figure 10-2b, but with most 
of the sidewalls removed. The phase velocity is then determined as follows: we rewrite 
Eq. 10-5b in the form

 

λ
λ

λ
λ

λ
ωz z

= ′






− 





2 2

2  

where λ λ/ ′
z

 is the relative phase velocity on an infinitely wide slab-on-metal, as given in 
Figure 10-19c. Removal of the sidewalls above the dielectric-air interface appears to have 
negligible effect on the phase velocity28 and, at least as long as l /l s > 1 (w is not too nar-
row), introduces little if any leakage attenuation.

The horizontally polarized mode is the lowest-order TE mode in the channel of 
Figure 10-2b (slightly perturbed by the removal of most of the sidewalls), which in turn 
is identical with the lowest-order TE mode on a dielectric slab-on-metal (solid curves, 
see Figure 10-19d).

The dielectric-filled channel also supports leaky waves, and care must be taken not to 
choose parameters that allow these to be excited.

Yagi-Udas13,19,47–62

These are sometimes referred to as ladder arrays. Figure 10-18 shows that the phase veloc-
ity is controlled by adjusting the spacing, height, and diameter of the monopole elements. 

FIGURE 10-18 Relative phase velocity on Yagi-Uda antenna 
(after Ehrenspeck and Poehier13 © IRE 1959). For the meaning 
of parameters, see Figure 10-6a.
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The dispersion is more pronounced than on a dielectric rod, and the best-reported bandwidth 
(within which the gain drops no more than 3 dB) is only ±10 percent; this can perhaps be 
improved by application of the broadband design method described in Section 10.3. The 
bandwidth of an array of Yagis is at least ± 5 percent.

The curves in Figure 10-18 apply to the row of monopoles shown in Figure 10-6a and 
equally to a row of dipoles (element height 2h). A center boom for mounting the dipole ele-
ments has negligible effect on the phase velocity provided the total dipole span 2h includes 
the boom diameter. Yagi-Udas can be photoetched on a copper-clad dielectric sheet;50,51 
since the dielectric slows down the wave, the element height needed to produce a given 
phase velocity is less than indicated in Figure 10-18.

Dielectric Sheets and Panels4,7,31–33,63–68

Because of the imaging properties of vertically polarized waves, the lowest-order TM mode 
on a dielectric sheet-on-metal is identical with that on a panel of twice the sheet thickness 
(see Figure 10-19a–c). This wave has no cutoff frequency; its properties are discussed in 
Section 10.2, and Figure 10-4 shows the field configuration.

The lowest-order horizontally polarized wave on a dielectric sheet-on-metal produces a 
null in the end-fire direction and has a cutoff (solid curves, Figure 10-19d). On a panel, on 
the other hand, the lowest-order horizontally polarized wave produces a maximum in the 
end-fire direction and has no cutoff (dashed curves, see Figure 10-19d). (The next higher 
TE mode on the panel is identical with the lowest TE mode on the sheet, but because of the 
end-fire null it is not a useful mode.)

FIGURE 10-19 Dielectric sheets and panels: (a) Sheet-on-metal; (b) Panel; (c) Lowest-order 
TM mode on sheet or panel; (d) Lowest-order TE mode on sheet (solid curves) and panel (dashed 
curves)
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In designing tapered sheets on metal, a 
flush air-dielectric interface can be main-
tained by contouring the depth of ground 
plane. Good contact between dielectric and 
ground plane is needed, since air spaces affect 
the phase velocity.7

Circular dielectric disks66 and spherical 
caps32,33 are useful as omnidirectional beacon 
antennas. For design principles, see Section 
10.3 (paragraphs on the effect of finite ground 
plane on the radiation pattern and on beam-
shaping techniques). Figure 10-19c and d are 
still applicable, since l /l z is only slightly 
affected by a decreasing radius of curvature. 
The leakage attenuation has been calculated 
by Elliott.32 Patterns provide good null filling 
to 45° off end-fire and have a bandwidth of 
±8 percent.33

Circular (or cross) polarization can be 
produced if the surface-wave structure sup-
ports a TM and a TE wave with identical 
phase velocities. One example is the two-
layer dielectric sheet,7,67 illustrated in Figure 
10-20a for the case in which the lower layer 
is air. Given l /l z, Figure 10-20b prescribes 
the layer thickness (with e = e1/e0 as a param-
eter). Another, structurally superior, example 
is the simple-layer dielectric in which lon-
gitudinal metal vanes that short out the ver-
tically polarized mode while leaving the 
horizontally polarized one unperturbed are 
embedded (see Figure 10-20c). The TM wave 
therefore “sees” a thinner sheet than the TE 
wave, and for a prescribed l /l z Figure 10-
20b gives the values (in first approximation) 
of the vane height and total layer thickness. 
For details, see Hansen.68

10.5 LONG-WIRE ANTENNAS69-75

Introduction

Long-wire antennas were in active development during the height of the high-frequency 
era, before 1940, and many different forms evolved. Since then development has been 
quiescent, the only surviving extant form being the horizontal rhombic antenna. Its con-
tinued popularity stems from its simple construction, low cost, and wideband capabilities. 
The rhombic antenna is uniquely adapted to the propagation of high frequencies via the 
ionosphere. After 1950, versions of the log periodic antenna have replaced the rhombic for 
hf communications. (See Chapter 13 for details of log periodic designs.)

FIGURE 10-20 Circular (or cross) polariza-
tion on dielectric sheets: (a) A simple double-
layer structure; (b) Parameter combinations (with 
e = e1/e0) that allow (a) to support a circularly 
polarized surface wave with l /lz between 1.02 
and 1.40 (after Plummer and Hansen67 © IEE 
1957); (c) Longitudinal metal vanes embedded 
in dielectric (after Hansen68 © IRE 1957)
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The configurations comprising many obsolete long-wire antennas, including the verti-
cal Franklin arrays and the resonant horizontal types, are now history and can be found in 
the literature.

Some space in this chapter will be devoted to the Beverage antenna, which has desirable 
applications to the directive reception of low and very low frequencies.

Single Long Wire as a Unit Radiator

Radiation Patterns

The following basic facts about the radiation patterns of long wires isolated in free space 
with idealized natural current distributions are useful for reference:

 1.  There is a lobe in the radiation pattern for each half wavelength of wire length. Each 
lobe is a cone of radiation centered on the wire.

 2.  With respect to the middle of the wire as center of the polar radiation pattern, half of 
the lobes are tilted forward and half of them backward. If the wire is an odd number 
of half wavelengths long, there is an odd number of lobes; so one of them will be 
normal to the wire.

 3.  The direction of the electric field reverses in each successive lobe. This is analo-
gous to the reversals of phase of the currents in successive half-wavelength portions 
of the wire.

 4.  Between successive lobes are regions of little or no radiation, called nulls or zeros. 
Practically, these are minima because the field strengths at these angles never actually 
go to zero. These zeros are related analogously to the current zeros in the standing-
wave current distribution or to the phase reversals in a traveling-wave distribution.

 5.  The angles of the zeros are symmetrically distributed about the plane normal to the 
middle of the wire.

 6.  For a given electrical length, the angles of the zeros are the same for both standing- and 
traveling-wave current distributions.

 7.  In the first quadrant the angles of the maxima for both current distributions are virtu-
ally coincident. The only exception applies to the direction of the main (first) lobe for 
wire lengths less than three wavelengths, as may be seen in Figure 10-21.

 8.  The largest lobe in the radiation pattern is the one forming the smallest angle (q1) to the 
wire. For the traveling-wave case, this lobe is in the direction of current flow only. For 
the standing-wave case, the radiation pattern is symmetrical with respect to the middle 
of the wire and so has a complementary major lobe toward the other end of the wire.

 9.  With a standing-wave current distribution an integral number of half wavelengths long, 
the envelope of the polar plot of the field-strength distribution pattern is a straight line 
parallel to the wire or, more correctly, a concentric cylinder. For a nonintegral number 
of half wavelengths, the middle lobes are further decreased in amplitude. The maxi-
mum depression of inner lobes occurs when the current distribution consists of an odd 
integral number of quarter wavelengths (see Figure 10-22).

10.  With traveling waves, the field-strength pattern has lobes of diminishing amplitude, 
the smallest being in the direction opposite that of current flow.

11.  Typical deviations from idealized current distributions modify the relative lobe ampli-
tudes slightly and fill in the zeros slightly but do not affect the angles of the maxima 
or the zeros in the radiation pattern.

12.  The ratios of the amplitudes of successive lobes are higher for a traveling-wave system 
than for the equivalent standing-wave system (compare Figures 10-23 and 10-24).
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FIGURE 10-21 Angles of maxima and zeros in the radiation patterns for iso-
lated long wires with natural current distribution

FIGURE 10-22 Comparison between the polar radiation patterns of 
7.75l- and an 8l-long wire with standing-wave current distribution, in 
terms of relative field strength
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FIGURE 10-23 Field-strength radiation patterns for standing-wave cur-
rent distributions

FIGURE 10-24 Field-strength radiation patterns for traveling-wave current 
distributions
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Comparisons between standing-wave and traveling-wave field-strength patterns can be 
seen in Figures 10-23 and 10-24.

Horizontal Rhombic Antenna

This antenna is constructed as an elevated diamond with sides from two to many wave-
lengths long. It is used for transmission and reception of high-frequency waves propagated 
via the ionosphere. When terminated with a resistance equal to its characteristic impedance 
at its forward apex, it functions as a traveling-wave antenna; the termination suppresses 
reflections of transmitted power and absorbs signals from the contrary direction.

Figure 10-25 illustrates optimum electrical parameters and the limits of frequency ratios 
within which performance is not unreasonably compromised. Note that with less than two 
wavelengths per leg, the effectiveness of a rhombic antenna is generally regarded as unac-
ceptable because its gain is too low, and in transmission a high percentage of the input 
power must be dissipated in a terminal resistor. With legs of seven and eight wavelengths, 
the terminal loss is down to 18 to 24 percent because of the radiation efficiency of such 
structures.

A resistance-terminated rhombic becomes essentially a transmission line, but this anal-
ogy is compromised by the expansion of the line toward the sides and its reconvergence 
to the forward apex. To improve the uniformity of distributed line constants and to reduce 
the rhombic’s characteristic impedance to convenient values such as 600 Ω, three wires 
expand from and to each apex on each side. They are at their greatest spread at the sides. 
The side angles disturb the propagation of currents enough to cause small reflections, but 
these usually are negligible.

FIGURE 10-25 Optimum design parameters for high-frequency horizontal 
rhombic antennas
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11.1 INTRODUCTION

General Principles

A leaky-wave antenna is basically a waveguiding structure that possesses a mechanism that 
permits it to leak power all along its length. The earliest example of such an antenna is a rect-
angular waveguide with a continuous slit cut along its side,1,2 as shown in Figure 11-1. Since 
leakage occurs over the length of the slit in the waveguiding structure, the whole length con-
stitutes the antenna’s effective aperture unless the leakage rate is so great that the power has 
effectively leaked away before reaching the end of the slit. Because of the leakage, the leaky 
waveguide has a complex propagation wave number, with a phase constant b and a leakage 
constant a; a is large or small depending on whether the leakage per unit length is large or 
small. A large a implies that the large leakage rate produces a short effective aperture, so that 
the radiated beam has a large beamwidth. Conversely, a low value of a results in a long effec-
tive aperture and a narrow beam, provided the physical aperture is sufficiently long.

When the antenna aperture is finite and fixed beforehand and the leakage rate a  is 
small, the beamwidth is determined primarily by the fixed aperture, and the value of a  in-
fluences the beamwidth only secondarily. What is affected strongly by the value of a under 
those conditions is the efficiency of radiation. We try to design a leaky-wave antenna so that 
its value of a  allows about 90 percent of the power in the guide to be leaked away (radi-
ated) by the time the wave reaches the end of the antenna aperture. The remaining power 
is absorbed by a matched load placed at the end of the waveguide. A typical leaky-wave 
antenna might be about 20 wavelengths long, so that the beamwidth of the radiation would 
be about 4° or so if the beam direction is about 45° from the leaky waveguide axis.

Because the phase constant b changes with frequency, the beam direction also changes 
with frequency, and the leaky-wave antenna can be scanned by varying the frequency. The 
precise ways in which changes in frequency affect the various properties of leaky-wave 
antennas are considered in detail later.

Since power is radiated continuously along the length, the aperture field of a leaky-wave 
antenna with strictly uniform geometry has an exponential decay (usually slow). Since the 
sidelobe behavior is poor for a leaky-wave antenna of typical length, the practice is then 
to vary the value of a slowly along the length in a specified way while maintaining b con-
stant, so as to adjust the amplitude of the aperture distribution to yield the desired sidelobe 
performance. This tapering procedure is well known and is discussed later.

FIGURE 11-1 The earliest example of a leaky-wave antenna: a rectan-
gular waveguide with a continuous slit cut along one of its sides
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An individual leaky-wave antenna is clearly a line-source antenna. In three dimensions 
the beam is actually conical in shape, where the detailed beam shape depends on the cross-
sectional dimensions of the leaky-wave antenna. Techniques are available for narrowing 
the beam in the cross-plane, such as the use of a horn or placing the line-source antenna in 
an array. Examples are given later.

As indicated earlier, the radiated beam of the leaky-wave antenna may be frequency 
scanned, producing a fan beam narrow in the scan plane. In Section 11.8 we describe how 
a linear array of such leaky-wave line sources may be used to produce a pencil beam and to 
permit independent scanning in two dimensions. The scanning in the cross-plane requires 
some mechanism other than a change in frequency, however, and phase scanning seems best. 
Examples of antennas that scan in two dimensions are presented near the end of this chapter 
in Section 11.8.

Leaky-wave antennas have been known and used for more than 40 years. Almost all the 
early antennas were based on closed waveguides that were made leaky by introducing a cut 
along the side of the waveguide (or something similar to that) to permit the power to leak 
away along the length of the waveguide. The newer millimeter-wave waveguides are actu-
ally already open, often in order to reduce the attenuation constants of such waveguides due 
to metal or dielectric losses. Examples are various kinds of dielectric waveguide, groove 
guide, NRD guide, microstrip line, etc.; of course, some of these guides are less lossy than 
others. The dominant modes on these open waveguides are generally purely bound, but a 
physical cut will not make them leak; instead, some new techniques are necessary, such 
as the introduction of asymmetry or some other modification of the geometry. Several 
examples are presented later.

The last remarks in this subsection relate to some confusion in the literature regarding 
the physics of leaky waves. The limited space available here will permit only a few words 
of explanation, but an examination of the wave numbers shows that the amplitude of a 
forward leaky wave increases transversely away from the guiding structure so that the 
wave violates the boundary condition at infinity in the transverse direction. Leaky waves 
have therefore been called “improper” or “nonspectral.” Although all this is true, these 
features of leaky waves do not complicate the design of leaky-wave antennas; the design 
principles, which are presented next, are actually quite simple and straightforward. Some 
simple considerations show that the leaky wave is actually defined only in a sector of 
space near the leaky-wave antenna and never reaches infinity in the transverse direction 
because the antenna itself is finite. The leaky-wave concept serves to provide the details 
of the aperture distribution and some of the main properties of the beam, but the radia-
tion field itself is found in the usual fashion as the Fourier transform of the aperture field. 
There are some sophisticated mathematical aspects regarding the improper (nonspectral) 
nature of leaky waves,3–5 but some of the considerations referred to earlier in this para-
graph can be explained in simple geometric terms.2

Two Types of Leaky-Wave Antennas: Uniform and Periodic

There are two different basic types of leaky-wave antennas, depending on whether the 
geometry of the guiding structure is uniform or is periodically modulated along its length. 
These two types are actually similar in principle to each other, but their performance prop-
erties differ in several ways, and they face somewhat different problems in their design. The 
two types are therefore treated separately in the discussions that follow.

The first type, the uniform leaky-wave antenna, is uniform along the length of the guid-
ing structure, as opposed to possessing some periodic modulation. (As mentioned earlier, 
we recognize that the uniform leaky-wave antenna has a small taper along its length in 
order to improve and control the sidelobe level.)
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All leaky-wave line sources of the uniform type radiate into the forward quadrant and 
can scan in principle from broadside to end fire, with the beam nearer to end fire at the 
higher frequencies. In practice, however, you cannot get too close to end fire or to broad-
side, but how near those limits can be approached depends on the specific structure. For 
example, suppose the cross section of the guiding structure contains dielectric material in 
part and air in part, and has a slow-wave range (b  > k0) and a fast-wave range (b < k0), 
where k0 is the free-space wave number in air. Then the transition between the two ranges 
is usually a rapid one, occurring at end fire (when b  = k0), and the beam can be scanned 
very close to end fire. An additional virtue of this structure is that a wide scan-angle range 
can usually be covered with only a relatively small frequency range. An example is given 
later. When the structure is filled with air only, on the other hand, you must stay about 
10 or 15° away from both broadside and end fire, and the frequency sensitivity is more 
sluggish, particularly near end fire. An important virtue possessed by such single-medium 
leaky-wave antennas, however, is that the beamwidth remains exactly constant as the beam 
is scanned with frequency.

In the second type of leaky-wave antenna, the periodic type, some periodic modulation 
of the guiding structure is introduced, and it is this periodicity that produces the leakage. 
The periodic modulation itself is uniform along the structure’s length, again except for the 
small taper of the periodic properties along the length to control the sidelobes. Again, a 
complex propagation wave number results, with b and a ; large or small values of a  are 
related to the beamwidth and the radiation efficiency in the same manner as that found 
for uniform leaky-wave antennas. A typical example of a periodic leaky-wave antenna is 
a dielectric rectangular rod on which a periodic array of metal strips is placed, as seen in 
Figure 11-2.

An important difference between uniform and periodic leaky-wave antennas is that the 
dominant mode on the former is a fast wave that therefore radiates whenever the structure 
is open. On the other hand, the dominant mode on a periodic leaky-wave antenna is a slow 
wave that does not radiate even though the structure is open. Introduction of the periodic 
array produces an infinity of space harmonics, some of which may be fast while the rest 

FIGURE 11-2 A typical and important example of 
a periodic leaky-wave antenna: a rectangular dielec-
tric rod (which may or may not be situated on a metal 
plane) on which is placed a periodic array of metal 
strips. This antenna can radiate into either the forward 
or backward quadrants.
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are slow; the fast space harmonics would radiate. Since we desire an antenna that radiates 
only a single beam, the structure is designed so that only the first space harmonic (n = −1) is 
fast. The relevant design considerations are presented in Section 11.3. It is also shown there 
that the scan range for this class of antennas is from backward end-fire through broadside 
into part of the forward quadrant, except for a narrow region around broadside, where an 
“open stop band” occurs.

In general terms, therefore, we see that the scan range is completely different from that 
for the uniform leaky-wave antennas. There the beam scans in the forward quadrant only; 
also, it cannot approach broadside too closely, and sometimes it cannot be used too near to 
end fire. For the periodic leaky-wave antenna, we can scan over almost all the backward 
quadrant and into some of the forward quadrant as well.

Relation to Surface-Wave Antennas and Slot Arrays

Surface-wave antennas, leaky-wave antennas, and slot arrays are all members of the fam-
ily of traveling-wave antennas, yet they are treated in this Handbook in separate chapters 
(Chapters 10, 11, and 9, respectively). They are similar to each other in some evident 
respects (e.g., the basic structure in each case is a waveguide of some sort), but they all 
differ from each other in important ways that lead to different design procedures and to 
different performance expectations.

Surface-wave antennas are purely end-fire antennas, whereas leaky-wave antennas and 
slot arrays do not radiate well in the end-fire direction and, in fact, are designed either to radi-
ate in some other direction or to scan over a range of angles. The basic guiding structure for 
surface-wave antennas is an open waveguide (such as a dielectric rod) whose dominant mode 
(the surface wave) is purely bound, so that the surface wave will radiate only at discontinui-
ties, such as the very end of the waveguide. It does not radiate along the length of the guide 
because the surface wave is a slow wave (except for some small leakage into the almost-end 
fire direction if the surface-wave antenna is tapered), whereas a uniform leaky-wave antenna, 
which supports a fast wave, leaks power all along the length of the waveguide.

Periodic leaky-wave antennas, however, are often based on surface waveguides. There 
the basic waveguide can be an open structure whose dominant mode is a surface wave that is 
a slow wave, and the radiation is produced by placing a periodic array of discontinuities on 
the guide in such a way that the first space harmonic becomes fast. The resulting leaky wave 
may therefore be viewed as arising from a surface-wave-excited array. There is thus a strong 
kinship between the basic structures employed for surface-wave antennas and those for peri-
odic leaky-wave (or surface-wave-excited) arrays, and, for this reason, periodic leaky-wave 
antennas were, in the first two editions of this Handbook, included within the same chapter as 
surface-wave antennas. On the other hand, since the performance properties of periodic leaky-
wave antennas, and the design procedures to achieve those properties, are very different from 
those for surface-wave antennas but very similar to those for uniform leaky-wave antennas, 
the leaky-wave antennas of both types are currently incorporated into the present chapter.

The differences between periodic leaky-wave antennas and slot arrays are more subtle 
but still very significant. A visually evident difference is that most slot arrays are fed from 
air-filled rectangular waveguides whose dominant mode is fast; to suppress the radiation 
from this fast dominant (n = 0) space harmonic while retaining that from the n = −1 space 
harmonic, it is necessary to place successive slots on alternate sides of the guide centerline 
or to alternately tilt the slots to produce phase reversals. Periodic leaky-wave antennas do 
not need such phase reversals because the (slow) n = 0 space harmonic does not radiate. 
However, this distinction is not fundamental, as may be noted when the slot-array rectan-
gular waveguide is dielectric-filled and the alternation of slots is no longer needed. The 
structures then resemble each other in principle.
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The basic distinction between periodic leaky-wave antennas and slot arrays lies in the 
nature of the individual discontinuities, and, therefore, in the basic design approaches. The 
intention in the leaky-wave antennas is to produce a slow leakage per unit length; thus 
each discontinuity element in the periodic array of elements produces a small loading on 
the basic waveguide mode. The individual elements are intentionally made nonresonant. 
As a result, the design procedure views the leaky-wave antenna as an equivalent “smooth” 
structure with a complex propagation wave number, where the array of discontinuity ele-
ments is considered as a whole in the analysis.

In contrast, the slots in a slot array are considered individually, and then mutual cou-
pling effects are taken into account when the array itself is formed. Furthermore, the indi-
vidual slots are usually resonant. Variations in the loading on the basic waveguide mode 
are achieved by rotating the slots or by moving them closer to the guide centerline. The 
design approach thus becomes quite different from that for leaky-wave antennas, thereby 
warranting inclusion in a separate chapter.

The resonant loading in slot arrays, as opposed to the nonresonant loading in periodic 
leaky-wave antennas, also influences performance. For example, slot arrays are more fre-
quency-dependent, which can be good if you wish to scan more rapidly with frequency, but 
the trade-off is that the scan range is narrowed. Most slot arrays are not intended for a large 
scan range, however. On the other hand, if slot arrays are built with nonresonant slots, their 
behavior would be very similar to that of periodic leaky-wave antennas. The question then 
would be whether the customary slot-array design or the leaky-wave design would be more 
suitable. One last observation relates to the fact that the treatment in Chapter 9 is restricted 
to slot arrays fed by rectangular waveguide. The design approach described for such arrays 
could be applied equally well to arrays of other resonant elements, e.g., the two-wire line 
with proximity-coupled dipoles.6

11.2 DESIGN PRINCIPLES  
FOR UNIFORM LEAKY-WAVE ANTENNAS

The physical structure of a leaky-wave antenna consists of a leaky waveguide with a 
length L along which the leakage occurs. The propagation characteristics of the leaky 
mode in the longitudinal (z) direction are given by phase constant b and leakage constant 
a, where a  is a measure of the power leaked (and therefore radiated) per unit length. 
The length L then forms the aperture of the line-source antenna, and the amplitude and 
phase of the traveling wave along the aperture are determined by the values of b and a as 
a function of z. When the leaky waveguide is completely uniform along its length, b and 
a do not change with z, and the aperture distribution has an exponential amplitude varia-
tion and a constant phase. For a leaky-wave antenna of typical length, such an aperture 
distribution results in a high sidelobe level, so that the design of a practical leaky-wave 
antenna will include a variation of a with z in order to control the sidelobes in some 
specified fashion. More is said about this later in this section.

The values of b and a will depend on the precise cross-sectional geometry of the leaky 
waveguide, and the determination of b  and a, whether theoretically or experimentally, is 
in most cases the most difficult part of the design. Their knowledge, however, is essential 
to any systematic design procedure.

Once b and a are known as a function of frequency and cross-sectional geometry, the 
principal behavioral features of a leaky-wave antenna follow very quickly. Such features 
include the beam direction, the beamwidth, the radiation efficiency, the variation of the 
scan angle with frequency, and the taper in a required to control the sidelobes.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Leaky-Wave Antennas



 LEAKY-WAVE ANTENNAS 11-7

Beam Direction, Beamwidth, and Radiation Efficiency

These major behavioral features follow directly once the values of b  and a  are known, and 
they are given to a good approximation by a set of very simple relations. We first consider 
the beam direction and the beamwidth:

 s inθ β
m k

≈
0

 (11-1)

 ∆θ λ θ≈ 1

0( / )cosL m

 (11-2)

Here qm  is the angle of the maximum of the beam, measured from the broadside 
direction (perpendicular to the leaky-wave antenna axis), L is the length of the leaky-
wave antenna, ∆q  is the beamwidth, and k0 is the free-space wave number (= 2p /l0). 
Both qm  and ∆q  are in radians in Eqs. 11-1 and 11-2. The beamwidth ∆q  is determined 
primarily by the antenna length L, but it is also influenced by the aperture field amplitude 
distribution. It is narrowest for a constant aperture field and wider for sharply peaked 
distributions. Equation 11-2 is a middle-of-the-range result. For a constant aperture dis-
tribution, the unity factor in the numerator should be replaced by 0.88; for a leaky-wave 
structure that is maintained uniform along its length, consistent with 90 percent radiation, 
the factor should be 0.91; for a tapered distribution that is sharply peaked, the factor 
could be 1.25 or more (see Table 1-1 for examples).

The antenna length L is usually selected, for a given value of a, so that 90 percent (or 
at most 95 percent) of the power is radiated, with the remaining 10 percent or so absorbed 
by a matched load. Attempting to radiate more than 90 percent or so creates two prob-
lems: First, the antenna must be made longer, and second, the variation in a (z) required 
to control the sidelobes becomes extreme. For 90 percent of the power radiated, we find

 L
λ α0 0

0 18≈ .
/k

 (11-3)

This simple but useful relation follows from writing

 P( )
( )

exp( ) exp[ ( / )( / )]
L

P
L k L

0
2 4 0 0= − = −α π α λ  (11-4)

where P(L) is the power remaining in the leaky mode at z = L and P(0) is the power input 
at z = 0.

If both L and a  are specified independently, the percentage of power radiated can 
deviate significantly from the desired 90 percent. In fact, a is a function of frequency, so 
that the radiation efficiency will change somewhat as the beam is frequency scanned. The  
90 percent figure is usually applied to the middle of the scan range. Using Eq. 11-4, how-
ever, we can easily obtain an expression for the percentage of power radiated:

 Percentage of power radiated 100[1= − P L P( )/ (( )]

{ exp[ ( / )( / )]}

0

100 1 4 0 0= − − π α λk L

 (11-5)
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Equation 11-5 assumes an exponentially decaying aperture distribution. If the aperture 
distribution has been changed in order to control sidelobes, as is customary, Eq. 11-5 is still 
useful as a good approximation.

Scan-Angle Behavior

There are two different types of uniform leaky-wave antennas that are similar in principle but 
that differ somewhat in their scan-angle behavior. The guiding structures for these two types 
differ in that they are air-filled for one type and partially dielectric-filled for the other.

Typical air-filled guiding structures would include open rectangular waveguide and 
groove guide, for which the dominant modes are fast relative to the free-space velocity. 
Guiding structures that are partially dielectric-filled include nonradiative dielectric (NRD) 
guide and open dielectric-loaded rectangular waveguide. Depending on the frequency and 
the geometry, the dominant modes on these guiding structures can be fast or slow, but when 
they are used as leaky-wave antennas, it is necessary to operate them in the fast-wave range 
(b /k0  < 1), of course.

There are advantages and disadvantages in performance when the guiding structures 
are air-filled or when they are partially loaded with dielectric. With respect to the variation 
of beamwidth with scan angle, the air-filled structures are superior. Because the transverse 
wave number is then a constant, independent of frequency, the beamwidth of the radiation 
remains exactly constant as the beam is scanned by varying the frequency. With partial 
dielectric loading, on the other hand, the beamwidth changes with scan angle. With respect 
to frequency sensitivity, i.e., how quickly the beam angle scans as the frequency is varied, 
the partly dielectric-loaded structure can scan over a larger range of angles for the same 
frequency change and is therefore preferred.

The reason for these differences in behavior between the air-filled and partly dielectric- 
loaded cases is shown in Figure 11-3. Let us first recall a few features. We begin with 
Eq. 11-1, where qm is the angle of the maximum of the beam, measured from broadside. 

FIGURE 11-3 The variations of the normalized wave number 
b /k0 with frequency for uniform leaky-wave antennas that are air-
filled or are partly filled with dielectric material. These variations 
explain their different scan-angle behaviors.
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Then we note that the line b /k0 = 1 corresponds to end fire, and b /k0 = 0 corresponds to 
broadside. The b /k0 variation near to cutoff (near to broadside) is seen to be much the 
same whatever the filling factor of the guiding structure. The big difference occurs near 
end fire. The variation with frequency for the air-filled case is seen to be quite slow near 
the b /k0 = 1 line because the curve asymptotically approaches that line as the frequency 
becomes large. For the partly dielectric-filled case, on the other hand, the curve goes 
quite rapidly to the b /k0 = 1 line and above it. As a result, the variation of scan angle with 
frequency is more rapid overall for the partly dielectric-filled case, and we can approach 
end fire rather closely in the scan-angle range. In contrast, we cannot approach end fire 
closely when the guiding structure is air-filled.

We indicated earlier that for air-filled guiding structures the beamwidth ∆q remains 
constant as the beam is scanned by varying the frequency. This statement is easily proved 
once we recall that for such air-filled structures the transverse wave number kt is a constant 
(kc) independent of frequency. Using Eq. 11-1, we find

cos2 qm = 1 − sin2 qm = 1 − (b /k0)
2

Then, since

 k0
2 2 2= +β kc  

for air-filled guiding structures, we may write

1 − (b /k0)
2 = 1 − [1 − (kc  /k0)

2] = (kc /k0)
2

so that

 cos qm = kc /k0 (11-6)

Substituting Eq. 11-6 into Eq. 11-2 yields

 ∆θ π λ≈ =2
k Lc

c

L
in radians  (11-7)

which is independent of frequency, provided the antenna is designed according to Eq. 11-3. 
When the guiding structure is partly filled with dielectric, the transverse wave number kt is 
a function of frequency, so that ∆q changes as the beam is frequency scanned.

Radiation Pattern

As usual, the radiation pattern can be found by taking the Fourier transform of the aperture 
distribution. When the geometry of the leaky-wave antenna is maintained constant along 
the antenna length, the aperture field distribution consists of a traveling wave with a con-
stant b and a, meaning that the amplitude distribution is exponentially decaying. If the 
antenna length is infinite, the radiation (power) pattern R(q ) is given by

 R
k k

( ) ~
cos

( / ) ( / sin )
θ θ

α β θ
2

0
2

0
2+ −

 (11-8)
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which does not exhibit any sidelobes. If the antenna length is finite, the expression for R(q ) 
becomes more involved, and the pattern possesses sidelobes that modify the basic shape 
for infinite length.

The preceding comments are illustrated well in a paper on dielectric-grating leaky-
wave antennas by Schwering and Peng.7 They present several examples of such patterns, 
two of which are shown in Figure 11-4a and b. The length of the antenna in Figure 11-4a, 
which clearly exhibits sidelobes, is 10l0. As the antenna length increases, the amplitude 
of the sidelobe variations decreases. For the radiation pattern in Figure 11-4b, which  
shows a smooth pattern only, the antenna length is 150l0, which is evidently effectively 
infinite. Although the leaky-wave antenna for which these calculations were made is 
periodic rather than uniform, the basic features are identical. Schwering and Peng7 con-
tains an extended discussion of radiation-pattern considerations, including equations and 
other figures.

The radiation pattern in Figure 11-4a is seen to possess first sidelobes that are only about 
13 dB down, which is generally undesirable. To greatly reduce the sidelobe level and to 
control the pattern in other ways, it is customary to appropriately taper the amplitude of the 
aperture distribution, as is discussed next.

FIGURE   11-4 Radiation patterns of dielectric grating leaky-wave 
antennas, showing the changes in the sidelobe behavior with antenna 
length. These antennas are not tapered to control the sidelobes. (a) Antenna 
length L = 10l0 (sidelobes clearly present). (b) Antenna length L = 150l0  
(no sidelobes) (after Schwering and Peng7 © IEEE 1983).
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Control of Aperture Distribution to Reduce Sidelobes

The procedure to design the leaky-wave antenna so that it produces a final desired radiation 
pattern is straightforward, though somewhat complicated, involving the following steps. 
First, the final desired radiation pattern is specified, and then the corresponding aperture 
amplitude distribution is determined by standard antenna techniques. Then, by using the 
expression derived next, the values of a /k0 are computed as a function of position along 
the antenna length in accordance with the aperture amplitude distribution that was just 
determined. At the same time b /k0 must be maintained constant along the length so that the 
radiation from all parts of the aperture point in the same direction. Finally, from the theory 
that relates a and b to the geometry of the structure, we compute the tapered geometry as 
a function of position along the antenna length.

When we change the local cross-sectional geometry of the guiding structure to modify 
the value of a at some point z, however, it is likely that the value of b  at that point is also 
modified slightly. However, since b must not be changed, the geometry must be further 
altered to restore the value of b, thereby changing a somewhat as well. In practice, this 
difficulty requires a two-step process for most leaky-wave antennas, which is not bad. 
Because of this added complexity, we seek leaky-wave structures for which we can vary 
geometric parameters that change b  and a  essentially independently.

The first design step mentioned earlier, i.e., determining the required aperture amplitude 
distribution for the selected desired radiation pattern, is a standard antenna procedure not 
specifically related to leaky-wave antennas. The second step, calculating the value of a (z) 
corresponding to the aperture amplitude distribution found from the first step, is directly 
pertinent to leaky-wave antennas, and we therefore present now a derivation of the expres-
sion needed for the second step.

The power distribution along the antenna can be expressed in the form

 P( ) ( )exp ( )z P d
z

= −



∫0 2

0
α ζ ζ  (11-9)

where P(0) is the power at the input point, z = 0, and z is the integration variable. Upon 
differentiation of Eq. 11-9, we obtain

 − =dP z
dz

z P z
( )

( ) ( )2α  (11-10)

Suppose now that the desired aperture distribution (which would achieve the specified 
radiation pattern) is A(z) exp (−jb z). We may then write

 − =dP z
dz

c A
( )

| ( ) |z 2  (11-11)

where c is a constant of proportionality. Comparison of Eqs. 11-10 and 11-11 yields

 2
2

α( )
| ( ) |

( )
z

c A z
P z

=  (11-12)
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Upon integration of Eq. 11-11, we obtain, corresponding to two sets of limits of integra-
tion, the following:

 c | ( ) | ( ) ( )A d P P L
L

ζ ζ2

0
0∫ = −  (11-13)

 c A d P P z
z
| ( ) | ( ) ( )ζ ζ2

0
0∫ = −  (11-14)

We next use Eq. 11-14 to substitute for P(z) in Eq. 11-12, and then we employ Eq. 11-13 
to eliminate the proportionality constant c. In a straightforward fashion, we then obtain the 
desired result:
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=

− − dd
zL

ζ
00 ∫∫  (11-15)

The units of a (z) in Eq. 11-15 are nepers per unit length. To obtain a (z) in decibels per 
unit length, we multiply by 8.68. If P(L), the power remaining at the end of the aperture, 
is allowed to approach zero, we note from Eq. 11-15 that a (z) then becomes very large for 
points near to the end of the aperture, i.e., for z approaching L. This is the main reason why 
it is common for P(L) /P(0) to be equal to 0.1 or so, but not much smaller, with the remain-
ing power being absorbed in a matched load to avoid the presence of any backlobe.

11.3 DESIGN PRINCIPLES FOR PERIODIC  
LEAKY-WAVE ANTENNAS

As discussed in Section 11.1, periodic leaky-wave antennas differ from uniform ones in 
that the waveguiding structure is modulated periodically along its length instead of being 
completely uniform (again, except for the small taper for both types to control the side- 
lobes). The dominant mode on uniform antennas is fast relative to free-space velocity, 
whereas the one on periodic antennas is slow, so that the dominant mode itself does not 
radiate and it needs the periodic modulation to produce the radiation. Since the physical 
processes that produce the radiation are different, these two antenna types have different 
scan ranges. On the other hand, most of the design principles for the uniform leaky-wave 
antennas discussed in Section 11.2 also apply to the periodic ones. The treatment given next 
indicates in what ways changes in design are necessary. First, however, we summarize how 
the periodicity produces the leakage and, in that context, why the scan ranges are different 
for the two types.

Effect of Periodicity on Scan Behavior

To explain the source of the leakage and to understand the scan behavior as a function of 
frequency, we invoke the concept of space harmonics. Suppose we first take a uniform 
dielectric waveguide, and then we place an array of metal strips periodically along its 
length (as in Figure 11-2). Before the metal strips are added, we choose the guide dimen-
sions and frequency so that only the dominant mode is above cutoff; furthermore, b  > k0 for 
this mode, so it is purely bound. When the periodic array of strips is added, the periodicity 
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introduces an infinity of space harmonics, each characterized by phase constant bn and 
related to each other by

 bn d = b 0 d + 2np (11-16)

where d is the period and b 0, the fundamental space harmonic, is simply the original b of 
the dominant mode of the uniform dielectric waveguide, but perturbed somewhat in value 
because of the addition of the strips. As seen from Eq. 11-16, bn can take on a large variety 
of values, so that these space harmonics can be forward or backward in nature, and be 
slow or fast. Since the structure is open, a space harmonic that is fast will radiate. To say 
it in another way, since the space harmonics are all tied together, and all of them together 
comprise the dominant mode of the loaded structure, the whole mode becomes leaky if one 
or more of the space harmonics becomes fast.

We recall that for a space harmonic to be fast, we need bn  /k0 < 1; we also know that 
b 0 /k0 > 1. If we rewrite Eq. 11-16 in the form

 β β π β λn

k
n

k d k
n
dk0

0

0 0

0

0

02= + = +  (11-17)

we see that | bn /k0 | can readily be less than unity if n is negative and l 0  /d is suitably chosen. 
For a practical antenna, we want only a single radiated beam, so we choose n = −1.

If we follow this line of thinking further (the details will not be given here), we will 
find that when the frequency is low, all the space harmonics are slow and there are no 
radiated beams. When the frequency reaches the critical value for which the n = −1 space 
harmonic first becomes fast, the radiating beam just emerges from backward end-fire. As 
the frequency is increased, the beam swings up from backward end-fire but is still radiating 
into the backward quadrant. Further increases in the frequency will swing the beam toward 
broadside, then through broadside, and finally into the forward quadrant. The amount by 
which the forward quadrant is penetrated depends on other properties of the antenna, in 
this case primarily on the dielectric constant. On the other hand, the antenna is useful only 
if a single, controllable beam is radiated, and the range in the forward quadrant is usually 
limited by the emergence of the n = −2 beam from backward end-fire, or by the next wave-
guide mode coming above cutoff.

A special problem is present for the periodic structures near broadside. A narrow region 
around broadside corresponds to an “open stopband” region, where the value of a becomes 
large and then zero (for a structure of infinite length). In a practical antenna, this means 
that within this narrow angular region the amount of radiation drops substantially, and a 
large VSWR is encountered (power is reflected back to the source rather than being radi-
ated). This effect is well known, and it also occurs when slot arrays are scanned through 
broadside. There are techniques, not widely used, that permit these arrays to scan through 
broadside, however. One of them8,9 uses pairs of strips rather than single strips, where the 
spacing between the elements of each pair is lg0 /4 (where lg0 is the guide wavelength) at 
the broadside frequency, so that the wave reflected at broadside by the first element of each 
pair will be canceled, or nearly so, by the wave reflected by the second element.

Beam Direction, Beamwidth, and Radiation Efficiency

The discussion in Section 11.2 under this heading shows that these major behavioral features 
are given to a good approximation by a set of very simple relations. All the considerations 
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presented there for uniform leaky-wave antennas apply as well to periodic leaky-wave anten-
nas provided that we make one simple change, which takes into account the main difference 
between the two antenna types. The main difference relates to the fact that radiation from 
periodic leaky-wave antennas is due to the n = −1 space harmonic. In Eq. 11-1, therefore,  
b must be replaced by b−1, to yield

 sinθ β
m ≈ −1

0k
 (11-18)

where

 b−1 = b0 − 2p /d (11-19)

consistent with Eq. 11-16. When we substitute Eq. 11-19 into Eq. 11-18, we obtain

 sinθ β π λ
λ

λ
m

gk k d d
≈ − = −0

0 0

0

0

02
 (11-20)

Thus, depending on how l0/d, where d is the period, compares with l0/lg0 (or b0 /k0), 
the beam can point in the backward quadrant or in the forward quadrant, in accordance with 
the discussion in the preceding subsection.

Equations 11-2 through 11-6, and the discussions relating to them, also apply to periodic 
leaky-wave antennas when the distinction relating to b−1 is kept in mind.

The considerations in Section 11.2 relating to the radiation pattern, as well as to the steps 
required to control the aperture distribution, are also valid here.

Feed Considerations

When the antenna aperture is tapered appropriately in accordance with the design steps 
outlined in Section 11.2 in the subsection “Control of Aperture Distribution to Reduce 
Sidelobes,” very beautiful radiation patterns, with very low sidelobes, can be achieved on 
paper. These fine results can also be obtained in practice when proper attention is also paid 
to the way the leaky-wave antennas are fed.

For uniform leaky-wave antennas that are formed by opening up initially closed wave-
guides, concerns relating to the feed are usually negligible or nonexistent. The reason for 
this lies in the taper process for controlling the sidelobes. The taper is such that the aper-
ture radiates very little at its ends, and therefore the discontinuity between the closed feed 
waveguide and the antenna aperture when it first begins is extremely small in most cases. 
There is therefore negligible spurious radiation from the feed junction. There is also no 
appreciable impedance mismatch at that feed junction, of course.

When the feeding structure is an open waveguide, we must examine the situation more 
carefully. This is particularly true for those periodic leaky-wave antennas that are basi-
cally surface-wave-excited. The problem then lies with the way the basic surface wave is 
produced, rather than with the transition to the periodic modulation, which again begins 
very slowly due to the taper. Surface waves are often formed by a tapered transition from 
a closed waveguide, with resultant spurious radiation associated with the transition. Such 
problems are well known with respect to surface-wave antennas. When such transitions 
form part of the overall feed system, their contributions to the radiation pattern may be 
significant and may spoil the initial careful paper design.

In many cases, spurious feed radiation is not a problem with leaky-wave antennas, 
and this is one of their important virtues, but the feed mechanism must be looked at 
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carefully in the design to make sure that it does not introduce its own contribution to the 
radiation pattern.

11.4 SPECIFIC STRUCTURES: OVERVIEW

Leaky-wave antennas are formed by perturbing an initially bound mode on a waveguiding 
structure in a way that produces leakage all along the length of the guiding structure. As 
might be expected, all the very early leaky-wave antennas were based on closed wave-
guides, and the leakage was achieved by physically cutting into a wall of the waveguide, 
in the form of a longitudinal slit or a series of closely spaced holes. The first known leaky-
wave antenna, shown in Figure 11-1 and invented by W. W. Hansen1 in 1940, was in fact  
a long slot in a rectangular waveguide.

The next section presents several of the more important leaky-wave antennas based on 
closed waveguides. These structures are usually very simple in cross section, so that it was 
possible to obtain accurate expressions for the complex wave number (b − ja ) in terms 
of the frequency and the geometry of the cross section. Since very little spurious radiation 
occurs because of the feed junction, the theoretically derived radiation patterns, based on 
designs that yielded low sidelobes, agreed extremely well with the measured radiation 
patterns. A dramatic example of excellent agreement is given in Section 11.5. Many of the 
early theoretical expressions and the design based on them are still of practical value today 
and are indeed so good that the initial designs were often the final ones, without the need 
for any empirical adjustments.

The data relating the wave-number behavior to the geometric parameters are usually 
plotted as b /k0 or l 0lg, where lg is the guide wavelength in the propagation direction (z), 
and as a /k0 or a l0, where a is the leakage constant. In previous editions of this Handbook, 
plots were presented in the form of l /lz and a zl, where az, l, and lz were written instead 
of a, l 0, and lg. Where the discussion and graphical plots in the present chapter employ 
material taken from the previous edition, the previous notation is carried over. It is essential 
that such information be available for any specific antenna structure because the correct 
taper for low sidelobes cannot be designed without it. A last general remark to be made 
in connection with leaky-wave structures based on closed waveguides is that some of the 
structures employ a series of round holes or small (nonresonant) slots. These holes or slots, 
however, are closely spaced, so that the structures should be viewed as quasi-uniform rather 
than periodic, even though these holes are periodically spaced. The radiation produced by 
them radiates the n = 0 space harmonic and not the n = −1 space harmonic.

The next stage in the development of specific leaky-wave antennas involved those based 
on open waveguides. Some of these antennas are uniform structures that employ open 
waveguides on which the dominant mode is initially purely bound, and others are periodic 
structures that are excited by surface waves and radiate via the n = −1 space harmonic. 
These two categories are considered separately in Sections 11.7 and 11.6, respectively.

The best-known examples of surface-wave-excited periodic leaky-wave antennas are 
dielectric rectangular rods (or slabs), with or without ground planes, that have on their 
tops or on one of their sides a periodic array of grooves or a periodic array of metal strips. 
Another large group is based on microstrip line. These antennas have been studied rather 
extensively, both experimentally and, more recently, theoretically. Together with other, 
similar structures, they are discussed in Section 11.6. An important problem for this class 
of structures is the incorporation of a feed mechanism that does not contribute spurious 
radiation.

Uniform leaky-wave antennas based on open waveguides offer a special challenge. 
Since the guide is already open, it cannot be cut to induce radiation, and other approaches 
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are needed. The most common one is the appropriate introduction of asymmetry, but other 
mechanisms, such as the use of a leaky higher-order mode or some modification in the 
geometry, have also been found useful. The first (and only early) example of such a leaky-
wave antenna based on an open waveguide was invented by W. Rotman in the late 1950s. 
This pioneering study10,11 involved several versions of a form of trough waveguide whose 
dominant mode is purely bound but was made leaky by introducing asymmetry. The design 
procedure for this antenna was successful and practical, but the approach was not pursued 
further until about 20 years later, in the context of a new need that emerged in connection 
with millimeter waves.

As interest in millimeter waves revived during the 1970s, it was recognized that new 
forms of leaky-wave antennas were needed because of the smaller wavelengths involved 
and because the usual waveguides had higher loss at those higher frequencies. Since these 
smaller wavelengths caused fabrication problems due to small dimensions, simpler struc-
tures were sought; in fact, the latest structures are designed to permit the complicated 
portion of the structure, including the taper for sidelobe control, to be deposited photo-
lithographically, in printed-circuit form, by using a mask. Because of the loss consider-
ations, the newer antennas are often based on new lower-loss waveguides designed for 
millimeter-wave applications.

These include nonradiative dielectric (NRD) guide, groove guide, and rectangular dielec-
tric rods, sometimes used in conjunction with microstrip in novel ways. Unfortunately, 
these last-mentioned structures were difficult to analyze theoretically, so their designs were 
empirical only; as a result, the experimental radiation patterns showed poor sidelobe per-
formance, leading some people to conclude unfairly that poor sidelobe behavior was a 
necessary consequence of this class of antennas. However, many other leaky-wave anten-
nas in this class were analyzed accurately, primarily by Oliner and his colleagues, and their 
results agreed very well with measurements. Some of the more promising of these newer 
millimeter-wave antennas are described in Section 11.7.

A more recent development relating to leaky-wave antennas is their incorporation into 
arrays that permit scanning in two dimensions. The arrays are essentially a linear phased 
array of leaky-wave line-source antennas, where the scanning in elevation is obtained in 
leaky-wave fashion by varying the frequency, and the scanning in azimuth is achieved by 
varying the phase difference between the successive parallel leaky-wave line sources. The 
architecture underlying this approach is described in Section 11.8, and several examples are 
given of specific antenna structures in this category. A partial motivation for this approach 
is to achieve a lower-cost substitute for phased-array antennas in some applications.

11.5 SPECIFIC STRUCTURES BASED  
ON CLOSED WAVEGUIDES

The earliest example of a leaky-wave antenna was the one for which W. W. Hansen was 
granted a patent.1 He had proposed during the late 1930s that an antenna could be created 
by cutting a rectangular waveguide longitudinally, as shown in Figure 11-1, thereby pro-
ducing a long slit in the side of the initially closed guide, out of which power could leak 
away. His concept was not pursued at that time because of the success of slot arrays, but 
the simplicity of the structure remained attractive, and it was reexamined about a decade 
later. The 1950s, in fact, represented a very active period during which many leaky-wave 
antennas based on closed waveguides were proposed, analyzed, measured, and utilized. 
Several excellent references summarize in detail the state of the art in this class of anten-
nas as of the middle 1960s, including a comprehensive book12 by C. H. Walter; a chapter 
by F. J. Zucker13 in the First Edition of this Handbook; a chapter by T. Tamir14 in Part II of 
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the book Antenna Theory, edited by R. E. Collin and F. J. Zucker; and a summary by A. A. 
Oliner and R. G. Malech15 in Volume II of the book Microwave Scanning Antennas, edited 
by R. C. Hansen.

All these specific structures based on closed waveguides are “uniform” leaky-wave 
antennas, so the principles for their design are those discussed earlier in Section 11.2. The 
remaining information required to complete the design involves the expressions for b /k0 
(=l /lz) and a /k0 (or a z l) as a function of the frequency and geometric parameters of the 
specific structure. Since the period before the middle 1960s predates the computer era, 
theoretical expressions had to be simple to be considered practical. Fortunately, the struc-
tures themselves were simple, leading automatically to relatively simple expressions that 
were accurate, but, in addition, many of the expressions were further simplified by the use 
of perturbation relations.

In some cases, these values of a and b were measured rather than calculated, and then 
employed in the design. Two experimental methods are outlined in Walter’s book.16

Long Slits in Rectangular Waveguide

Radiation from long slits in rectangular waveguide can be accomplished in several ways, 
where the leakage rate can be adjusted by changing the slit width, and the polarization of 
the radiated beam can be selected by changing the waveguide mode. Some examples are 
illustrated in Figure 11-5.

The best-known example in this well-known category is the narrow slit in the side wall 
of rectangular waveguide shown in Figure 11-1, or the same structure with a ground plane 
seen in Figure 11-5a. The antenna shown in Figure 11-5a also differs from the structure in 
Figure 11-1 in that it is rotated by 90° and the slit is shown tapered (in exaggerated fashion) 
to remind us that in the design the slit width is varied to control the sidelobes in the radia-
tion pattern. (The rectangular waveguide dimensions h and w correspond, of course, to the 
usual a and b, respectively.)

For this antenna, with the ground plane present but with the slit uniform, simple theo-
retical expressions are available for the relations between l /lz and a zl and the frequency 
and the geometry. These expressions were derived by Goldstone and Oliner17 using a trans-
verse resonance approach together with a simple perturbation procedure. The results agreed 
very well with measurements. The expressions (with the notation differing somewhat from 
that in Goldstone and Oliner17 to be consistent with Figure 11-5a) are

 λ
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and lz0 is the guide wavelength, that is,

 λ λ λz h0
21 2= −/ ( / )  (11-24)
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in the unperturbed waveguide (d  = 0). Zero ground-plane thickness is assumed. Although  
l /lz and azl are not strictly separable, l /lz is controlled primarily by variations in h (through 
lz0) and azl by variations in d. For operation at frequencies near cutoff, you should use the 
exact solution (also in Goldstone and Oliner17) instead of the perturbation form given here. 

FIGURE 11-5 Several examples of leaky-wave antennas based on long slits in 
rectangular waveguide. (a) Narrow slit in the narrow wall, shown with an exagger-
ated taper. The remaining figures show the relative guide wavelength l/lz and the 
relative leakage constant azl for (b) the channel-guide antenna, (c) the dielectric- 
filled channel, for er = 2.56, and (d) a narrow slit in square guide. The dominant 
mode excites the slit in the first three cases, while the TM11 mode excites the slit 
in the last case (after Goldstone and Oliner17 © IRE (now IEEE) 1959 and Hines 
et al18 © IRE 1953).
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When the rectangular waveguide is dielectric-filled, Eqs. 11-21 to 11-24 must be modified 
appropriately; such expressions are given in Walter,12 on pages 189 and 190.

Although expressions corresponding to Eqs. 11-21 through 11-24 are also available in 
Goldstone and Oliner17 for the structures in Figure 11-5b and d, and in Walter12 for that in 
Figure 11-5c, results for these structures are displayed graphically in Figure 11-5 to illus-
trate how the numerical values for normalized b and a vary with frequency. Theoretical 
expressions for these long slit structures have also been derived by Rumsey19 and by Hines 
et al18 using a variational approach. Modifications of the theoretical expressions given in 
Goldstone and Oliner17 for these structures when dielectric loading is present are contained 
in Chapter 5 of Walter.12

It should be recognized that the slit fields in the structures in Figure 11-5 a, b, and c have 
Ez = 0, and that the transverse electric field in the aperture is equivalent to a longitudinal 
(z-directed) magnetic current. The resulting radiation pattern is horizontally polarized. In 
contrast, the slit in the structure in Figure 11-5d has Hz = 0 and primarily constitutes a lon-
gitudinal electric current, so that the antenna radiates with vertical polarization.

The configurations in Figure 11-5b and c, for which the slit has been opened up to the full 
guide width (w), are generally referred to as channel-guide antennas.20,21 Because the slit  
is so wide, however, the leakage constant can become large rather easily. Even in the struc-
ture in Figure 11-5a, however, the slit cuts directly across the electric field lines, cor-
responding to the logarithmic dependence seen in Eq. 11-23, so that the leakage rate will 
never be very small. If a leaky-wave antenna with a very narrow beam is required, there-
fore, you need to go to a structure like that containing the series of closely spaced holes 
described later in this section.

Measurements have been taken on all these structures, and the agreement with theory 
has been excellent. However, most of these measurements have been on untapered slits. 
Measurements on tapered-slit antennas have been reported, e.g., in Hines et al18 and 
Rotman.21 For the antenna in Figure 11-5a, good control over the sidelobes has been 
achieved,18 a typical result being that a Gaussian amplitude distribution produces low 
sidelobes over an almost 2:1 frequency range in which the beam swings from 38 to 18° 
off end fire.

Many years later, a modified long-slot structure was proposed and analyzed22 that 
provides radiation patterns with very low sidelobes within a relatively short length and 
with high efficiency. The long slot is located on the top wall of rectangular waveguide, 
and it moves from the centerline of the top wall out to near the side wall and back to the 
centerline in a very strong, but specified, curved fashion. The designers call this varia-
tion their meander contour. Numerical results were provided, though no experimental 
verification was given.

Long Slits in Circular Waveguide

The radiation properties of leaky-wave antennas based on long slits in circular waveguide 
are qualitatively similar to those for long slits in rectangular waveguide, as discussed 
earlier. Three independent theoretical analyses appear to be available. The first two, by 
Harrington23 and by Rumsey,19 employ a variational approach, and the authors present 
accurate results that agree very well with their independently obtained measurements. 
The third analysis, by Goldstone and Oliner,24 uses a transverse resonance approach 
in the radial direction and develops expressions for the slit using radial transmission-
line theory. The authors obtain explicit expressions for the phase and leakage constants 
in a relatively simple, explicit form, in contrast to the other two theories, and these 
expressions are also much simpler to compute from. The results also agreed well with 
Harrington’s measurements.23
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Numerical results for air-filled circular waveguides supporting the TE11 mode and the 
TM01 mode, to furnish opposite types of polarization, are presented in Figure 11-6a and b, 
respectively. Explicit expressions for air-filled guides are given in Goldstone and Oliner,24 
and the modifications in those expressions for the dielectric-filled case are included in 
Chapter 5 of Walter.12

Closely Spaced Holes in Rectangular Waveguide

A problem relating to the structures in Figure 11-5a–c is that the opening directly disrupts 
the current lines, so you cannot, with such a geometry, obtain a very narrow radiated beam. 
A way to surmount this difficulty is to replace the long slit (or the channel-guide geometry) 
with a series of closely spaced small holes, as shown in Figure 11-7. Then the current lines 
are simply pushed aside by the holes, and they can go around them. Since the holes perturb 
the initially closed guide much less than the long slit does, the resulting value of a  is much 
smaller. Finally, since the holes are closely 
spaced, the structure is quasi-uniform and the 
design principles in Section 11.2 apply.

The antenna employing a series of 
closely spaced round holes was proposed 
and measured at the Ohio State University,25 
and it became known as the OSU “holey 
guide.” By varying the diameter d of the 
holes and, to a lesser extent, the hole spac-
ing s and the guide width w, a very large 
range in the value of alz was found experi-
mentally. This structure was also analyzed 
by Goldstone and Oliner,17 by employing 
small aperture procedures for the series of 
holes, together with a transverse resonance 
approach. Using a perturbation form for the 

FIGURE 11-6 Long slits in circular waveguide: (a) TE10 mode exci-
tation; (b) TM01 mode excitation (after Harrington23 and Goldstone and 
Oliner24 © IRE (now IEEE) 1961)

s
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h

FIGURE 11-7 Quasi-uniform aperture in rectan-
gular waveguide to permit narrow radiated beams; 
closely spaced round holes in the narrow wall 
(“holey guide”) (after Hines and Upson25)
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result, they obtained the following simple expressions (using the notation in Eqs. 11-21 
and 11-22):
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 G′ = p w/2h (11-28)
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Calculations from these expressions agreed very well with measurements made both at 
the Ohio State University (Walter,12 Chapter 5) and the Polytechnic Institute of Brooklyn.17 
When the frequency of operation is near to cutoff, these perturbation expressions become 
inaccurate, and we should instead solve the transverse resonance relation17 exactly.

Array of Closely Spaced Wide Transverse Strips

This array of transverse strips, sometimes called an inductive-grid antenna and due to  
R. C. Honey,26 is shown in Figure 11-8a. The antenna consists of a parallel-plate waveguide 
operated in its first higher-order (TE1) mode, with its upper plate composed of an array 
of closely spaced transverse strips, and fed from a reflector arrangement so as to fill the 
space with the field having the polarization shown in Figure 11-8a. The upper plate can 
be photoetched on a thin laminate and then be supported by polyfoam, or it can consist of  
a grid of transverse round wires.

The structure was analyzed26 by using the transverse resonance method, which yielded 
simple and accurate expressions for the l /lz and a z l values. From these expressions we 
can compute the design curves presented in Figure 11-8b and c. The design procedure is to 
first select the desired l /lz and a z l and then to read from the curves in Figure 11-8b the 
corresponding abscissa value. The curves in Figure 11-8c then yield the value of d for the 
design wavelength corresponding to the abscissa value obtained from Figure 11-8b. Now, 
in a design for low sidelobes in some specified fashion (see Section 11.2), a z l must vary 
from point to point in a tapered fashion along the longitudinal direction, while l /lz must 
remain the same at each point. The plot in Figure 11-8b then tells us how c can be varied, 
by changing the strip width t, to obtain the desired different values of a z l while trying 
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to maintain l /lz constant. However, l /lz will change somewhat as t is varied, since it is 
not independent of t, and the plot in Figure 11-8c then indicates how d can be modified to 
change l /lz back to the desired constant value.

In his final design, Honey26 found that it was necessary to flex the bottom plate slightly 
along the longitudinal direction, and he built his structure accordingly. He was also meticu-
lous with respect to both the accuracy of his theory and the details of the structure to be mea-
sured. As a result, the correspondence between his theoretical and measured radiation patterns 
was remarkably good, down to almost −40 dB, as may be observed in Figure 11-9.

11.6 SPECIFIC STRUCTURES BASED ON 
PERIODIC OPEN WAVEGUIDES

The design principles for leaky-wave antennas based on periodic open waveguides are 
presented in Section 11.3. The important points to recall are that the basic open waveguide 
supports a slow wave, which does not radiate, and that the period of the structural modula-
tion is selected relative to the wavelength so that the n = −1 space harmonic, and only that 

FIGURE 11-8 Inductive-grid antenna comprised of a parallel-plate guide 
fed in its first higher-order TE mode and with its upper plate consisting of a 
series of closely spaced wide transverse strips: (a) structure; (b) relative leak-
age constant with the normalized guide wavelength as a parameter; (c) a plot to 
aid in the design procedure (see text). Quantity c, which appears in the abscis-
sas of parts (b) and (c), is defined as c = 2pd/p ln [csc (pt/2p)] (after Honey26  
© IRE (now IEEE) 1959).
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one, radiates the power. In contrast, the periodic structures discussed in Section 11.5, such 
as the closely spaced series of round holes in rectangular waveguide, are based on a fast 
wave and are quasi-uniform so that only the n = 0 space harmonic radiates. Furthermore, 
the beam radiated from the periodically modulated slow-wave structures may be scanned 
throughout most of the backward quadrant and into part of the forward quadrant, whereas 
the beam radiated from the uniform or quasi-uniform structures is restricted to the forward 
quadrant only.

The two most common open waveguides that support dominant modes and which serve 
as the basis for periodic leaky-wave antennas are rectangular dielectric rods, with or with-
out ground plane, and microstrip line. The class of dielectric rods includes a variety of 
known waveguides, such as dielectric image guide, insular guide, inset guide, and so on. 
Since the leaky wave is fast and the basic surface wave (or microstrip dominant mode) is 
slow, we must be careful about the feed arrangement to make sure that little spurious radia-
tion is introduced.

Many of these periodic leaky-wave antennas have been known (measured and used) for 
some years, but accurate theories for b and a, suitable for careful design purposes, have 
become available only recently, and only for some structures.

Early Structures

A few pioneering examples in this class were proposed and studied as far back as the late 
1950s, but the ideas behind them were not pursued then. When they did reemerge, a decade 
or two later and in a somewhat different form, most people did not recognize the relation-
ship with the past. Two examples of this early novel thinking are presented here.

The first structure is based on the original dielectric image guide, due to D. D. 
King,27 which consists of the top half of a round dielectric rod placed on a ground plane.  

FIGURE 11-9 Theoretical (a) and measured (b) radiation pat-
terns for the inductive-grid antenna shown in Figure 11-8a. The 
accurate theoretical design and the carefully fabricated experimen-
tal structure both took into account the taper for low sidelobes. The 
agreement between the two patterns is seen to be remarkable (after 
Honey26 © IRE (now IEEE) 1959).
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The fields of the dominant mode on the rod (the TE11 mode) extended substantially into 
the air region transversely, as did the current lines on the ground plane. In the leaky-wave 
antenna configuration28 based on this guide, a two-dimensional (2D) array of slots was cut 
into the ground plane on each side of the rod. In this way the (loosely bound) surface wave 
guided by the rod excites each row of slots in phase, with an illumination corresponding 
to the transverse decay rate of the field, and each column of slots in accordance with the 
propagation wave number b. Depending on the type, orientation, and spacing of the slots, a 
variety of radiation patterns can be obtained. A summary of the possibilities, together with 
sketches of some slot configurations, appear on pages 16-33 and 16-34 of Zucker.13 This 
antenna was proposed for application to millimeter waves, but its concept was not reintro-
duced until interest in millimeter waves was revived 15 years or so later.

The second antenna structure was called the sandwich-wire antenna, and its configura-
tion was an outgrowth of stripline. There are two versions. In the first configuration,29 the 
top and bottom plates and the center strip of stripline are each reduced to wires, and the 
center wire is then snaked along its length in periodic fashion. The periodicity is selected 
so that the n = −1 space harmonic can radiate. A second configuration30 looks more like a 
suspended microstrip line that is cavity-backed, with a strip mounted on a cavity-backed 
thin dielectric layer, to support the strip, and with the strip undulating sinusoidally back 
and forth along the dielectric layer. Again, the n = −1 space harmonic radiates, and mea-
surements were made to determine the performance properties. Diagrams of the structures 
and curves for some measurements may be found on pages 16-36 and 16-38 of Zucker.13  
A limitation on the usefulness of this antenna approach is that dimensional changes that 
affect b affect a as well. For example, a good approximation for the relative phase velocity  
is obtained by assuming that the wave velocity along the undulating strip is that of light. 
Thus if the amplitude of the undulation is increased, the value of b will be increased. 
However, the value of a is changed most easily by varying that same amplitude.

Periodic Dielectric Waveguides

Periodic dielectric waveguides are uniform dielectric waveguides with a periodic sur-
face perturbation. Several types of uniform dielectric waveguides are shown in cross 
section in Figure 11-10a through e. Rectangular shapes are preferred for antennas of 
this class. The type in Figure 11-10a is a simple rectangular rod of rectangular shape; 
the type in Figure 11-10b is a rectangular form of dielectric image guide; and the 
type in Figure 11-10c, the insular guide, has an extra dielectric layer on the ground 
plane so as to reduce the ground-plane 
losses. The types in Figure 11-10d and 
e, the trapped image guide31 and the 
inset guide,32 respectively, lend them-
selves to a flush-mounted arrangement 
and reduce radiation losses from bends. 
The two most common dielectric wave-
guides are the types in Figure 11-10a 
and b.

The most common periodic modulation 
methods are a grating of grooves, a grating 
of metal strips, and, to a lesser extent, a 
series of metal disks. These perturbations 
are ordinarily placed on the top surface 
(the wide dimension) of these guides,  
but they also may be placed on the sides, 

FIGURE 11-10 Cross sections of several types of 
uniform dielectric waveguides: (a) rectangular rod of 
rectangular shape; (b) rectangular form of dielectric 
image guide; (c) the insular guide, with an extra dielec-
tric layer of lower er on the ground plane; (d) trapped 
image guide; (e) inset guide
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when accessible. Dielectric image-guide antennas with a grating of grooves and with a grat-
ing of metal strips appear in Figure 11-11a and b, respectively. These gratings are shown as 
uniform; in practice, the gratings would be tapered so that the groove depths and the metal 
strip widths would be very small at the beginning and the end in each case.

The antennas in Figure 11-11a and b were first proposed around 1960, but systematic 
investigations of their behavior, both experimental and theoretical, were not carried out 
until the late 1970s. Most of the early studies were conducted by the army at Ft. Monmouth, 
on grooved antennas33–35 and on antennas with metal strips.36–38 Experimental studies on 
the metal-strip antennas were also performed at the University of Illinois39–41 during this 
period on dielectric image guide, and by Itoh and Adelseck42 on trapped image guide. One 
important conclusion from the Ft. Monmouth studies was that in practice there is an upper 
limit to the value of leakage constant obtainable with grooved gratings; antennas employ-
ing grooved gratings were therefore limited to narrow radiated beams. It was found that the 
metal-strip gratings were more versatile, permitting both wide and narrow beams.

Studies also were concerned with how these antennas could be fed without causing 
spurious radiation at the feed.40,43 Solbach43 utilizes slots cut into the ground plane under 
the dielectric rectangular rod to effect a smooth transfer of power from the feedline.

The radiation pattern in the cross-plane depends on the width of the dielectric struc-
ture. The waveguide is excited in its dominant mode, and its width is usually chosen to be 
comparatively small so as to avoid excitation of higher-order modes. Alternatively, if you 
wish to narrow the beam in the cross-plane, the dielectric width may be made large, but 
then single-mode excitation must be ensured by an appropriate feed arrangement. Another 
technique41 is shown in Figure 11-12. The grating structure is embedded in a rectangular 
metal trough, which is then attached to a flared-horn configuration; design details are 
included in Trinh et al.41

Design Theory for Wide  
Periodic Dielectric Antennas

Starting in the late 1970s accurate theoreti-
cal analyses became available that permit 
the systematic design of this class of leaky-
wave antennas. For antennas employing a 
grating of grooves, thorough and detailed 
studies were performed by Schwering and 
Peng,7,33,34 based in part on earlier analyti-
cal work by Peng and Tamir.44,45 The two best 
sources for systematic design information 
are Schwering and Peng7 and Schwering and 
Oliner.46 Corresponding, but less thorough,  

Metal
ground
plane

(a)

Metal
ground
plane

(b)

FIGURE 11-11 Dielectric image guide with (a) a grating of grooves and (b) a grating of metal strips

FIGURE 11-12 The use of a flared horn 
in conjunction with the structure in Figure 
11-11b to narrow the beamwidth in the cross-
plane (after Trinh et al41 © IEEE 1981)
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design information on metal-strip-grating antennas comes mostly from work by 
Guglielmi and Oliner,47 based on earlier analyses by them48–50 of scattering by metal 
strip gratings on a dielectric substrate. Another accurate method of analysis for these 
antennas was presented by Encinar.51 Many of the general conclusions appropriate to 
grooved antennas, however, apply as well to those with metal-strip gratings. The detailed 
expressions for b /k0 and a /k0 are different, of course.

The theoretical design information referred to earlier is applicable directly to dielectric 
image guides, i.e., structures for which a ground plane is present under the rectangular 
dielectric layer. The procedure is readily extendable to structures without a ground plane, 
however, by some suitable, basically straightforward modifications. The numerical values 
presented in Schwering and Peng7 and Schwering and Oliner46 assume that the dielectric 
material has an er = 12, corresponding to Si or GaAs, so that the antenna performance can 
be controlled, if desired, by semiconductor devices.

For the antenna employing a grating of grooves, the groove depth must be chosen 
to lie within a certain range if we wish to optimize the leakage constant a. The reason 
for this can be understood physically in a simple way. Consider the structure shown in 
the inset in Figure 11-13, where the height of the uniform dielectric region is h and the 
groove depth is t. Suppose that we maintain the sum of h + t constant and we increase 
the groove depth t. Although the total antenna height is fixed, the effective dielectric 
constant eeff of the structure is decreased as t is increased, because the groove region is 

FIGURE 11-13 Calculations for the normalized leakage constant and the radiation 
angle as a function of groove depth for the dielectric image guide with a grating of 
grooves shown in Figure 11-11a (after Schwering and Peng7 © IEEE 1983)
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now partly air-filled. The value of eeff, combined with the height h + t, may be viewed as 
an “effective height” and  is an important design parameter. When the effective height 
is small, most of the guided energy travels in the air region above the antenna, and the 
grooves would cause little radiation. When the effective height is large, on the other hand, 
the energy is confined primarily to the interior of the antenna, and again the grooves 
will have little effect. An intermediate effective height thus exists for which the energy 
density in the grooved region reaches a peak value. We would therefore expect that a 
could be maximized by an optimal combination of groove depth and effective height. 
The curve of a l0 versus t/l shown in Figure 11-13 illustrates precisely such behavior 
for the structure treated there. Similar qualitative reasoning applies to other periodically 
modulated open dielectric structures.

Design Theory for Narrow Periodic Dielectric Antennas

The theoretical results referred to in the above subsection make the assumption that the 
dielectric structures have infinite width w. It has been found, however, that they apply quite 
accurately to “wide” structures, for which w > −λ ε0 1/ .eff If eeff = 2, for example, these 
results are applicable to antennas for which w > l 0. For eeff = 6, on the other hand, w need 
satisfy only w > 0.45l 0. Thus the theory for “infinite” width can actually be applied with 
good accuracy to structures that are fairly narrow. When the antennas are narrower than 
the criterion just mentioned will allow, a correction scheme is available that yields accurate 
results for them as well.

For antennas of narrow width ( / ),w < −λ ε0 1eff the value of b  can be derived in a sim-
ple way with good accuracy by using the EDC (equivalent dielectric constant) procedure, 
but a can no longer be approximated by that of an infinitely wide antenna with the same 
dielectric constant as the finite antenna. As w decreases, the phase velocity of the leaky 
mode increases, so that an increasing portion of the guided energy now travels in the air 
regions on both sides in the neighborhood of the perturbing mechanism, whether grooves or 
metal strips. As a result, the leakage constant a of the narrower antenna becomes smaller.

A simple procedure has been developed52 that employs the EDC method to replace the 
antenna of finite width by an equivalent antenna of 
infinite width, but with a lower effective dielec-
tric constant. As a result, a lower value of a  is 
obtained. This procedure has produced numerical 
values for a  and b  that have agreed very well with 
measured results for a quite narrow antenna, with 
er  = 16 and w = 1.3 mm, in the frequency range 
from 30 to 36 GHz.52 Some details regarding this 
procedure may also be found in Schwering and 
Oliner,46 pages 17-64 to 17-68.

Periodic Leaky-Wave Antennas  
Based on Microstrip Line

A wide variety of possible traveling-wave peri-
odic array antennas can be achieved by employ-
ing microstrip line. As examples, we can employ 
a series of resonant patch antennas connected by 
the microstrip line, as seen in Figure 11-14a, or a 
series of array elements coupled by proximity to the 

FIGURE 11-14 Top views of travel-
ing-wave periodic array antennas based 
on microstrip line: (a) series of resonant 
patch antennas connected by microstrip 
line; (b) series of elementary radiators, 
resonant or not, coupled by proximity to 
the microstrip line (after James et al53)
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microstrip line, as shown in Figure 11-14b. Top views of 
the structures are presented. Another wide class of possi-
bilities is illustrated in Figure 11-15a through c, and these 
involve periodic meanderings of the microstrip line strip 
itself. These last structures are reminiscent of the sand-
wich-wire antenna29,30 described earlier in the subsec-
tion “Early Structures.” These and other traveling-wave 
arrays based on microstrip line are discussed in detail in 
the two comprehensive books53,54 on microstrip antennas 
by James et al and by James and Hall, respectively. The 
original references for the antennas in Figure 11-14a and 
b are Derneryd55 and Cashen et al,56 respectively.

No theory is available for most of these antennas. For 
the few structures, such as the one shown in Figure 11-14a, 
for which some theory is available, the theory is of the type 
used to describe the behavior of slot arrays. All the think-
ing, in fact, parallels that employed for slot arrays. For example, the array elements are usu-
ally assumed to be individually resonant, although there is no reason why they need to be. 
The theory then treats each element as loading the line individually, instead of viewing the 
structure in leaky-wave fashion. (See the discussion in Section 11.1 on the relation between 
leaky-wave antennas and slot arrays.) Furthermore, in many cases the arrays are designed to 
be resonant (standing wave rather than traveling wave). The array in Figure 11-14a is speci-
fied as a resonant one, but an interesting traveling-wave modification has been reported.57 
This modification contains additional phase shift between successive elements to reduce the 
frequency change needed to cover a given range of scan angle. 

These same structures can be transformed into standard leaky-wave antennas by sim-
ply making the individual radiating elements nonresonant (so each loads the line less 
strongly) and changing the spacing between elements to produce a traveling-wave rather 
than a standing-wave array. Then the structure would lend itself to a leaky-wave analysis, 
although such an analysis has not yet appeared.

Periodic Arrays of Microstrip Patches or Dielectric Resonators  
Fed by Open Dielectric Waveguides

Since microstrip line becomes increasingly lossy as the frequency is raised, several inves-
tigators have built and measured antennas designed for use at millimeter wavelengths in 
which the microstrip line is replaced by a dielectric waveguide as the transmission line that 
feeds the periodic radiating elements. The viewpoint is that the feedline can be considered 
separately from the radiating elements, so that a less lossy feedline can be employed at 
the higher frequencies. The resulting antennas are indeed less lossy, but they sometimes 
become hybrid in character.

An example of such antennas is shown in Figure 11-16. The radiating elements here are 
microstrip patch resonators, and they are fed by a low-loss open dielectric waveguide in 
the form of insular guide. The fringing fields of the dielectric guide excite the microwave 
patches. It is interesting that this mechanism is the same as the one used many years ago28 
with dielectric image line, discussed earlier in the subsection “Early Structures.” In addi-
tion to low loss, this antenna has the advantage of simplicity. In an experimental design58,59 
the distance between the metal patches and the dielectric guide is varied along the length 
to produce a taper to control the sidelobe level, as seen in Figure 11-16b. Nevertheless, the 
design was purely empirical, since no theory was available, and the resulting radiation- 
pattern performance was only mediocre.

FIGURE 11-15 Examples of peri-
odic leaky-wave antennas based on 
microstrip line where the microstrip 
line itself is meandered periodically: 
(a) sinusoidal, (b) trapezoidal, and 
(c) zigzag (after James et al53)
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At about the same time, another study60 replaced the microstrip patches by dielectric 
resonators, which may take the form of small rectangular or cylindrical dielectric blocks. The 
same type of open dielectric waveguide served as the feed transmission line. Again, however, 
the design was only empirical, and the pattern performance was therefore only marginal.

11.7 SPECIFIC STRUCTURES BASED  
ON UNIFORM OPEN WAVEGUIDES

As indicated in Section 11.5, almost all the early uniform leaky-wave antennas were based 
on initially closed waveguides. Those antennas were conceptually simple, and they worked 
very well. It was only much later, in response to requirements at millimeter wavelengths, 
that thought was given to leaky-wave antennas based on uniform open waveguides. There 
exists one notable exception, and that case is discussed later in the subsection “Early 
Structure: Asymmetrical Trough Waveguide Antenna.”

There were two reasons why new types of leaky-wave antennas were sought for the mil-
limeter-wave region. The first relates to the small wavelengths in this region; to minimize 
fabrication difficulties, the new antennas had to be simple in configuration, and uniform 
guiding structures satisfied this condition. The second reason was that the usual waveguides 
had higher loss at these higher frequencies; as a result, the new antennas were generally 
based on new lower-loss waveguides that had been studied specifically for application to 
the millimeter-wave region. These waveguides were open so that part of the field extended 
into the air region outside, thereby reducing the energy density and the loss. The principal 
waveguides in this category were nonradiative dielectric (NRD) guide and groove guide.

Because of the open nature of these waveguides, new mechanisms had to be found 
to produce the leakage. A physical cut is not meaningful because the structure is already 
open. Three main mechanisms were employed: (1) introducing asymmetry in the structure 
so that a radiating component of field is created, (2) foreshortening some dimension in the 
cross section, and (3) using a higher-order mode that is leaky in itself, rather than the bound 
dominant mode. The mechanism most commonly employed then and today is asymmetry.

Many geometric arrangements can be devised that satisfy the preceding requirements 
and make use of one of the leakage mechanisms listed, but we must remember that the result-
ing structures also must be analyzable so that the antennas can be designed systematically  

FIGURE 11-16 A hybrid form of periodic leaky-wave antenna in which 
microstrip patch resonator arrays are fed by a dielectric image guide:  
(a) basic configuration; (b) configuration including a taper to control the 
sidelobes (after James and Henderson59)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Leaky-Wave Antennas



11-30 CHAPTER ELEVEN 

and not simply on an empirical basis, as is true for some of the more novel periodic open 
leaky-wave antennas discussed in the preceding section. All the uniform open antennas 
described in this section have been analyzed accurately, and theoretical expressions for their 
design are available in the literature. Most of the antennas discussed here are due to Oliner, 
as part of a systematic cooperative investigation with principal colleagues Lampariello of 
Italy and Shigesawa of Japan. Summaries of their contributions appear in two books46,61 
and in a review article62; details are contained in individual papers referenced later and in 
a comprehensive two-volume report.63

Early Structure: Asymmetrical Trough Waveguide Antenna

The first open waveguide that was made leaky by introducing asymmetry in the cross sec-
tion was the trough waveguide. The antenna structure, shown in Figure 11-17 in full view 
and in cross section, was invented and measured by Rotman64 and analyzed by Oliner65 
about 40 years ago. It was a practical antenna, widely used, and is still useful today. It 
appears to be the only early example of the class of uniform leaky-wave antennas based 
on open waveguides.

The trough waveguide itself, when operated as a nonradiating transmission structure, 
is symmetrical about the center fin and is derived from symmetrical strip transmission line 
by placing a short-circuiting plate at its midplane. The dominant mode in the trough wave-
guide is therefore identical with the first higher-order mode in stripline. Trough waveguide 

FIGURE 11-17 The uniformly asymmetrical trough 
waveguide antenna: (a) full view and (b) cross section 
for zero-thickness center fin showing the electric field 
orientations (after Rotman and Oliner65 © IRE (now 
IEEE) 1959)
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therefore combines the mechanical simplicity of a stripline with the frequency characteris-
tics of a waveguide, and its bandwidth for single-mode propagation is greater than that for 
rectangular waveguide by about 50 percent. It also can be coupled smoothly to a coaxial 
line, a feature that makes it convenient for use at lower frequencies.

Despite the fact that trough waveguide is open on one side, it is nonradiating when the 
structure is symmetrical. The introduction of asymmetry, however, will produce radiation 
in a leaky-wave fashion. In fact, one virtue of this type of leaky-wave antenna is the simple 
means by which radiation can be controlled. The asymmetry can be varied, for example, 
by placing a metal insert in one of the halves of the line, as shown in Figure 11-17, and 
adjusting its thickness d.

A theoretical analysis65 employing transverse resonance together with a perturbation treat-
ment yields the following simple expressions for the leaky-wave propagation characteristics:
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The structural dimensions s1, s2, d, and b are indicated in Figure 11-17; lc0 and lg0 are the 
cutoff wavelength and guide wavelength respectively of the symmetrical and therefore 
nonradiating trough waveguide.

These expressions have been found to give rather good agreement with measured val-
ues,65 especially for narrow radiated beams. For wider beams it is better to use the trans-
verse resonance expression itself (without the perturbation simplifications), which is also 
given and derived in Rotman and Oliner.65 Numerical data for various parameter combina-
tions, and corrections to be made for center fins of appreciable thickness, are also found 
in this reference.

Foreshortened-Top NRD Guide Antenna

Nonradiative dielectric (NRD) guide is a low-loss open waveguide for millimeter waves 
that was first proposed and described in 1981.66 It is a modification of H guide where the 
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spacing between the metal plates is less than l 0  /2 so that all junctions and discontinuities 
that maintain symmetry become purely reactive instead of possessing radiative content. 
The waveguide structure is shown on the left-hand side of Figure 11-18. The dielectric 
material in the center portion confines the main part of the field, and the field decays expo-
nentially in the vertical direction in the air region away from the dielectric-air interfaces. 
Two new leaky-wave antennas are based on this waveguide: the foreshortened-top NRD 
guide antenna and the asymmetrical NRD guide antenna. The former antenna is discussed 
now, and the latter one is treated in the next subsection.

When the vertical metal plates in the NRD guide are sufficiently long, as shown on 
the left-hand side of Figure 11-18, the dominant mode field is effectively completely 
bound, since the field has decayed to negligible values as it reaches the upper and lower 
open ends. If the upper portion of the plates is foreshortened, as seen on the right-hand 
side of Figure 11-18, the field is still finite at the upper open end (but negligible at the 
lower open end). A traveling-wave field of finite amplitude then exists along the length 
of the upper open end, and, if the dominant NRD guide mode is fast (it can be fast or 
slow depending on the frequency), power will be radiated away at an angle from this 
open end.

An accurate theory was developed by Sanchez and Oliner,67 in which an accurate trans-
verse equivalent network was developed for the cross section of the antenna, and the disper-
sion relation for the values of a  and b  was obtained from the resonance of this network. All 
the elements of this dispersion relation are in closed form, thus permitting easy calculation. 
The leakage constant a is determined simply by the amount of foreshortening, measured 
by d, and b  is essentially unaffected by changes in d unless d becomes very small. Thus a 
and b  can be adjusted independently, to a great extent, which is very desirable because the 
procedure for sidelobe control is then simplified.

Careful measurements were taken by Yoneyama68 at 50 GHz and by Han et al69 in the 
vicinity of 10 GHz on a scaled structure. Excellent agreement between measurement and 
theory was found over the range of parameter values examined, and results for one case are 
given on Figure 11-19. You also can see that a can be varied over an extremely wide range, 
permitting narrow beams or wide beams, simply by altering the value of d.

The amplitude distribution in the radiating aperture can be controlled by varying the 
distance d as a function of the longitudinal coordinate z. This may be accomplished either 
by appropriately shaping the upper edge of the metal plates or by slightly curving the 
dielectric strip so that its distance from the edge of the plates varies in a prescribed fashion 
with z; the edge in this case would be straight. The latter procedure leads to a very simple 
and easy-to-build antenna configuration, which is indicated in Figure 11-20. Furthermore, 
the antenna is directly compatible with transmit and receive circuits designed in NRD guide 
technology. The antenna radiates with vertical polarization in the principal plane.

FIGURE 11-18 The nonradiative dielectric (NRD) 
guide, on the left, and the foreshortened-top leaky-
wave antenna based on it, on the right (after Sanchez 
and Oliner67 © IEEE 1987)
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Asymmetrical NRD Guide Antenna

The leakage mechanism for this NRD guide antenna is different from that for the antenna 
described just above, since this one is based on asymmetry, as shown in Figure 11-21. The 
structure shown on the left-hand side of Figure 11-18 is first bisected horizontally to provide 
radiation from one end only. Since the electric field is purely vertical in this midplane, the 
field structure is not altered by the bisection. An air gap is then introduced into the dielectric 
region, as shown, to produce asymmetry. As a result, a small amount of net horizontal electric 
field is created, which produces a mode in the parallel-plate air region akin to a TEM mode. 
This mode then propagates at an angle between the parallel plates until it reaches the open 
end and leaks away. It is necessary to maintain the parallel plates in the air region sufficiently 

FIGURE   11-19 Comparison between measurement and 
theory for the leakage constant as a function of the length d of 
the foreshortened top for the NRD guide leaky-wave antenna 
shown in Figure 11-18 (after Han et al69 © IEEE 1987)

FIGURE 11-20 Side view of the foreshortened-top NRD 
guide leaky-wave antenna, showing how the value of a can be 
tapered very easily to reduce the sidelobes (after Sanchez and 
Oliner67 © IEEE 1987)
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long that the vertical electric field component of the 
original mode has decayed to negligible values at 
the open end. Then the TEM-like mode, with its 
horizontal electric field, is the only field left, and 
the field polarization is then essentially pure. (The 
discontinuity at the open end does not introduce any 
cross-polarized field components.)

The asymmetry mechanism applied to the NRD 
guide in this way furnishes another leaky-wave 
antenna of simple configuration, but now with 
pure horizontal polarization. The air gap does not 
have to be large to produce a significant leakage 
rate. The geometry can thus be controlled easily 
to achieve a large range of values for a and, there-
fore, a large range of desired beamwidths. Furthermore, the air gap affects b only slightly, 
so that b and a can be controlled relatively independently. Of course, the guide must be 
operated in the fast-wave range to produce radiation.

The theory70,71 for this structure employs mode matching at the air-dielectric interfaces, 
and numerical results were obtained as a function of the geometric parameters. A detailed pre-
sentation of the theory and various numerical results appear in Chapter III of a comprehensive 
report.63 No measurements have been taken to verify the theory.

There are many ways in which asymmetry can be introduced; this one was chosen for 
inclusion here because theoretical results are available for it. Measurements are available 
for a structure in which the asymmetry was produced by sloping the upper dielectric-air 
interface rather than introducing an air gap. Those measurements72 shown that radiation 
indeed occurs and that good patterns result, but parameter optimization has not yet been 
accomplished and no theory is available.

Stub-Loaded Rectangular Waveguide Antenna

The leaky-wave antenna whose cross section is shown in Figure 11-22 was derived from 
earlier work on groove guide, and its early name was the offset-groove-guide antenna. 

FIGURE 11-21 The asymmetrical NRD 
guide leaky-wave antenna produced by creat-
ing an asymmetrical air gap of thickness t and 
bisecting the NRD guide horizontally. The 
modifications introduced in the electric fields 
are also shown (after Oliner,63 with Xu).

FIGURE 11-22 Cross section of the stub-loaded rectangular 
waveguide antenna, which has a remarkable set of important vir-
tues. This antenna was earlier called the offset-groove-guide antenna 
(after Oliner,63 with Lampariello and Shigesawa).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Leaky-Wave Antennas



 LEAKY-WAVE ANTENNAS 11-35

Under that name several presentations were made,73–75 and a full description was given 
in Chapters VII and VIII of Oliner.63 Numerical results were derived for several different 
cross-sectional ratios, and some of the best performance was found for an aspect ratio 
corresponding to that for rectangular waveguide. The structure is also easy to feed from 
rectangular waveguide. For these reasons, the name was changed to the stub-loaded rect-
angular waveguide antenna, and three comprehensive companion papers76–78 were written 
with the new name.

Groove guide is a low-loss open waveguide for millimeter waves somewhat similar to 
the H guide or NRD guide; the dielectric central region of NRD guide is replaced by an air 
region of greater width. The fields are again strongest in the central region, and they decay 
exponentially vertically in the regions of narrower width above and below. Groove guide 
was popular some years ago, but it lost its glamour when it was realized that its higher-order 
modes would radiate, so that discontinuities in the guide would have some resistive content. 
This feature limited the range of applications for which groove guide was suitable, but it 
did not influence its application to leaky-wave antennas.

This antenna has a remarkable set of unusual virtues. One of the virtues is its versatility, 
which may be understood from the following considerations. When the stub is centered, 
the structure becomes nonradiating; alternatively, it may be viewed then as a slotted sec-
tion cut in rectangular waveguide. For small off-center positions of the stub, the leakage 
rate will be small, yielding radiated beams of narrow width. When the offset is increased, 
a will increase, and the beamwidth will increase. We therefore have a relatively simple 
leaky-wave antenna, easily fed from a rectangular waveguide, that permits great versatility 
with respect to beamwidth by simply adjusting the location of the stub guide.

Even more important, it is found that the value of b changes very little as the stub is 
moved, while a varies over a very large range. This feature, namely, that b remains almost 
constant while a varies, makes it easy to taper the antenna aperture to control sidelobes. 
Thus it should be easy with this antenna to design beams with low sidelobe levels.

An additional advantage follows from the fact that the antenna is filled with only one 
medium, namely, air. As was shown in Section 11.2, the beamwidth then remains constant 
when the beam is scanned in elevation as you change the frequency.

The antenna was analyzed using a transverse equivalent network based on a new  
E-plane T-junction network.79 This T-junction network is notable in that the expressions for 
the network elements are all in simple closed form and yet are very accurate. The resulting 
transverse equivalent network for the antenna is seen in Figure 11-23. Since the network 
elements are in closed form, the resonance relation for the complex propagation wave 
number is also in closed form, making calculations quick and easy.

FIGURE 11-23 The transverse equivalent network 
for the antenna structure in Figure 11-22. Closed-
form expressions for the network elements are given 
in the text.
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The expressions for the elements of the network in Figure 11-23 may be written as
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so that the dispersion relation for the transverse wave number kx becomes
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where the wave number kx is related to kz, the result that we seek, by

 kz xj k k= − = −β α 0
2 2  (11-42)

These expressions, and the transverse equivalent network in Figure 11-23, assume 
that the stub guide is infinite in length. In practice, of course, the stub length is finite, 
and it should only be long enough that the vertical electric field (represented in the stub 
guide by the below-cutoff TM1 mode, viewed vertically) can decay to negligible values, 
permitting essentially pure horizontally polarized radiation. Usually, the stub length need 
only be about a half wavelength or less if the stub is narrow. The finite stub length can be 
readily taken into account, and a detailed treatment of its effects is reported in Oliner,63 
but it produces only a small change in the numerical values obtained from the procedure 
given earlier.
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As an independent check on the accuracy of these expressions, the values of a and b 
were calculated using an entirely different theoretical approach, that of mode matching. As 
shown in Figure 11-24, where the dashed lines represent values obtained using the network 
and the solid lines represent those derived via the mode-matching procedure, the agreement 
is seen to be very good. We also can see from this figure that, as the stub is shifted laterally, 
b remains almost constant as a varies monotonically from zero to large values.

Measurements were also taken of the values of a and b  and of the radiation patterns 
over the frequency range from 40 to 60 GHz.78 A photograph of the cross section of the 
structure appears in Figure 11-25. The Japanese 500-yen coin (26.5 mm in diameter) is seen 
to dwarf the antenna cross section. The comparisons between the theoretical and measured 
values for both a and b are found to be very good.

The stub-loaded rectangular guide leaky-wave line source antenna is thus an attractive 
structure for millimeter wavelengths, since it is simple in configuration, easily fed, versatile 
in beamwidth, suitable for low-sidelobe-level designs, and capable of furnishing essentially 
pure horizontally polarized radiation. In addition, a simple and accurate theory is available 
for it that has been verified by an alternative, totally different computational approach, as 
well as by measurements.

FIGURE 11-24 Comparison of numerical results for the stub-loaded rect-
angular waveguide antenna, obtained via two completely different theoretical 
methods. Additionally, we see that by varying the offset d, we can change a over 
a wide range of values while affecting b very little. Such independence makes it 
easy to taper the aperture distribution in order to control the sidelobes. f  = 28 GHz,  
a = 1.0 cm, a′ = 0.7 cm, b = 0.3 cm (after Oliner,62 with Shigesawa).

FIGURE 11-25 Photograph of the cross section 
of a stub-loaded rectangular waveguide antenna that 
was measured at millimeter wavelengths. A 500-yen 
Japanese coin (26.5 mm in diameter) is shown for size 
comparison (after Oliner,63 with Shigesawa).
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Printed-Circuit Version of Stub-Loaded 
Rectangular Waveguide Antenna

If the versatile leaky-wave antenna just described 
could be made in printed-circuit form, the fabrication 
process could make use of photolithography, and the 
taper design for sidelobe control could be handled 
automatically in the fabrication. That is, the location 
and width of the stub, and their variations along the 
antenna length in conformity with the sidelobe design 
requirements, could all be accomplished at the same 
time by either depositing the metal or etching some 
away to produce the gap. With this goal in mind, a 
printed-circuit version of the structure in Figure 11-22 
took the shape shown in Figure 11-26.

The principal change is that the rectangular guide 
portion is now dielectric-filled so that the metal widths 
d′ and d and the gap a′ can be fabricated photolitho-
graphically. Also, the vertical baffle portions are now 
moved to the sides of the guide, as extensions of the 
guide side walls.

The basic physics of the leakage is the same as that for the antenna in Figure 11-22. The 
rectangular guide, now dielectric-filled, is fed from one end with the electric field vertical 
inside the guide. This vertical E field excites the asymmetrically located longitudinal slot 
such that the resultant field in the slot has both vertical and horizontal components. These 
field components in turn excite the TM1 mode (viewed vertically) and the TEM mode  
(at an angle) respectively, in the parallel-plate air-filled stub region. The separation a 
between the stub walls is less than a half wavelength, so that the TM1 mode is below cutoff; 
the TEM mode, being above cutoff, propagates at an angle to the upper end and radiates. 
The stub dimension c must then be sufficiently long that the field of the TM1 mode can 

FIGURE 11-26 Printed-circuit version 
of the stub-loaded rectangular waveguide 
antenna shown in Figure 11-22. This ver-
sion has the advantage that the tapering 
to control sidelobes can be effected pho-
tolithographically all at one time (after 
Oliner,63 with Lampariello and Frezza).

FIGURE 11-27 Variations of the beam angle qm  and the beamwidth ∆q  as a function of the relative 
slit width for the printed-circuit structure in Figure 11-26. It is seen that as a′/a varies from about 0.4 
to about 0.8, the beamwidth changes over a wide range while the beam angle remains almost constant, 
showing that a′ is a good parameter to vary to reduce the sidelobes. f = 50 GHz, er = 2.56, a = 2.25 mm, 
b = 1.59 mm, d = 0.20 mm (after Oliner,63 with Lampariello).
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decay to negligible values. As a result, the radiated power is polarized horizontally, with 
negligible cross-polarization. It would be nice to eliminate the vertical stub walls, but they 
are necessary for eliminating the vertical electric field component.

The transverse equivalent network for this new antenna structure is slightly more com-
plicated than the one in Figure 11-23, and the expressions for the network elements must be 
modified appropriately to take the dielectric medium into account. The detailed derivation 
of the modified network and the expressions for the network parameters appears in Chapter 
X of Oliner.63

Again, a can be varied by changing the slot location d. However, it was found that a′ is 
also a good parameter to change for this purpose. The variations in beam-elevation angle 
qm and beamwidth ∆q with relative slot width a′/a are presented in Figure 11-27. You can 
see that as a′/a varies from about 0.4 to about 0.8, the beamwidth changes from about 4° to 
nearly zero but that the beam location moves hardly at all over that range. The slot width a′ 
therefore represents a good parameter to vary to control the sidelobes.

This antenna structure has not yet been examined experimentally, but it appears to be 
a very promising one.

An interesting variation of the structures shown in Figures 11-22 and 11-26 has been devel-
oped and analyzed.80 It is based on a ridge waveguide rather than a rectangular waveguide, and 
the structures can be either air-filled or dielectric-filled. In the structures based on rectangular 
waveguide, the asymmetry was achieved by placing the stub guide, or locating the longitudinal 
slot (or slit), off-center on the top surface. Here the top surface is symmetrical, and the asym-
metry is created by having unequal stub heights on each side under the main guide portion.

By a clever arrangement of the geometry, the coauthors, Frezza, Guglielmi, and 
Lampariello,80 were able to vary the values of a and b essentially independently by adjust-
ing combinations of the vertical stubs. Let us define two geometric parameters: (1) the rela-
tive average arm length bm/a, where bm = (bl + br)/2, and bl and br are the left and right stub 
arm lengths; (2) the relative unbalance ∆b/bm, where ∆b = (bl − br)/2. It then turns out that 
by changing bm/a, you can adjust the value of b /k0 without altering a /k0 much and that by 
changing ∆b/bm, you can vary a /k0 over a large range without affecting b /k0 much. In this 
way, by changing only the stub lengths, you can exercise essentially independent control 
over b and a. The taper design for controlling the sidelobe level would therefore involve 
only the relative unbalance, ∆b/bm.

The air-filled ridge waveguide structure may therefore have a constructional advantage 
regarding sidelobe control over the simpler structure shown in Figure 11-22. However, 
the dielectric-filled ridge waveguide antenna lacks the important advantage offered by the 
printed-circuit version in Figure 11-26, for which you can make a mask that permits the whole 
upper surface, including the taper for sidelobe control, to be realized photolithographically.

11.8 ARRAYS THAT SCAN IN TWO DIMENSIONS

All the leaky-wave antennas discussed so far in this chapter are line-source antennas that 
produce conical beams. They can scan in elevation (or azimuth if they are rotated, of course) 
as the frequency is varied, with their beamwidths narrow in elevation but wide in the cross-
plane. General comments along these lines were made earlier, and it was pointed out that the 
beamwidth in the cross-plane could be narrowed by using a horn (see Figure 11-12) or by 
arranging a parallel set of these line sources in an array. Such arrays, however, do not scan 
in the cross-plane.

This section describes some of the most recent developments involving leaky-wave 
antennas, where an array of leaky-wave line sources is so arranged that it can scan in 
both elevation and azimuth. Such an array is really a linear phased array of leaky-wave  
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line-source antennas, where scanning in elevation is obtained in the usual leaky-wave fash-
ion by varying the frequency, and scanning in the cross-plane (or azimuth) is achieved by 
varying the phase difference between the successive parallel leaky-wave line sources. The 
approach itself is not new, but the specific structures are. As will be seen, these arrays have 
some unusual virtues: essentially no cross polarization, no grating lobes, no blind spots 
within the scan volume, and simplicity of structure. In addition, they should cost less than 
phased arrays because phase shifters are needed in only one dimension. These different 
array structures will be discussed, but first we present the principle of operation (the basic 
architecture for such arrays) and some comments about the analytical approach, which 
takes into account all mutual coupling effects.

Principle of Operation

This class of scanning arrays achieves scanning in two dimensions by creating a one-
dimensional phased array of leaky-wave line-source antennas. The individual line sources 
are fed from one end and are scanned in elevation by varying the frequency (or by elec-
tronic means if and when available). Scanning in the cross-plane, and therefore in azi-
muth, is produced by phase shifters arranged in the feed structure of the one-dimensional 
array of line sources. This frequency-phase scan architecture is illustrated schematically 
in Figure 11-28.

The radiation will therefore occur in pencil-beam form and will scan in both elevation 
and azimuth in a conical-scan manner. The spacing between the line sources is chosen 
such that no grating lobes occur, and accurate analyses show that no blind spots appear 
anywhere. The leaky-wave line-source antennas employed in the three examples of arrays 
described here are ones we have already discussed earlier or are modifications of them. 
The advantage of negligible cross polarization at all angles follows from the fact that the 
individual line-source antennas possess that feature and that the array arrangement does not 
introduce any cross-polarized components.

In principle, a large variety of different leaky-wave line sources can be used in this array 
architecture. In fact, however, you must be very selective here, because the line sources 
must be integrated into the overall geometry if the resulting antenna is to remain simple in 
configuration. The list is further limited to those structures amenable to analysis because 
the design requires a theoretical basis. If the radiating portion of a suitable structure in the 
class can be fabricated by photolithographic means, using a mask, the costs can also be kept 
down, and the method is amenable to mass-production techniques. Two of the three arrays 
to be described fall into this category.

FIGURE 11-28 Schematic of the recent approach 
to simpler 2D scanning, involving a linear phased 
array of leaky-wave line sources, with frequency 
scanning in elevation and phase scanning in azimuth 
(after Oliner,62 with Peng).
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Analytical Approach

The arrays to be described have been analyzed accurately by a unit-cell approach that takes 
into account all mutual coupling effects. Each unit cell incorporates an individual line-
source antenna, but in the presence of all the others. These individual line-source antennas 
were analyzed using a transverse equivalent network in which the radiating open end was 
representative of the environment of the single lone line source. In the array of such line 
sources, the radiating environment is, of course, quite different, and it will change as the 
array is scanned in azimuth.

The treatment of the periodic external environment by a unit-cell approach automati-
cally accounts for all mutual coupling effects and provides information on all the effects of 
scan. The radiating termination on the unit cell modifies the transverse equivalent network, 
and the resonances of this transverse network yield the properties of the leaky wave guided 
along the line sources. A key new feature of the array analysis is therefore the determina-
tion of the active admittance of the unit cell in the 2D environment as a function of scan 
angle. This active admittance is the input admittance to the external radiating region, and it 
is appended to the remainder of the transverse equivalent network, the latter being different 
for each of the arrays to be discussed.

Array of Asymmetrical NRD Guide Line Sources

A cross-sectional view of the linear phased array of asymmetrical NRD guide leaky-
wave line sources appears in Figure 11-29. By comparison with the individual line-source 
antenna in Figure 11-21, it is clear that the array consists of a number of these line sources 
placed directly next to each other. The line sources provide the elevation pattern, modified 
by their presence in the array, and the geometry in the plane shown specifies the cross-plane 
behavior, with the angle of scan determined by the phase shift imposed between successive 
line sources.

The unit cell for this array is shown in Figure 11-30, where the phase-shift-wall proper-
ties depend on the scan angle in the cross-plane. Thus the discontinuity at the end of the stub 
of length c, and therefore the values of b  and a, depend on that scan angle. The analysis 
proceeds, therefore, by knowing the imposed phase shift between line sources, and, from 
it and the unit-cell network, by finding  b  and a  in the axial direction. Everything else fol-
lows directly from this information.

If the values of b and a did not change with phase shift, the scan would be exactly coni-
cal. However, it is found that these values change only a little, so that the deviation from 
conical scan is small.

We next consider whether blind spots are present. Blind spots refer to angles at which the 
array cannot radiate or receive any power; if a blind spot occurred at some angle, therefore, 

FIGURE 11-29 Cross section of linear phased array of asym-
metrical NRD guide leaky-wave line sources. The individual 
line source appears in Figure 11-30 (after Oliner,63 with Xu).
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the value of a would rapidly go to zero at that angle of 
scan. To check for blind spots, we would then look for 
any sharp dips in the curves of a /k0 as a function of scan 
angle. No such dips were ever found. Typical data of this 
type exhibit fairly flat behavior for a /k0 until the curves 
drop quickly to zero as they reach the end of the conical 
scan range, where the beam hits the ground.

The theoretical analysis and many numerical results 
appear in Chapter IV of Oliner,63 and a presentation 
was made.81

Array of Printed-Circuit Uniform Line Sources

If the leaky-wave line sources in the array were in 
printed-circuit form, the fabrication process could 
make use of photolithography, and the taper design 
for sidelobe control could be handled automatically in 
the fabrication. The array structure shown in Figure 
11-31 fits into this category. It may be seen that  
the line-source elements in this array are exactly the 
printed-circuit version of the stub-loaded rectangular 
waveguide antenna shown in Figure 11-26. The leak-
age rate, and therefore the beamwidth, can again be controlled by varying the width 
or location of the gap within each element. And again, the value of b remains almost 
constant as the gap width or location is varied, so that a taper design for sidelobe control 
is easy to implement.

The metal fins that project vertically, which may alternatively be called baffles or stubs, 
serve two purposes. The first purpose is to ensure essentially pure horizontally polarized 
radiation, with negligible cross polarization. As explained in the discussion associated with 
Figure 11-27, the fins form a stub guide that is below cutoff for the vertical electric field, 
thereby permitting only the horizontal electric field to radiate.

The second purpose of the stubs is to eliminate blind spots. With the stubs present, we 
have never found any, and it is known that arrays of this sort with dielectric layers often 
exhibit them when there are no stubs. A careful examination shows that the stub length 
should be roughly a half wavelength, which means that the projection is actually rather 
small, particularly at millimeter wavelengths.

The transverse equivalent network for the unit cell representing the array in Figure 11-31  
is very similar to the one for the isolated line-source antenna and differs from it only in  
the terminating admittance placed on the end of the stub line. This difference is important, 

FIGURE 11-30 Unit cell of the lin-
ear array of NRD guide line-source 
antennas shown in Figure 11-29. The 
phase-shift walls change with scan 
angle, and their use leads to an ana-
lytical approach that takes all mutual 
coupling effects into account auto-
matically (after Oliner,63 with Xu).

FIGURE 11-31 Cross section of the linear phased array of printed-circuit uniform leaky-wave 
line sources. The individual line-source antenna appears in Figure 11-26 (after Lampariello and 
Oliner82).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Leaky-Wave Antennas



 LEAKY-WAVE ANTENNAS 11-43

however, in that the terminating admittance is a function of scan angle and takes into account 
the mutual coupling effects of all the neighbors in the array.

As in the case of the array of asymmetrical NRD guide line sources, the value of b /k0 
changes very little with the phase shift between successive line sources, so that as a result, there 
is little deviation from conical scan. Also, the curve of a /k0 as the phase shift is changed does 
not show any sharp dips but remains fairly flat until it drops as the beam approaches the ground 
at the end of the scan range. Thus no blind spots have ever been observed. Calculated curves for 
one set of geometric parameters that demonstrate this behavior are given in Figure 11-32.

A summary of the results obtained for this array appears in Lampariello and Oliner;82 fur-
ther results and the details of the theoretical derivation are contained in Chapter X of Oliner.63

Array of Printed-Circuit Periodic Line Sources

The purpose of employing arrays with periodically loaded leaky-wave line sources, instead 
of uniform ones like the two discussed earlier, is to increase the scan-angle coverage, as 
will be explained. An example of such an array is given in Figure 11-33. This array can be 
fed by using a series of dielectric-filled rectangular guides placed on their sides, so that the 
periodic elements are excited with a horizontal electric field and the array will radiate with 
pure horizontal polarization.

The individual leaky-wave line 
sources in this array may at first look 
like the periodic metal-strip antenna 
shown in Figure 11-2 and discussed in 
Section 11.6, but they are not the same 
because these are excited by a horizon-
tal electric field, parallel to the strips, 
whereas the antenna in Figure 11-2 
is excited by an electric field that is  
primarily vertical.

The structure in Figure 11-33 is shown 
with stub guides, or baffles, present.  

FIGURE 11-32 Variations of the normalized phase constant and leakage constant with phase 
shift between adjacent line sources (cross-plane scan) for the array appearing in Figure 11-31, 
showing conical scan and no blind spots. f = 50 GHz, er = 2.56, a = 2.25 mm, a′ = 1.00 mm,  
b = 1.59 mm, c = 6.00 mm, d = 0.25 mm (after Lampariello and Oliner82)

FIGURE 11-33 Linear phased array of printed-cir-
cuit periodic leaky-wave line sources, which is capa-
ble of a greater scan range than is possible with the 
arrays containing uniform line sources (after Oliner,63 
with Guglielmi)
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For this array, the stubs are not necessary to ensure pure horizontally polarized radiation 
because no component of vertical field is excited. On the other hand, they also ensure that 
no blind spots will occur. It is possible that no blind spots will be present when the stubs are 
removed, but we do not know the answer. Certainly, the structure is simpler and easier to 
fabricate without the stubs. Either way, the printed-circuit nature of the strips on the dielectric 
surface permits the detailed metal circuit, including the tapering for sidelobe control, to be 
deposited photolithographically on the dielectric surface.

As discussed elsewhere in this chapter, leaky-wave antennas with uniform apertures 
can radiate only into the forward quadrant, and they cannot scan too close to broadside or 
end fire. In the present periodically loaded array, the dominant mode is chosen to be slow 
so that it is purely bound; the period is then selected relative to the wavelength so that only 
the n = −1 space harmonic becomes radiating. As a result, the array provides greater scan 
coverage, since the n = −1 beam can scan over the complete backward quadrant and part 
or all of the forward quadrant, depending on the parameters (except for a narrow angular 
region around broadside).

In the design of this array, it should be remembered that these small slits radiate very 
weakly. The discussion with respect to both theory and numerical results in Chapter XI of 
Oliner63 is restricted to such narrower slits and, therefore, narrower beams. A presentation 
on this antenna was given.83

The three arrays described earlier are examples of how a linear phased array of 
leaky-wave line sources can be arranged to provide 2D scanning of a pencil beam over  
a restricted sector of space. In addition, these three arrays possess certain special virtues. 
They provide essentially pure horizontally polarized radiation, and they exhibit no blind 
spots or grating lobes.

11.9 NARROW-BEAM ANTENNAS BASED  
ON A PARTIALLY REFLECTIVE SURFACE

Overview

This class of leaky-wave antennas is based on planar technology, and it offers a simple way 
to obtain high directivity with a small source. This category is a relatively new one, and the 
number of antennas that fit into it has grown slowly over time. These antennas bear some 
resemblance to the classical Fabry-Perot structure in the optics field, but very few actual 
antennas have developed from it. In fact, as we shall show, in one important case very 
similar structures have emerged from very different approaches.

The antenna structures in this section are different from those discussed in the rest 
of this chapter, but they are also leaky-wave antennas, and their performance obeys the 
fundamental relations described in the earlier sections of this chapter. These antennas are 
planar in nature, and most of them consist of a metal ground plane with a dielectric layer 
on it (which may be air) that is covered with a partially reflective surface or screen (PRS) 
on top of the dielectric layer. The partially reflective (or partially transparent) screen can 
take various forms, such as a stack of one or more dielectric layers, or a metal screen 
consisting of a periodic array of slots or patches, or an array of parallel wires. Several 
examples of such structures are shown in Figure 11-34 (where an electric dipole source 
is shown). The structure is typically excited by a simple source inside the dielectric 
layer, which may, for example, be a horizontal electric dipole in the middle of the layer 
or a magnetic dipole on the ground plane. Such sources may be realized in practice by 
using printed dipoles inside the layer, microstrip patches on the ground plane, slots in 
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the ground plane, or waveguide-fed apertures in the ground plane. Since the fundamental 
nature of the beamforming is through leaky-wave radiation, the source merely acts as  
a launcher for the leaky waves.

For a horizontal dipole source, the radiation produced may be a narrow pencil beam 
pointing at broadside (q0 = 0), or a conical beam pointing at any desired scan angle  
q0 > 0. As discussed later, the thickness of the dielectric layer controls the scan angle. For 
a conical beam, the pattern is usually fairly omnidirectional (azimuthally independent) for 
small angles q0, but the E- and H-plane beamwidths typically become more different as 
the scan angle increases. A vertical dipole source can only produce a conical beam  (which 
is omnidirectional) at a scan angle q0 > 0. An illustration of these two types of patterns  
(broadside and conical) is shown in Figure 11-35.

FIGURE 11-34 Examples of PRS-based leaky-wave antennas: (a) The PRS 
consists of a stack of dielectric layers. (b) The PRS consists of a periodic array 
of metal patches. (c) The PRS consists of a periodic array of apertures in a 
metal plate. (d) The PRS consists of a periodic array of closely spaced wires. 
In each case a dipole source excitation is shown inside the dielectric layer.

FIGURE 11-35 An illustration of the beam types that can be realized by using a PRS 
leaky-wave antenna excited by a horizontal dipole source: (a) a pencil beam at broadside 
and (b) a conical beam pointing at an angle greater than zero. The dipole source launches 
a radially propagating cylindrical leaky wave, the phase fronts of which are shown by 
the dashed lines.
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Basic Principles of Operation

One of the main differences between this type of structure and the ones considered previ-
ously is that the leaky wave on this structure is a 2D cylindrical wave, which propagates 
outward radially from the source along the interface.84 The leaky wave then furnishes a 
large aperture that in turn produces the narrow radiation beam. As is true for all leaky-wave 
antennas, the narrow beam angle and the beamwidth are frequency sensitive. A vertical 
electric or magnetic dipole source launches only a TMz or TEz leaky wave respectively, 
which has no f variation. This results in an omnidirectional conical beam.84 A horizontal 
electric or magnetic dipole source launches a pair of leaky waves, one TMz and one TEz. 
The TMz leaky wave determines the E-plane pattern, while the TEz leaky wave determines 
the H-plane pattern.84 For a broadside beam these two leaky waves have very nearly the 
same phase and attenuation constants, and hence an omnidirectional pencil beam is cre-
ated. Interestingly, this is true even if the PRS is not similar in the E- and H-plane direc-
tions. For example, the PRS may consist of a periodic array of slots in a metal plate, with 
the slots being long in the x direction and narrow in the y direction, having very different 
periodicities in the two directions. As the scan angle increases, the pencil beam turns into a 
conical beam, similar to how the petals on a flower unfold. As the scan angle increases (by 
increasing the frequency or the layer thickness) the wavenumbers of the two leaky waves 
typically begin to differ, and this explains why the beamwidths often become different in 
the principal planes. (The exact nature of the beamwidth variation with scan angle depends 
on the particular type of PRS.)

The PRS is used to create a leaky parallel-plate waveguide region, and the leaky waves 
are leaky (radiating) versions of the parallel-plate waveguide modes that would be excited 
by the source in an ideal parallel-plate waveguide, which results if the PRS is replaced by 
a perfectly conducting metal plate. This point of view allows for a simple design formula 
for the thickness of the dielectric layer in order to obtain a beam at a desired angle q0 
(either a broadside or a conical beam). The parallel-plate waveguide modes are described 
by n = 1, meaning that there is one half-wavelength variation vertically inside the paral-
lel-plate waveguide. (Although larger values of n could be used, this would result in a 
design that has a thicker dielectric layer.) The radial wavenumber of the TMz and TEz 
parallel-plate waveguide modes for an ideal waveguide would be

 k k
hρ β π= = − 



1

2
2

 (11-43)

where h is the thickness of the dielectric layer and k1 is the wavenumber of the layer, which 
may also be expressed as k1 = k0 n1, where n1 is the refractive index of the layer. Using the 
simple relation b = k0 sin q0 that is valid for any leaky wave, we obtain the result

 h
n

=
−

λ
θ

0

1
2 2

0

2/

sin  (11-44)

The location of the source usually has little effect on the pattern shape, since this is dic-
tated by the leaky-wave phase and attenuation constants. The phase constant is primarily 
determined by the thickness of the dielectric layer (see Eq. 11-43), while the attenuation con-
stant is primarily determined by the properties of the PRS. However, the power density at the 
peak of the beam will be maximum when a horizontal electric dipole source is placed in the 
middle of the dielectric layer, or a horizontal magnetic dipole is placed on the ground plane.  

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Leaky-Wave Antennas



 LEAKY-WAVE ANTENNAS 11-47

A vertical electric dipole source maximizes the peak power density when it is placed on the 
ground plane, while a vertical magnetic dipole source does so when it is placed in the middle 
of the layer. Changing the peak power density, and hence the overall power radiated by the 
source, directly affects the input resistance of the source.

The PRS may be either uniform (e.g., one or more dielectric layers) or periodic in one 
or two dimensions (e.g., an array of closely spaced wires, or a 2D array of slots in a metal 
plate). However, it is important to note that for the periodic PRS structures, the radiation 
still occurs via the fundamental parallel-plate waveguide modes, and not from a space har-
monic of these modes. That is, the PRS acts as a quasi-uniform reflective surface, where the 
reflection coefficient of the fundamental parallel-plate wave determines the characteristics 
of the antenna. The physical principle of operation is thus as a quasi-uniform leaky-wave 
antenna, and not a periodic leaky-wave antenna that radiates from a space harmonic.

To our knowledge, the first use of a quasi-uniform PRS to improve the antenna gain 
was described by von Trentini85 in 1956. A sketch of that structure was presented by the 
author and is repeated here as Figure 11-36, in which he placed a source at P on a ground 
plane and then located a PRS parallel to the ground plane a distance l in front of it. He 
views the performance in terms of multiple reflections between the ground plane and the 
PRS, and then derives an expression for the resonance condition that yields maximum radi-
ated power at broadside. In this derivation, he assumes that the PRS consists of an array 
of closely spaced parallel conducting wires oriented parallel to the electric field. With this 
model, he calculated the radiation patterns for several sets of dimensions. He also built 
and measured several antennas based on this PRS, and on others, including one consisting 
of an array of closely spaced circular holes in a metal plate. The source employed was a 
rectangular waveguide aperture, and measurements were made at a wavelength of 3.2 cm. 
The measurements and calculations for the main lobe of the radiation pattern agreed well 
with each other.

An improved version of the von Trentini 
antenna has been developed recently by Feresidis 
and Vardaxoglou.86 These authors followed the 
von Trentini ray theory analysis, assuming the 
structure to have infinite extent, and employed a 
feed consisting of a rectangular waveguide built 
into the ground plane. The new contribution, and 
the “optimization” to which they refer, applies to 
their PRS structure. They note that the antenna 
would have greater bandwidth if the phase of its 
PRS were to linearly increase with frequency, 
in effect compensating somewhat for the path 
length that the rays must traverse (or equivalently 
for the change in the electrical thickness of the 
dielectric layer—see Eq. 11-44). They therefore 
investigated PRSs loaded with several different 
elements, such as crossed dipoles, patches, rings, 
and square loops. They found that dipoles, or 
square or circular patches (or their complemen-
tary structures), particularly with close packing 
of the elements in the array, produced less of a 
variation of the beam with frequency. This slower 
variation was not found for crossed dipoles, 
square loops, and rings, even for close packing 
of these elements. They therefore chose to use 
arrays of closely spaced dipoles in their PRS.

l

PRS P 

0

1

2

FIGURE 11-36 A ray explanation for the 
PRS-based leaky-wave antenna, as origi-
nally introduced by von Trentini (after von 
Trentini85 © IEEE 1990)
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Dielectric-Layer PRS Structures

Printed-circuit antennas, such as microstrip antennas, have many advantages for conformal 
applications, but they have the major disadvantage of low gain. During 1984 and 1985, 
Alexopoulos and Jackson published a pair of papers87,88 showing that the gain could be 
enhanced significantly by placing a dielectric superstrate, or cover layer, over the original 
dielectric layer. By choosing the layer thicknesses and the dielectric constant values appro-
priately, a large gain can be obtained for radiation at any desired angle, in the form of a pen-
cil beam at broadside or a conical beam pointing at an angle q0. The first of these two papers 
showed that a properly designed two-layer (substrate/superstrate) structure could produce 
such beams. The later paper88 by Jackson and Alexopoulos examined in greater detail 
the quantitative relationships between the radiation properties of the two-layer dielectric 
structure and the parameter values (dimensions and permittivities) of the structure. Neither 
paper recognized the gain enhancement effect as due to leaky modes, however. The sub-
strate-superstrate geometry of the structure, identifying the various parameters, is shown 
in Figure 11-37. A horizontal electric dipole source is shown located in the substrate and is 
parallel to the ground plane and the dielectric interfaces.

The superstrate layer will act as an optimum reflecting surface when the thickness is 
chosen so that it is an odd multiple of one-quarter of a wavelength in the vertical direction. 
This corresponds to the condition

 t =
−
−

( )
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2 1
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0

2
2 2

0
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n

λ
θ
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where m is a positive integer and n2 is the refractive index of the superstrate. Using m = 1 
gives the thinnest superstrate.

An important next step was to recognize that the two-layer structure can support leaky 
waves, and that the structure can be analyzed as a leaky-wave antenna. A detailed analysis 
appeared in 1988 in a paper by Jackson and Oliner,89 in which it was established that the 
directive beams obtained in the two-layer dielectric substrate/superstrate structure are due 
to the excitation of leaky modes by the horizontal dipole within the substrate layer. The 
leaky modes travel radially outward from the source and are supported by the two-layer 
structure. In particular, it was verified that a TMz leaky mode determines the E-plane pat-
tern, while a TEz leaky mode determines the H-plane pattern. The trajectory of these two 
leaky modes in the steepest-descent plane illuminated very clearly how the radiated beam, 
as a combination of these two leaky modes, behaves as a function of frequency. The leaky-
mode approach, which automatically takes into account how the leaky modes decay as 
they travel away from the dipole source, also tells us how large the ground plane and layer 
structure must be to act as if it is effectively infinitely wide. The leaky-wave approach is 
the only one that furnishes such information.

b

t

z0

z

q0

x

e2, m2

e1, m1

FIGURE 11-37 The two-layer substrate/superstrate con-
figuration (after Alexopoulos and Jackson87 © IEEE 1984)
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The directivity increases as the permittivity of the superstrate layer increases relative 
to that of the substrate layer, since the superstrate PRS then acts as a more reflective sur-
face. Another way to increase the reflection from the PRS was proposed by Yang and 
Alexopoulos90 in 1987, in which the single superstrate is replaced by a periodic array of 
such superstrates, as shown in Figure 11-38. In this structure the PRS consists of a stack 
of multiple superstrate layers, where the high-permittivity superstrate layers with param-
eters (e2, m2) are separated by low-permittivity spacer layers with parameters (e1, m1). The 
high-permittivity layers have thickness t chosen from Eq. 11-45, while the low-permittiv-
ity spacer layers have one-half the thickness of the bottom dielectric layer. By using the 
multiple superstrates, the bottom layer is further isolated from the free-space region above, 
and the radiated beam becomes even narrower. The directivity increases geometrically 
with the number of superstrate layers, and thus very directive beams may be obtained using 
modest values of superstrate permittivity, provided several superstrate layers are used. 
A leaky-wave explanation for the multiple-layer dielectric structure proposed by Yang and 
Alexopoulos was presented in 1993 by Jackson et al.91 Formulas were derived for the leak-
age constant as a function of the layer parameters and the number of superstrate layers.

A fundamentally different approach to analyzing the multiple-superstrate structure 
was published in 1999 by Thevenot et al.92 The structure is the same as the one seen 
in Figure 11-38, but for only two superstrate layers. The source is also a patch antenna 
rather than a dipole, and the low-permittivity region is air. But the main point here is 
that the approach and its associated terminology are novel and completely different. 
In the adopted approach, a periodic array of low/high permittivity superstrate layers, 
which serves as the cover for the bottom dielectric layer, operates as a photonic-band-gap 
(PBG) structure, meaning that it is in a stopband. According to the authors, the design 
procedure is to “open an extra mode inside the frequency gap by inserting a defect into 
the dielectric period. The directive antenna described in this section uses the defect mode 
of a photonic crystal to achieve electromagnetic radiation. The PBG material is used as a 
cover to enhance the gain of a usual patch antenna.” Theoretical calculations were made 
of the radiation patterns of the patch antenna with and without the presence of the PBG 
cover. With the cover present, the directivity increased from 8 to 20 dB. Calculations 
were also made using an FDTD code, and then compared with measurements taken on 
an antenna structure built using a cover consisting of two layers of alumina rods. The 
comparison was quite good.
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FIGURE 11-38 The multiple superstrate configuration, in which an alternat-
ing stack of low- and high-permittivity layers is used to form the PRS (after Yang 
and Alexopoulos90 © IEEE 1987)
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Periodic PRS Structures

As noted earlier, the PRS may consist of a periodic structure that is periodic in one direc-
tion, such as an array of closely spaced wires (or more generally, a stack of wire layers). The 
PRS may also consist of a 2D periodic array of elements. As also mentioned, the original 
work of von Trentini consisted of such PRSs. Here we examine the radiation properties for 
two particular PRSs, one consisting of a periodic array of metal patches,93 and the other the 
complement, namely a periodic array of rectangular apertures or slots in a metal plate.94

The metal-patch PRS structure is shown in Figure 11-34b, while the slot-PRS structure 
is shown in Figure 11-34c. Both PRSs may be used to produce a broadside pencil beam 
when air is used as the dielectric. Figure 11-39 shows a typical set of patterns obtained with 
the patch-PRS structure, showing the H-plane pattern for a broadside beam and a conical 
beam at q0 = 45ο. The E-plane patterns, not shown, are similar. For a conical beam pointing 
at an angle q0 > 0, the beam angle q0 is limited to about 45ο. This is because the thickness 
h of the air layer increases without limit as the angle q0 increases toward 90ο, as seen from 
Eq. 11-44. As the thickness increases beyond one wavelength, the next higher-order set of 
TMz and TEz parallel-plate modes (n = 2) begin to propagate, and radiation from this set of 
leaky modes results in an undesirable secondary beam.

The limitation on the beam angle due to the higher-order parallel-plate modes may be 
overcome by using a dielectric layer with er > 4/3, which allows for the beam angle q0 to 
approach 90ο before radiation from a secondary beam occurs.93 However, when using a 
dielectric layer with the patch-PRS, it is observed that undesirable secondary beams arise 
from another source, namely from the −1 space harmonic of the (perturbed) TM0 surface 
wave that is supported by the grounded dielectric layer (which is perturbed by the metal 
patches).93 This problem is avoided when using the slot-PRS structure since the guiding 
structure is now a perturbed parallel-plate waveguide (perturbed by the apertures) rather 
than a perturbed grounded slab. A beam approaching 90ο may be realized by using a slot-
PRS structure with a dielectric layer.94 However, as the beam angle increases, the E- and 
H-plane patterns become increasingly different, with the E-plane pattern broadening and 
the H-plane pattern narrowing.
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FIGURE 11-39 H-plane radiation patterns (in dB) at 12 GHz for a broadside beam and a 45ο coni-
cal beam, for the patch-PRS structure of Figure 11-34b. The patches have lengths (x-dimension) of 
1.25 cm and widths (y-dimension) of 0.01 cm, with periodicities of 1.35 cm in the x direction and  
0.3 cm in the y direction. The thickness of the dielectric layer is h = 1.33 cm (0.534l0) for the broad-
side beam and h = 1.90 cm (0.761l0) for the conical beam. The structure is excited by an x-directed 
infinitesimal horizontal electric dipole in the middle of the layer (after Zhao et al93 © IEEE 2005).
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Very recent work has shown that it is possible to overcome the problem of different 
beam behaviors in the E- and H-planes by the use of a wire PRS (an array of closely spaced 
conducting wires) together with a dielectric layer that is air or a low-permittivity material.95 
Evidently, this is because the characteristics of the wire PRS change with the angle q0 in 
a manner so as to compensate for the natural change in the different principal planes as the 
beam angle changes (see the discussion in the next subsection).

General Design Formulas

The far-field pattern of a PRS leaky-wave antenna structure may be calculated by reci-
procity, in which the far field is determined by illuminating the structure with an incident 
plane wave and calculating the field at the source dipole location.96 The plane-wave 
calculation may be carried out by using a simple transverse equivalent network (TEN) 
model, which is a transmission-line model that represents the field behavior in the plane-
wave problem. The PRS is assumed to be lossless and infinitesimally thin in the vertical 
direction, and therefore it is represented as a shunt susceptance BL. Based on this simple 
model, formulas may be derived for the beamwidth and pattern bandwidth in the E- and 
H-planes, in terms of BL.96 The pattern bandwidth is defined from the frequency range 
over which the power density radiated at the angle q0 changes by less than 3 dB from the 
maximum value obtained at the center frequency (for which the structure is designed to 
radiate at angle q0).

Table 11-1 shows the beamwidth in the E- and H-planes for three separate cases: 
(1) broadside (q0 = 0ο), (2) a general beam angle 0 < q0 < 90ο, and (3) end fire (q0 = 90ο). 
The formulas are expressed in terms of the normalized shunt susceptance B BL L= η0 ,
where h0 is the intrinsic impedance of free space. It is seen that the beamwidths are 
equal at broadside, consistent with the fact that the beam is nearly omnidirectional. 
However, as the beam angle increases, the H-plane pattern becomes narrower, while 
the E-plane pattern becomes broader. A narrow beam can be obtained at the horizon in 
the H-plane (at least in theory) but not in the E-plane. It is noted that the beamwidth 
is inversely proportional to BL

2 for a nonzero beam angle, but inversely proportional 
to BL for a broadside beam. This means that the PRS must be much closer to a perfect 
reflecting surface in order to obtain a very narrow beam at broadside, compared with 
a nonzero beam angle.
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TABLE 11-1 Expressions for Beamwidth
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An analysis shows that the pattern bandwidth in the E- and H-planes is inversely pro-
portional to BL

2 for both a broadside beam and a conical beam. This means that for the 
same beamwidth the broadside pattern will have a much smaller pattern bandwidth than 
the conical beam.
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12.1 INTRODUCTION

Helical antennas consist of a single conductor or multiple conductors wound into a heli-
cal shape. Although a helix can radiate in many modes, the axial mode and the normal 
mode are the ones of general interest. The axial mode, the most commonly used mode, 
provides maximum radiation along the helix axis, which occurs when the helix circum-
ference is of the order of one wavelength. The normal mode, which yields radiation 
broadside to the helix axis, occurs when the helix diameter is small with respect to a 
wavelength. Higher-order-radiation modes are also possible; for example when the helix 
dimensions exceed those required for the axial mode, a conical or multilobed pattern will 
result, as illustrated in Figure 12-1.

The basic concepts of a helix antenna were established by Kraus1,2 in 1947, and much 
of Kraus’s early results were summarized by Harris.3 Generally, helical antennas are wound 
with a single conduction. However, a helix can be designed with bifilar,4 quadrifilar,5,6 or 
multifilar7 windings. Radiation characteristics of bifilar helices operating in the backfire 
mode have been described by Patton.8 An advantage of a backfire helix is that it does not 
generally require a ground plane.

The helix-antenna parameters are defined as follows (see Figure 12-2):

D = diameter of helix (center to center)
C = circumference of helix = pD
S = spacing between turns (centers to center)
a = pitch angle = tan−1 (S/pD)
N = number of turns
L = axial length of helix = NS
d = diameter of helix conductor
 = length of one turn = ( )π D S2 2+

Although helical antennas are normally constructed with a circular cross section, ellipti-
cal helical antennas have also been investigated.9

This chapter presents detailed helical-antenna design information. Measured imped-
ance, pattern, gain, and axial-ratio characteristics are shown for a variety of helical-antenna 
configurations. Empirical relations that express the antenna radiation performance charac-
teristics as a function of wavelength and the helix design parameters (diameter, pitch angle, 
and number of turns) are derived on the basis of measured data.

FIGURE 12-1 Three radiation modes 
of a helical antenna FIGURE 12-2 Helix geometry
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12.2 AXIAL-MODE HELICAL ANTENNAS

The helical beam antenna is a very simple structure possessing a number of interest-
ing properties including wideband impedance characteristics and circularly polarized 
radiation. It requires a simple feed network, and its radiation characteristics are reason-
ably predictable. Either right-hand or left-hand circular polarization may be generated 
by a helical beam antenna. A helix wound like a right-hand screw radiates or receives  
right-hand circular polarization, while a helix wound like a left-hand screw radiates or 
receives left-hand circular polarization.

Helical antennas are generally constructed with a uniform diameter and operated in 
conjunction with a ground plane, cavity, or helical launcher.10 However, as will be shown, 
nonuniform-diameter helical structures can be employed to widen the bandwidth of a  
uniform-diameter helical antenna and to improve radiation performance characteristics.11,12

A typical uniform-helix configuration is shown in Figure 12-3. The helix is backed by 
a circular cavity, rather than a conventional ground plane, to reduce the back radiation and 
enhance the forward gain. Although the helix of Figure 12-3 was designed11 specifically to 
operate in the ultrahigh-frequency (UHF) range from about 650 to 1100 MHz, the helix and 
the cavity dimensions can be scaled to other frequencies of operation as well. The helix is 
fed by a coaxial connection at the bottom of the cavity. The helical conductor can be made 
from round tubing or flat strip and supported with a lightweight foam dielectric cylinder or 
by radial dielectric rods. The center mechanical support can be constructed from either metal 
or dielectric material.

Impedance and VSWR

The impedance characteristics of a helical antenna have been established by Glasser and 
Kraus.13 When the helix circumference is less than two-thirds wavelength, the terminal 
impedance is highly sensitive to frequency changes. However, when the circumference 
is of the order of one wavelength (axial mode), the terminal impedance is nearly a pure 
resistance and is given approximately (within ±20 percent) by the empirical relation R = 
140 C/l Ω. The relatively constant terminal impedance may be explained by the rapidly 
attenuating character of the total outgoing wave near the input end and the total reflected 
wave near the open end.14

For the UHF helix configuration of Figure 12-3, a 
4.7-in- (119-mm-) long, linear-taper impedance trans-
former is used to match the 140-Ω helix to the 50-Ω 
coaxial line. The transformer is a microstripline con-
structed from Teflon-fiberglass printed-circuit board. 
The same transformer can be used for all axial-mode 
helices—uniform-, tapered-, or nonuniform-diameter. 
Another approach to attain a 50-Ω impedance for heli-
cal beam antennas has been described by Kraus.15

Figure 12-4 depicts the impedance characteristics 
of a five-turn helix with and without the impedance- 
matching transformer, and Figure 12-5 depicts the  
voltage-standing-wave-ratio (VSWR) response mea-
sured at the input of the matching transformer for a 
seven-turn uniform helix and also for the same helix 
with two additional turns of tapered diameter, as illus-
trated by the inset. By adding the two-turn end taper, a 
significant reduction in VSWR over a wide frequency 

FIGURE 12-3 Mechanical arrange-
ment of a cavity-backed helix for 650 
to 1100 MHz
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band can be achieved (dashed curve). The reduction in VSWR is due to the suppression of 
the reflected currents by the tapered end section.16,17 Also, it is noted that the low-frequency 
characteristics are essentially unchanged with the cutoff at ~534 MHz, corresponding to  
C/l ∼ 0.75, where C is the circumference of the 5.28-in- (134.1-mm-) diameter helix. The 
low-frequency cutoff characteristics agree well with theoretical predictions.1,2 The VSWR 
characteristics for longer helices are generally similar to those of Figure 12-5.

Uniform-Diameter Helices

As a first approximation, the radiation pattern of an axial-mode helix may be obtained by 
assuming a single traveling wave of uniform amplitude along the conductor. By the principle 

FIGURE 12-4 Impedance characteristics of a five-turn helix with and without an 
impedance-matching transformer

FIGURE 12-5 VSWR of a seven-turn uniform helix and the same 
helix with two additional turns wound on a tapered diameter
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of pattern multiplication, the far-field pattern is the product of the pattern of one turn and the 
pattern of an array of N isotropic elements with spacing S, where N equals the number of turns 
and S is the spacing between turns. If the pattern of a single turn is approximated by cos q, 
where q is the angle measured from the axis of the helix, the total radiation pattern becomes

 E A
N

( )
sin( )
sin( )

cosθ ψ
ψ=

/
/

2
2

θ  (12-1)

where 

A = normalization factor
y = 2π

λ θ δS cos −                        (12-2)

d = 2π
λ


v c/ = progressive phase between turns

 = length of one turn
v = phase velocity along helical conductor
c = velocity of light in free space

Kraus2 has shown that for an axial-mode helix the relative phase velocity, p = v/c, of the 
wave propagating along the helical conductor is in close agreement with that required to sat-
isfy the Hansen-Woodyard condition for an end-fire array with increased directivity18; i.e.,

 p
S N N

= + +
( / )
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 λ
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Thus, for the increased-directivity condition, the quantity y  may be written as

 ψ π
λ θ π= − −2

1S
N

(cos )  (12-4)

and

 A N= sin( / )π 2  (12-5)

The radiation is elliptically polarized. The ellipticity ratio or axial ratio (AR) of an N-turn 
helix operating in the axial mode for the increased-directivity condition is given by

 AR = +2 1
2
N

N
 (12-6)

If N is large, the axial ratio approaches unity and the polarization is nearly circular. In a 
practical situation, the observed axial ratio may be expected to deviate somewhat from the 
theoretical value for various reasons such as methods of construction, tolerances, instru-
mentation, and range errors. For a uniform helix consisting of at least a few turns, an axial 
ratio of the order of 1 dB is not uncommon.

To provide parametric design equations for axial-mode helices, Kraus2 has suggested 
the following relations for the half-power beamwidth (HPBW) and gain (G) as a function 
of C/l and NS/l for constant-pitch helices with 12° < a < 15°, ¾ < C/l < 4⁄3, and N > 3:

 HPBW /= K C NSB ( / ) /λ λ  (12-7)

 G K C NSG= ( ) ( )/ /λ λ2  (12-8)

where KB is the HPBW factor, KG is the gain factor, C = pD is the circumference, and NS is the 
axial length. On the basis of a number of pattern measurements on helices < 10 turns, Kraus 
quasi-empirically established KB = 52. Also, he derived KG = 15 for the directive gain (loss-
less antenna) based on the approximation G = 41,250/(HPBW)2, where HPBW is in degrees. 
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A gain-beamwidth product G (HPBW)2 < 41,250 is generally expected for most practical 
antennas19 because of minor-lobe radiation and beam-shape variations.

Additional data on the radiation characteristics of axial-mode helices are available in the 
literature.11,20–22 The low-frequency and high-frequency limits were investigated by Maclean 
and Kouyoumjian20 and by Maclean.23 In a practical situation, the pattern and gain versus 
frequency characteristics are of interest to the antenna designer. Such data would allow the 
designer to optimize the helix parameter for operation over a specified bandwidth.

The discussions that follow summarize the results of an extensive study of the gain and 
pattern characteristics of uniform helical antennas, one or eight wavelengths long, in the 
UHF range from about 650 to 1100 MHz. With reference to Figure 12-3, the helices were 
constructed by winding 3

16 -in-diameter copper tubing about a Styrofoam cylindrical form 
that was concentric with 1.125-in-diameter metallic support tube. The helix dimensions 
can be scaled to other frequencies of operation with essentially the same radio-frequency 
performance characteristics. All gain and pattern measurements were made with respect 
to the phase center of the helix, which was estimated to be one-fourth of the helix length 
from the feed point.24

Fixed-Length Helices Figures 12-6 and 12-7 show the gain and HPBW versus frequency 
characteristics, respectively, of a 30-in- (762-mm-) long (NS = 30 in) and 4.3-in- (109.22-mm-) 
diameter helix for three helix pitch angles (a = 12.5, 13.5, and 14.5°). The helix with a 
smaller pitch angle (more turns per unit length) yields a higher peak gain and a lower 
cutoff frequency. With N = 8.6 to 10 turns, it appears that the gain-frequency slope is 
approximately proportional to f 3 and the HPBW-frequency slope is approximately pro-
portional to f −3/2, where f equals the frequency, which are in general agreement with Kraus 
for C/l < 1.1 (see Eqs. 12-7 and 12-8). However, as will be shown later, experimental data 
indicate that the gain-frequency slope depends on the antenna length and is approximately 
proportional to f N .

FIGURE 12-6 Gain versus frequency of 
a fixed-length (NS = 30 in, or 762 mm) helix;  
a  = 12.5°, 13.5°, and 14.5°, D = 4.3 in (109 mm)

FIGURE 12-7 Half-power beamwidth versus 
frequency of a fixed-length helix (NS = 30 in, 
or 762 mm); a  = 12.5°, 13.5°, and 14.5°, D =  
4.3 in (109 mm)
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Figures 12-8 and 12-9 show the gain and HPBW characteristics, respectively, of a 30-in- 
long (N ≈ 10 turns) helix with variable diameter and pitch angle. The peak gain varies by 
less than 0.5 dB. In general, a slightly higher peak gain is observed for a larger-diameter 
helix with a smaller pitch angle, but the bandwidth is narrower than that of a smaller- 
diameter helix with a larger pitch angle.

The axial ratio, a measure of the purity of the 
circularly polarized wave, is generally less than 
1.5 dB for 0.8 < C/l < 1.2. The axial ratio can be 
improved by tapering the last two turns of the helix, 
particularly at the high end of the band.12,17,25

Variable-Length Helices Figures 12-10 and  
12-11 show the gain and HPBW versus frequency, 
respectively, of helices consisting of 5 to 35 turns 
with constant pitch (a = 12.8°, S = 3.03 in, or 
76.96 mm) and constant diameter (D = 4.23 in, or 
107.4 mm). These helices were designed to oper-
ate over the UHF test frequencies with the helix 
circumference varied from 0.75l to 1.25l. N was 
selected as 5, 10, 12, 15, 18, 22, 26, 30, and 35 
turns. The gain is referred to as a circularly polar-
ized illuminating source. The gain curves reveal 
that the peak gain occurs at C/l = 1.55 for N = 5 
and at a lower value, C/l = 1.07, for N = 35. The 
gain-frequency slope is not proportional to f 3 for 
all values of N (see Eq. 12-8); e.g., for N = 5 the 
gain varies approximately as f 2.5, and for N = 35 
the gain follows approximately an f 6 slope, where 
f is the frequency.

FIGURE 12-8 Gain of a fixed-length  
(NS = 30 in, or 762 mm) helical antenna with 
different diameters

FIGURE 12-9 Half-power beamwidths of a 10-
turn fixed-length (NS = 30 in, or 762 mm) helix with 
different diameters

FIGURE 12-10 Gain versus frequency for  
a 5- to 35-turn helix; a = 12.8°, D = 4.23 in 
(107.4 mm)
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Typical measured radiation patterns for N = 5, 10, 18, and 35 are shown in Figure 12-12.  
The axial ratio is ~1 dB over most of the measurement frequency range and is slightly 
higher at the band edges. The HPBWs are generally within ±1° in the two orthogonal 
principal planes. At frequencies a few percent above the peak gain frequency, the patterns 
begin to deteriorate. The beamwidth broadens rapidly, and the first sidelobes merge with 
the main lobe as the operating frequency approaches the upper limit.

Parametric helix characteristic curves—gain and halfpower beamwidth—for the  
4.23-in- (107.4-mm-) diameter constant-pitch (a = 12.8°) helix are shown in Figures 12-13  
and 12-14, respectively, as a function of axial length NS/l with circumference pD/l as 
a parameter. Thus, for a specified length and diameter, the helix gain and HPBW can be 
estimated.

Figure 12-15 depicts the gain-beamwidth product K = G (HPBW)2 based on the mea-
sured gain data of Figure 12-10 and the HPBW data of Figure 12-11. The quantity K is 
useful for estimating the gain when the HPBW is known, and vice versa. It should be noted, 
however, that the gain-beamwidth product is not constant but depends on N and frequency. 
All curves have been smoothed to within ± 5 percent of the measured-data points.

Empirical Relations On the basis of the gain data of Figures 12-6, 12-8, and 12-10, the 
peak gain may be empirically expressed as11
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FIGURE 12-11 Half-power beamwidths ver-
sus frequency for a 5- to 35-turn helix; a = 12.8°, 
D = 4.23 in (107.4 mm)
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 HELICAL ANTENNAS 12-9

FIGURE 12-12 Typical radiation patterns of a 5- to 35-turn helix; a = 12.8°, D = 4.23 in  
(107.4 mm)
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where lp is the wavelength at peak gain. The computed values for the fixed-length helices 
(NS = constant) are within ± 0.1 dB of the measured data, as depicted in Figure 12-16.  
The data points indicated by the circle were obtained by varying the diameter and pitch 
angle while keeping the length constant with N = 10 turns, and those indicated by the 
triangle were obtained by varying the pitch angle while keeping the length and diameter 
constant (N ≈ 8.6 to 10). The diameters of the various experimental helices are shown on 
the top of the figure. For the fixed-length helices, the peak gains occur at nearly the same 
circumference, p D/l ∼ 1.135.

Figure 12-17 is a plot of the peak gain versus N for a constant-pitch (a = 12.8°) helix. 
The corresponding values of C/lp are also shown in the figure, where lp is the wavelength 
at peak gain. The peak gain is not quite proportional to the number of turns; i.e., doubling 
the number of turns does not yield a 3-dB increase in the peak gain. The computed values 
for the peak gain, using Eq. 12-9 with a = 12.8° and N = 5 to 35 turns, are within ± 0.1 dB 
of the measured data.

FIGURE 12-13 Parametric helix-antenna gain curves as a function of 
axial length with circumference as a parameter

FIGURE 12-14 Parametric helix-antenna half-power-beamwidth curves as 
a function of axial length with circumference as a parameter
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A similar empirical expression for the HPBW is as follows:26
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where KB is a constant in degrees. For the helices constructed by using the arrangement 
of Figure 12-3, it was found that, with KB  61 5. ,°  Eq. 12-10 matches the measured data 
within ± a few percent over the useful operating frequency range of the helix, as shown in 
Figures 12-7, 12-9, and 12-11. For helices that employ a different construction technique 
(e.g., tape helices that are wound on a dielectric support instead of using a metallic central 
support rod), Eq. 12-10 can still be applied, but a slightly different value of KB must be 
used. The measured HPBWs for the helices investigated are generally 10 to 20 percent 

FIGURE 12-15 Gain-beamwidth products of  
a 5- to 35-turn helix; a = 12.8°, D = 4.23 in  
(107.4 mm)

FIGURE 12-16 Peak gain of a fixed-length helix 
(NS = 30 in, or 762 mm) as a function of a pitch 
angle

FIGURE 12-17 Peak gain of a variable-length helix 
with a  = 12.8°
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wider than Kraus’s formula (see Eq. 12-7). It should be mentioned that Eqs. 12-9 and 12-10 
are not unique; however, these relations are useful as a design tool.

The helix bandwidth may be defined as the operating frequency range over which the 
gain drops by an allowable amount. The −3-dB and −2-dB bandwidths as a function of N 
may be obtained by using the curves of Figure 12-18. For example, if the −3-dB or −2-dB 
bandwidth is desired for a given N, you determine the values of p D/lh and p D/l from 
Figure 12-18, where lh and l are the free-space wavelengths corresponding to the upper 
frequency limit fh and the lower frequency limit f , respectively. The choice of a −3-dB or 
−2-dB bandwidth depends upon the antenna designer’s application. The frequency limits 
fh and f may be determined by using the measured gain data of Figure 12-10. Note that the 
gain varies approximately as f N  for f < fp/1.04 and as f N−3  for f > 1.03 fp, where fp is the 
frequency at peak gain. On the basis of these observations, the bandwidth frequency ratio 
may be empirically expressed as11

 
f
f G G
h

p

N
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 (12-11)

where Gp is the peak gain from Eq. 12-9. The computed bandwidth characteristics for 
G/Gp = −3 dB and −2 dB agree reasonably well with the measured data as shown in  
Figure 12-18. The bandwidth decreases as the axial length of the helix increases. This 
bandwidth behavior follows the same trends described by Maclean and Kouyoumjian,20 
although these authors employ a sidelobe criterion rather than a gain criterion. Beyond the 
G/Gp = −3 dB point, the gain drops off sharply at the high-frequency end as the upper limit 
for the axial mode is approached.

Nonuniform-Diameter and Tapered Helices

The tapered-diameter27,28 and nonuniform-diameter12 helices represent additional types of 
axial mode helical antennas. These helical configurations are capable of providing a wider 
bandwidth than a conventional uniform (constant-diameter) helix. A nonuniform helix  

FIGURE 12-18 Gain-bandwidth characteristics of a uniform helix 
with a = 12.8°
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consists of multiple uniform-diameter helical sections that are joined together by short 
tapered transitions. Some studies have been made to investigate the broadband-frequency 
response of nonuniform-diameter helical antennas.29,30 The various types of helical-antenna 
configurations (uniform, tapered, and nonuniform-diameter) are shown in Figure 12-19, 
and the radiation performance characteristics are described in Wong and King.12

The experimental helices were wound with thin copper strips 0.468 in (11.887 mm) 
wide. The plane of the strip (the wide dimensions of the strip) was wound orthogonally 
to the helix axis similarly to a Slinky toy. Helices wound with round conductors or with 
metallic tapes (wound so that the plane of the tape is parallel to the helix axis) yield simi-
lar results. A constant-pitch spacing of 3.2 in (81.28 mm) was selected, and the helix was 
backed by an 11.25-in- (285.75-mm-) diameter × 3.75-in- (95.25-mm-) high cavity. The 
feed arrangement and the metallic central support tube are similar to those of Figure 12-3.  
The VSWR of a nonuniform helix is ≤1.5:1 over the test frequency range of 650 to  
1100 MHz (similar to the dashed curve of Figure 12-5).

Tapered-End Helices For reference pur-
poses, the gain and axial-ratio characteristics 
of an 18-turn uniformly wound helix, with 
D = 4.59 in (116.59 mm) and a = 12.5°, are 
shown in Figure 12-20. Also shown in this 
figure are the gain and axial-ratio character-
istics of a similar helix with the same overall 
length, but the diameter of the last two turns 
is tapered from 4.59 in to 2.98 in (75.69 mm). 
It can be seen that the end taper provides a 
marked improvement in axial-ratio character-
istics,12,16,17 although the peak gain is reduced 
slightly. Figure 12-21 compares the radiation 
patterns of a uniform and a tapered-end helix 
measured at the same frequency. The HPBWs 
are approximately the same, but the axial-ratio 
improvement is observed over the entire pat-
tern (on axis and off axis). Similar results have 
been reported by Donn.25

Continuously Tapered Helices The gain and 
axial characteristics of a continuously tapered 
helix,12 often referred to as a conical helix, are 
shown in Figure 12-22. The helix consists of 
17.64 turns with a constant-pitch spacing of  

FIGURE 12-19 Various axial-mode helical configurations

FIGURE 12-20 Gain and axial-ratio char-
acteristics of an 18-turn uniformly wound and 
tapered-end helix
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3.2 in (81.28 mm) and tapers from a 5.32-in (135.12-mm) diameter at the base to a 2.98-in  
(75.69-mm) diameter at the top (see inset). Typical measured patterns are shown in  
Figure 12-23. The peak gain is slightly lower than that of the uniform helix, but the pattern 
characteristics and bandwidth performance are much better.

Nonuniform-Diameter Helix A nonuniform helix provides a unique approach for wid-
ening the bandwidth of a helical antenna with improved gain and pattern characteristics. 
It may be constructed with two or more uniform helix sections of different diameters or a 
combination of uniform and tapered sections. The dimensions of the different helical sec-
tions (diameter, number of turns, etc.) can be varied to synthesize an antenna with a specific 
gain-frequency response.12,31

FIGURE 12-21 Radiation patterns of an 18-turn (a) uniform and (b) tapered-end helix

FIGURE 12-22 Gain and axial-ratio characteris-
tics of a 17.64-turn conical helix
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Two nonuniform helical configurations and the corresponding gain and axial-ratio 
characteristics are illustrated in Figure 12-24. Configuration a consists principally of two 
uniform-diameter sections [5.28 and 4.13 in (134.1 and 104.9 mm)] joined together by 
a short tapered transition. This helix may be described as 7-turn (5.28 D) + 2-turn taper 
(5.28 D to 4.13 D) + 6.64-turn (4.13 D) to 2.98 D). A constant-pitch spacing of 3.2 in 
(81.28 mm) was maintained in all four helical sections. The performance of this nonuni-
form helix configuration was optimized over the low-frequency region. The gain is 14.7 ±  
0.4 dB from 773 to 900 MHz and remains relatively flat (14.05 ± 0.25 dB) from 900 to 
1067 MHz. Note that the gain is constant within ± 1 dB over a frequency ratio of 1.55:1 
(1100/710 MHz) as compared with 1.26:1 for a uniform helix. Table 12-1 provides a com-
parison of the ±1-dB bandwidth for the various axial-mode helical antennas. The axial ratio 
is < 1 dB. The beam-shape and sidelobe characteristics are improved over those of a uni-
form helix, as illustrated in the patterns of Figure 12-25. Note that the high-frequency cut-
off is limited not by the larger 5.28-in-diameter helical section (C/l  = 1.55 at 1100 MHz) 
but rather by the smaller 4.12-in-diameter helical section (C/l  = 1.21 at 1100 MHz). The 
HPBW is relatively constant, 33° ± 3° over the 773- to 1067-MHz test frequency range.12

Configuration b of Figure 12-24 consists of a uniform section (5.28-in diameter) plus a 
tapered section from 5.28- to 2.98-in diameter. The ± 1.1-dB gain bandwidth is wider than 
that of configuration a, but the gain at the high-frequency end is lower.

FIGURE 12-23 Radiation patterns of a 17.64-turn conical helix

FIGURE 12-24 Gain and axial-ratio characteristics of two 17.64-turn nonuniform-diameter helices
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12.3 ARRAY OF HELICAL ANTENNAS

A single axial-mode helical antenna produces moderate gain in the end-fire direction (see 
Figure 12-17). When higher gain is desired, a linear or planar array of helices may be used 
to produce a fan-shaped beam or a pencil beam, respectively. The array gain depends on 
the element spacing with respect to the operating wavelength and the element gain. To real-
ize the advantage of the increased gain, the helical elements should be spaced so that the 
area occupied by each helix is approximately equal to its effective area. To the first-order 
estimate, this spacing is ~ / ,Ge 4π λ  where Ge is the power gain of the individual helices. 
As the spacing is increased to > Ge / ,4π λ  the array gain approaches the asympototic value 
NGe, where N is the number of elements.32 Some measured data on this type of array have 
been reported by Harris,3,33 and the construction and the radiation characteristics of a typi-
cal 2 × 2 planar array of six-turn helices (D = 0.3l and a = 14°) spaced 1.5l are shown in 
Figures 12-26 and 12-27, respectively. Also, shaped-beam and steerable arrays employing 
axial-mode helices have been designed for spacecraft applications.22,34,35

Generally, arrays employing high-gain elements are not suitable for wide-angle scan-
ning because of grating lobes. However, when antenna gain and side-lobes (or grating 
lobes) are not important, such arrays can be phased to scan over a limited angular range.

For certain applications, such as FM and TV broadcasting, a moderately high-gain, azi-
muthally omnidirectional pattern is required. A vertical array of side-fire helices mounted 
concentrically on a conducting cylinder may be employed to produce a narrow-beam pat-
tern in the elevation plane. The helix elements are generally excited in the second- or 
higher-order modes that produce maximum radiation broadside (normal) to the helix axis 
and a null along the helix axis. The helix diameter and pitch are chosen so that the length 
of one turn is equal to an integral number of wavelengths.

FIGURE 12-25 Radiation patterns of a 17.64-turn nonuniform-diameter helix—configuration a of  
Figure 12-24

TABLE 12-1 

Type of Helix
Frequency Range with ±1-dB  
Gain Variation, MHz

Frequency Ratio, 
fmax/fmin

Uniform 770–970 1.26:1

Tapered-end 770–980 1.27:1

Continuous-taper 820–1120 1.37:1

Nonuniform 710–1100 1.55:1
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If horizontal polarization is desired, the radiating element may be constructed with two 
oppositely wound helices (one right-handed and the other left-handed), each consisting of a 
few turns, placed end to end and fed in the center. Design data on this type of vertical array 
are available in the literature.3,36,37

Vertical helical-array antennas designed to produce omnidirectional, circularly polar-
ized radiation in the horizontal plane for VHF-UHF TV broadcasting have been described 
by DuHamel.38 In this case, the radiating elements are end-fed, four-turn bifilar helices 
operating in various modes that are selected so that the helix circumference is about l /2 
greater than the circumference of the central support cylinder. Depending on the operating 
frequency, horizontal circularity of ±0.5 dB to ±1 dB and an axial ratio of ∼ 1.5 dB have 
been reported.

FIGURE 12-26 2 × 2 array of six-turn helices

FIGURE 12-27 Measured characteristics of a  
2 × 2 array of six-turn helices
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12.4 NORMAL-MODE HELICAL ANTENNAS

When the dimensions of the helix are small compared with the wavelength, the maximum 
radiation is in a direction normal to the helix axis. Kraus2 has shown that the radiation from 
a short-axial-length helix can be calculated by assuming that the helix is composed of small 
loops of diameter D and short dipoles of length S. The far field of a short dipole has only 
an Eq component,

 E
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 
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

−
sin  (12-12)

and the far field of a small loop has only an Ef component,
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where r is the distance and B is a constant. The Eq and Ef components are 90° out of phase, and 
the far field of a small helix is, in general, elliptically polarized. The axial ratio is given by
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When π λD S= 2 ,  the axial ratio becomes unity and the radiation is circularly polarized.39 
On the other hand, the polarization of the radiated field will be predominantly horizontal 
(AR → 0) when π λD S 2  or predominantly vertical (AR → ∞) when π λD S 2 .

For a normal-mode helix whose dimensions are small compared with wavelength, the 
current distribution along the helix is approximately sinusoidal.2 The terminal impedance is 
very sensitive to changes in frequency, and the bandwidth is narrow. Nevertheless, a normal 
helix has been used effectively to reduce the length of thin-wire-type (whip) antennas for 
personal radio and mobile communications systems in the HF and VHF bands.40–43 Also, 
balanced-fed dipole antennas can be constructed by using short-axial-length normal-mode 
helices when a reduced dipole length is desired.44

When a short normal-mode helix is used in conjunction with a ground plane, the polar-
ization is predominantly vertical and the radiation pattern is similar to that of a monopole. 
The radiation resistance of a short resonant helix above a perfect ground is approximately 
given40 by (25.3 h/l)2, where h is the axial length or height above the ground plane.

Typical feeding arrangements for a helical monopole 
are shown in Figure 12-28. In the series-fed arrangement, 
the helix is connected directly to the coaxial input, and 
an impedance transformer or matching network may be 
required. In the shunt-fed arrangement, the helix provides 
a self-matching network by tapping a small portion of 
the helix. A feed arrangement that employs a bifilar helix 
to increase the input impedance is described in Hansen,41 
and another design that utilizes a short helical monopole 
and top-loading wire to produce a self-resonant antenna 
over the 2–30-MHz frequency range without the need of 
a matching device is described in Eovine.43

FIGURE 12-28 Typical feed 
arrangements for a helical monopole
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12. 5 OTHER HELICAL ANTENNAS

Fractional-Turn Resonant Quadrifilar Helices A class of resonant quadrifilar helices, 
also referred to as volutes, capable of radiating circular polarization with a cardioid-shaped 
pattern has been described by Kilgus.45–47 The antenna consists of two orthogonal fractional-
turn (one-fourth to one turn) bifilar helices excited in phase quadrature. Each bifilar helix 
is balun-fed at the top, and the helical arms are wires or metallic strips of resonant length 
( = ml /4, m = 1, 2, 3, . . .) wound on a small diameter with a large pitch angle. The ends of 
the helices are open-circuited at the base when m = odd and short-circuited when m = even. 
When properly excited, the volute produces a very broad beamwidth with relatively low 
backlobes and good axial-ratio characteristics over a wide angular range. Since the volute 
is a resonant structure, the impedance bandwidth is narrow. Typically, the VSWR is < 2:1 
over a 3 to 5 percent bandwidth. Generally a wider bandwidth can be achieved with larger-
diameter wires for a given helix design. This type of antenna has been designed for various 
applications requiring a wide beamwidth over a relatively narrow frequency range.48,49

Because of its low-backlobe characteristics, a volute can be operated as an isolated 
antenna or with a ground plane. A half-turn l/2-volute antenna and a typical measured pat-
tern obtained with a rotating linearly polarized source at 488 MHz are shown in Figure 12-29.  

FIGURE 12-29 Half-turn, half-wavelength volute 
antenna and measured pattern at 488 MHz
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The pattern was measured with a 90° hybrid connected to the coaxial input ports of the two 
bifilar helices. The half-turn, half-wavelength volute is of particular interest because the 
input impedance of each bifilar can be matched to a 50-Ω coaxial input simply by minor 
adjustment of the helical-arm lengths without the need of a transformer. The measured 
VSWR is < 2:1 over ~5 percent bandwidth centered at 488 MHz.50

Short Axial-Mode Helices For certain applications requiring a wideband and broadbeam 
antenna with a relatively small physical size, such as reflector feeds, a short axial-mode helix 
(two to four turns) housed in a conical or circular cavity similar to that of Figure 12-3 can be 
employed. As discussed in the subsection “Nonuniform-Diameter and Tapered Helices,” the 
end of the helix may be slightly tapered to improve the VSWR and axial-ratio performance. 
A similar cavity-backed short helix designed for flush-mounting applications is described 
by Bystrom and Berntsen.51 A dual-helix feed system that utilizes two concentric helices to 
provide operation over two narrow-frequency bands is described by Holland.52

A helical feed design for a paraboloidal reflector that utilizes a four-turn backfire bifilar 
helix is described in King and Wong.53 This feed was designed for a spacecraft antenna 
operating in the 240- to 270-MHz band.* An attractive feature of the backfire bifilar-helix 
feed is that it does not require a cavity or ground plane, thus minimizing blockage effects 
and improving reflector-antenna efficiency. Based on the measured gain results reported 
in King and Wong,53 antenna efficiency of 64 to 70 percent is achievable over a 12 percent 
bandwidth. Similar reflector feed designs employing a backfire monofilar helix have been 
described by Johnson and Cotton54 and Nakano et al.55

Short-axial-mode helices with less than three turns are useful for array applications, 
particularly when circular polarization is desired. Nakano et al.56 have demonstrated that 
a two-turn helix with a pitch angle as small as 4° can provide an axial ratio of less than  
3 dB over a 12 percent bandwidth. A combination of low pitch and a small number of turns 
results in a low-profile configuration. A circular array using the two-turn helix as the radiat-
ing element is described in Nakano et al.57

The performance of a short-axial-mode helix is generally limited by its axial ratio and 
bandwidth characteristics. The helix can be designed to operate over a larger bandwidth if 
a larger pitch angle is employed and with some compromise on the minimum achievable 
axial ratio. Figure 12-30 depicts the typical measured radiation patterns of a 1.59-turn helix 
with a pitch angle of 11° on a 30- by 30-in (76.2- by 76.2-cm) ground plane.† The axial 
ratio varies from 1 to 3 dB in the 1.8- to 2.4-GHz band, which represents a bandwidth of 
nearly 30 percent. The helix was constructed using 0.081-in (2.06-mm) diameter copper 
wire wound on a Styrofoam cylinder. Additional laboratory experiments indicated that the 
axial ratio characteristics of short-axial-length helices can be improved by loading the helix 
end with a small taper, a small loop, or a flat spiral.

As mentioned previously, when a short-axial-mode helix is used as a single widebeam 
element, it can be placed in a circular cavity instead of a ground plane. Limited laboratory 
measurements showed that there are no significant changes in axial ratio characteristics. 
Also, when a short-axial-mode helix with an imperfect axial ratio is used as the radiating 
element for an array, the overall axial ratio characteristics of the array can be improved by 

*By TRW Systems Group, Redondo Beach, Calif.
†H. E. King and J. L. Wong, Aerospace Corporation sponsored research results.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Helical Antennas



 HELICAL ANTENNAS 12-21

appropriately arranging the relative orientation (roll position) and adjusting the excitation 
phase of the individual elements within the array.58

Helicone Antennas An axial-mode helix can be operated in conjunction with a conical 
horn to provide a broadband antenna with low sidelobes.59 The axial length of the helix 
and the horn are approximately the same. Sidelobe levels of the order of −25 dB have been 
reported. Design and performance data are available in the literature.60

FIGURE 12-30 Radiation patterns of a 1.59-turn helix on a 30- by 30-in ground plane
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12.6 SATELLITE WIDEBAND  
HELICAL ANTENNA DESIGN

For space applications the optimization of mass, size, and gain of the antenna are essen-
tial. In addition, spacecraft such as SKYNET, NATO, and GeoLITE require, at launch, 
a stowed tapered helical antenna that is deployable on-orbit, by extending a center rod 
and using a metal tape as radiating elements. Canadian Astronautics Ltd.61–63 built and 
tested a wide range of single and multisection, single and multipitch uniform cylindrical 
and tapered helices. To achieve wide bandwidth, stepped cylindrical61 instead of tapered  
helical antennas were proposed with multisections and multipitch angles. One of the result-
ing configurations was a pair of concentric helices sharing the same ground reflector. This 
2-wavelength-long antenna provides 12-dBi gain at 760 and 1290 MHz, with 16 dB isola-
tion between the frequencies to reduce passive intermodulation.

To date, there are no simple mathematical solutions for designing helical antennas. 
Unfortunately, a 1-dBi uncertainty can lead to as much as one-third of the helix length. 
Most often, modeling software based on NEC64 is used to compute the currents on the helix 
wire or metallic tapes forming the helix.

12.7 RECENT DEVELOPMENTS

Cardoso and Safaai-Jazi65–67 found that winding a helix on a spherical, rather than a cylin-
drical, surface can produce designs that maintain good circular polarization over a broader 
beamwidth. Hemispherical designs have also been proposed and have the advantage of 
reduced height and operation over a wide angular region.68–72 Various methods have been 
presented for reducing the size71–73 and improving the bandwidth of helical antennas,74–78 
including the use of wideband impedance matching.79–81 Finally, it is worthy of note that in 
1995, Kraus presented an axial mode helix design that did not require a ground plane.82

FIGURE 12-31 SKYNET 4 UK MOD spacecraft UHF helical antenna designed and built in 1984 by 
Sultan et al61–63 at CAL (Canadian Astronautics Limited—now EMS Technologies Ottawa). Similar anten-
nas were later deployed on NATO and The National Reconnaissance Office. GeoLITE satellite built by  
TRW/NRO, http://spaceflightnow.com/delta/d285/010517geolite.html. Posted May 17, 2001.
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13.1 INTRODUCTION

Theoretically, frequency independent (FI) antennas have near-field and far-field char-
acteristics independent of frequency. Thus, an FI antenna must have an infinitely large 
aperture to eliminate the low-frequency limit. It must also have a very fine and infinitely 
small feed region to remove the high-frequency limit. To eliminate length-dependent scal-
ing, an FI antenna is exclusively described by angles. To reduce and ideally eliminate the 
far-field contamination, the residual currents must decay to zero after passing through 
the active (principal or main) region and before entering the next higher order radiating 
region. The complete radiation from a single active region, also known as constructive 
radiation, is however not possible. Finally, an ideal FI antenna must have a frequency 
independent feed.

Certainly, no practically realizable antenna can fulfill these requirements. Thus, realistic 
FI antennas are radiators having virtually invariant impedance and pattern characteristics 
over very wide instantaneous bandwidths or consecutive multiple logarithmically periodic 
bands. Consistent impedance and pattern characteristics over 100:1 bandwidths have been 
successfully demonstrated, so that the system bandwidth is commonly limited by the elec-
tronics, rather than by the antenna. Owing to the previously mentioned properties, FI antennas  
have become irreplaceable components of many, predominantly military, systems. This 
chapter outlines the fundamental principles of frequency independence and reviews many 
antenna structures belonging to this class.

Basic Principles

The following principles underline FI antennas and their performance1–7:

● Geometry scaling
● Geometry description by angles
● Truncation of residual currents
● Self-complementarity

Clearly, these principles disregard effects of the balun feed, which must be frequency 
independent over the same finite bandwidth as the antenna. In a nondispersive medium, 
the current distribution on an FI antenna as a function of frequency remains fixed only if 
both the dimensions of the antenna and the operating wavelength are changed by the same 
fraction. This ensures that the antenna’s electrical dimensions remain invariant to changes 
in operating frequency. Consequently, the invariance of currents (sources) with normalized 
frequency leads to near- and far-field invariance with frequency. This scaling concept can 
be readily extended for inhomogeneous structures composed of metals and dielectrics if all 
dimensions are scaled inversely proportional to frequency.

To obtain continuous scaling of antenna performance with frequency, the radiating 
structure of the antenna must be specified only by angles. This way the frequency scaling, 
which for antennas with a lineal structural form results in resonance scaling, corresponds 
to rotation and translation of the basic structure. Exact mathematical formulation for fre-
quency independent planar and non-planar antennas, based on the previous principles, will 
be derived later in this section.

Theoretically, an infinitely broadband FI antenna, defined purely by angles, must be 
infinitely large with infinitely fine center details. However, for any practical use where the 
bandwidth of the system electronics and allowed space are finite, the antenna bandwidth may 
be reduced accordingly. To maintain the FI performance while having reduced/finite size, 
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the antenna must obey the truncation principle. That is, the residual currents must decay to 
zero after they have been radiated from the principal active region. By allowing significant 
existence of residual currents, impedance and pattern degradations can occur. Impedance 
bandwidth is affected when these currents reach antenna ends and reflect back to the feeder. 
This effect can be mitigated, as will be shown later. Pattern degradation occurs due to the 
radiation from the higher order regions when the antenna is large enough and from the 
residual currents reflected from the arm ends. However, if the residual currents decay to zero 
or to a very small value, then the antenna aperture can be terminated at the finite distance 
and reflection from the ends will be eliminated. This way, as the frequency is increased, the 
radiation pattern of a finite, truncated structure approaches limiting form; that is, the pattern 
of an infinite structure.

The truncation principle establishes the low-frequency limit of an FI antenna. At 
the lower end of operation, two important situations must be addressed. First, the high- 
frequency regions become part of the antenna feed system. More clearly, the low-frequency 
wave, while traveling to the designated active region, uses the path between the feed and 
active region as a transmission line. Second, at some frequency the currents will start to 
interact with the antenna ends before decaying to zero. Below this frequency, the antenna 
will still radiate, but its current distribution will be disturbed and antenna impedance and 
pattern will be inconsistent with frequency. To mitigate end effects, a lossy termination is 
typically integrated with the end of the radiator. The upper-frequency limit is determined 
by the precision with which the balun and feed region can be fabricated.

Self-complementarity is not a necessary condition for FI performance. This principle 
states that if the interchange of metallic and nonmetallic parts on a planar antenna embed-
ded in a homogeneous medium leaves the geometry unchanged except for a rotation equal 
to one half of the angular periodicity, then the respective impedances of two complemen-
tary antennas are related by

 
Z ZMETAL SLOT = 





η
2

2

 
(13-1)

where h is the plane wave impedance for the homogeneous medium (for an antenna in 
air h = 120p Ω, and the impedance is ZMETAL = ZSLOT = 188.5 Ω ). Equation 13-1 is based 
on Booker’s extension of Babinet’s principle6 and has been widely utilized in designing 
antennas with a broadband impedance match. Self-complementary two-arm spiral, four-
arm sinuous, and four-arm planar log-periodic antennas are shown in Figure 13-1.

FIGURE 13-1 Examples of self-complementary planar structures: (a) two-arm spiral, (b) four-arm 
sinuous, (c) and four-arm log-periodic

(a) (b) (c)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Independent Antennas



13-4 CHAPTER THIRTEEN 

Antennas with minimum impedance and pattern variations over a frequency range 
repeated with the logarithmic periodicity also adhere to the FI principles. Both infinitely 
large and infinitesimally fine structure is needed to comply with the theoretical require-
ments; however, for practical purposes, these conditions are relaxed. The connection 
between the two apparently different FI conceptual approaches is mathematically well sup-
ported. Specifically, the conical screw FI antenna structure allows log-periodic antennas 
to become FI. Finally, note that this principle is more a rule for evaluation rather than for 
design, and it implies that a properly designed FI antenna should have identical perfor-
mance at frequencies related by the (logarithmic) periodicity of the antenna with as little 
performance variation as possible within each period.

The two arms of a self-complementary six-arm log-periodic structure are depicted in 
Figure 13-2. The geometric ratio, or growth rate, is denoted by t and is the ratio of frequencies 
between which small variations in antenna performance occur. The growth rate is also equal 
to the ratio of the lower (smaller) and the next higher (larger) repeatable structural dimension 
(i.e., t = fn / fn+1 = rn+1 / rn). To be able to truncate the log-periodic geometry, the antenna must 
be designed to eliminate radiation in the direction of the antenna’s low-frequency expansion. 
If the pattern null is not produced in the truncated direction, the currents will also exist in 
infinity and the end effect will be significant. This violates the truncation principle.

Mathematics of Frequency Independence

The derivation of frequency independence given in this section follows the work from 
Rumsey,1,2 Elliot,7 and DuHamel and Isbell8 and is valid for spherical coordinate systems, 
r, q, and f. The following assumptions have been made:

● The antenna ports are symmetric around the origin and the distance between the ports is 
infinitesimally small.

● q = 0° is the axis of symmetry.
● The antenna is infinite.
● The antenna arms are made of a lossless conductor.
● The medium is homogeneous and isotropic.
● The outline of antenna arms can be described with the parametric formula r = r(f,q), 

where r, f, and q are spherical coordinates and r (f, q ) is the radius vector to any point 
on the antenna arms.

FIGURE 13-2 Schematic of two-arm geometry. The full structure is that 
of a planar six-arm self-complementary log-periodic saw-tooth antenna.
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To scale the antenna performance to a  times lower in frequency, i.e. f ’= f/a , the electri-
cal dimensions of the original must be maintained. Thus, all defining points on the antenna 
arms must be multiplied with the same factor. The radius vector now becomes

 
r r' ( , )= ⋅α φ θ

 
(13-2)

Figure 13-3 depicts an example of original and scaled geometry with a  = 2. The solid 
circle in the middle denotes the infinite precision of the feeding region. Therefore, the scal-
ing is equivalent to the rotation of the geometry by the angle f ′ around the fixed antenna 
terminals. Mathematically,

 
r r r' ( , ) ( ', )= ⋅ = +α φ θ φ φ θ

 
(13-3)

Equation 13-3 clearly shows that the two antennas will have the same performance at 
two frequencies related by a , except for the associated azimuth rotation f ′. Additionally, 
the scaling factor a  and associated azimuth rotation f ′ are mutually dependent and invari-
ant to any other parameter of the antenna. Thus, after taking partial derivatives (∂/∂f  and 
∂/∂f ′) of both sides in Eq. 13-3,

 

α φ θ
φ

φ φ
φ

φ φ
φ φ

φ φ∂
∂ = ∂ +

∂ = ∂ +
∂ +

∂ +r r r( , ) ( ') ( ')
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(13-4)
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(13-5)

FIGURE 13-3 Notion of scaling through rotation of an  
infinite FI geometry
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Because the right-hand sides of Eq. 13-4 and Eq. 13-5 are the same,

 

1 1
r

r
d
d

a
( , )

( , )
'φ θ φ θ α

α
φ φ φ∂ = 





∂ = ∂

 

(13-6)

where a = a−1da /df ’ is a constant. The solution to Eq. 13-6 is

 
r r f a= =( , ) ( ) exp( )φ θ θ φ

 
(13-7)

where f (q ) is the arbitrary functional dependence of antenna structure on angle q. An 
antenna described by Eq. 13-7 is frequency independent. For the example shown in 
Figure 13-3, the infinitely large structures represented by solid and dotted lines follow 
the same growth rate a and the dependence with elevation angle f(q ) = constant. When 
the scaling factor is a  = 2, the original equiangular spiral (solid line) rotates in azimuth 
by f ′ = log2/a to conform to the dotted spiral structure. Thus, the antenna scaling is 
equivalent to a rotation, and the performance at any two frequencies f1 and a f1 must 
be the same except for the rotation f ′ in azimuth. The rotation of the antenna pattern 
with frequency is experimentally verified with the equiangular (log-) and other spiral 
antennas.

By closely examining Eq. 13-7, the following special cases can be derived:

● Planar equiangular spiral f ′(q ) = Ad (p /2-q ), where A is constant and d (p /2-q ) is the 
Dirac delta function clearly defining a planar structure.

● Conical equiangular spiral f ′(q ) = Ad (b-q ), where b  is the apex angle of the cone 
while the spiral arms are projected onto the cone surface.

● Conical screw The equiangular spiral is projected onto the volume (not surface) 
between the two concentric cones having different apex angles.

● Log-periodic planar sheet Taking f  = constant cut through a conical screw with axis 
on the q axis. A drawing of the self-complementary log-periodic antenna8 is shown in 
Figure 13-4. Rotation of this planar structure around the arm’s symmetry axis will give a 

FIGURE 13-4 Drawing of the first planar two-arm 
sheet log-periodic antenna (after R. H. DuHamel and  
D. E. Isbell8 © IEEE 1957)
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biconical screw. Log-periodic structures can be obtained by utilizing the transformation 
z = ln(w), where z(x,y) and w(r,j) represent two spaces. This transformation is depicted 
in Figure 13-5 for a four-arm self-complementary sinuous antenna.

13.2 SPIRAL ANTENNAS

L to Ku band radar developments after the Second World War created a need for compact, 
flush-mounted antennas and their use for electronic countermeasures (ECM) on aircraft 
platforms. Broadband, wide beamwidth, circularly polarized sensing capabilities were thus 
highly sought after. Interestingly, the discovery of an antenna capable of satisfying all 
those requirements came unexpectedly. In 1954, although discouraged by many experts, 
E. M. Turner wound a long-wire dipole into a spiral form and connected its terminals to a 
two-wire feedline.9 At that time, the largest antenna bandwidths were on the order of one 
octave, but the results obtained with the first spiral experiment were so encouraging that an 
immediate research effort was launched. At the present time, spirals and other frequency 
independent antennas are irreplaceable components of many communication platforms, 
various electronic warfare, ECM, and direction-finding systems, and atmosphere, ground, 
and space exploration stations, and so on.

Spiral antennas are inherently circularly polarized radiators with relatively constant 
input impedance and radiation patterns over wide frequency ranges. Bandwidth is deter-
mined by the fine precision of the feeding region (high frequencies) and overall spiral aper-
ture size (low frequencies). Often the balun feed limits antenna performance, though very 
wideband feeds have been devised. Spirals can be designed in various planar or conical 
shapes, with the most common configurations being the equiangular2,10,11and Archimedean 
spirals.12 The finite features of spiral aperture prohibit its frequency independent operation 
for wavelengths greater than the antenna aperture circumference and less than the diameter 
of its feeding region. Spiral antennas operate in a so-called 3W way—as a fast Wave, leaky 
Wave, and traveling Wave antenna. Basically, the traveling wave form of the excited cur-
rents on the spiral arms allows for its broadband performance. This wave is fast due to the 
mutual coupling between neighboring arms and leaks energy while propagating on the line 
to produce radiation.

FIGURE 13-5 A four-arm self-complementary sinuous antenna (a) and its log transformation (b)

(a) (b)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Independent Antennas



13-8 CHAPTER THIRTEEN 

Spirals can be designed with different numbers of arms, but typically two or four arms 
are used. The number of arms and their excitation phase/amplitude difference determines 
antenna performance, which is frequently described using spiral modes. Until recently, it 
was generally accepted that the number of broadband spiral modes that can be excited using 
an N-arm spiral is N –1 (see pages 108–109 of Corzine’s and Mosko’s Four-Arm Spirals13). 
However, in the article by Filipovic, Stutzke, Buck, Mu, and Kefauver, the broadband dual-
mode operation of a two-arm slot spiral was successfully demonstrated.14 Two-arm spirals 
are most frequently used to operate in the 1st (mode 1, m1, sum, or Σ) mode, which is 
obtained when the arms are excited 180° out of phase. Radiation leakage occurs throughout 
the propagation path of the current traveling wave, with the most efficient radiation from 
the ring one wavelength in circumference. When operating in this mode, the spiral directs 
its radiation toward broadside.

Spiral antennas can be classified (with respect to the type of transmission line support-
ing the excited traveling wave) in two major groups: printed or wire spirals and slot spirals. 
Although the first published records of spiral research were on slot spirals,9–11 the major-
ity of publications and patenting have occurred for printed geometries.4,5,12,13 The main 
reason is that multiarm designs are more easily realized with printed spirals. Additionally, 
once multi-octave broadband matching techniques were developed, vertical feeds were 
realized and many aperture designs became feasible. Other spiral designs have also been 
introduced, including the spiral mode microstrip (SMM) antennas, realized from microstrip 
lines wound into a spiral shape.15

Basic Principles

The radiating ring theory, also known as band theory,12 is used to describe the theoretical 
principles behind the operation of spiral antennas. The band theory will be demonstrated 
on the simplest and most commonly used spiral antenna: a two-arm, planar, wire spiral 
antenna operating in mode 1. As depicted in Figure 13-6a, the spiral is fed from its center 
at ports A and A’, ideally with equal amplitudes and a 180° phase difference. When fed 
with an ideal balanced line, and assuming a discontinuity free aperture, the spiral will 
support propagation of the forward traveling wave. Mode 1 radiation will predominantly 
occur from a ring with approximately one guided wavelength (l ) circumference. When 
excited to operate in this mode, spiral currents at points B and B’, which belong to neigh-
boring arms, will be directed the same way, i.e. they will have the same phase value. The 
same is true for diametrically opposite points C and C’. The nonradiated traveling wave 
currents will flow past this region, and if the size of the spiral permits, radiate in the next 
properly phased section. This will occur at a circumference equal to three guided wave-
lengths (mode 3 for a two-arm spiral). If the spiral is not large enough, the currents will 
reach the end of the spiral arms where they are either absorbed or reflected back toward 
the spiral’s center. Note that if the size of the spiral is large enough, the in-phase cur-
rent conditions will show up at odd guided wavelength circumferences of the spiral and 
higher order modes will radiate. This condition is known as overmoding. If attenuation 
of the forward traveling wave through radiation and dissipation in the lossy termination 
are insufficient, the currents will reflect back from the end of the spiral and backward 
traveling waves will be generated. The corresponding radiation of this current wave will 
be cross-polarized. The majority of backward current wave power will also leak in the 
odd wavelength circumference regions. Any remaining power will arrive at the spiral 
input ports (if perfectly matched) and show up as increased input VSWR. The phase of 
the traveling wave current is shown in Figure 13-6b, where two different shadings denote 
the instantaneous phases between 0–180° and 180–0°. The mode regions with currents 
directed the same way are clearly seen.
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A similar radiation process occurs with other modes and different numbers of arms. For 
example, a four-arm CCW spiral fed antenna in mode 1 (total phase progression of 360° at 
the input ports, i.e. the feed phase vector is {0o, 90o, 180o, 270o}) will radiate higher modes of 
orders 5, 9, 4m + 1, m = 1, 2, …. if the spiral is large enough to support those modes. When fed 
with 720° phase progression between input ports (feed-phase vector is {0o, 180o, 0o, 180o}), the 
spiral will operate in mode 2 (m2, difference or ∆ ), and overmoding will show up at radiating 
rings at 6, 10, … 4m + 2, m = 1, 2, … guided wavelength circumferences. Mode 1 and 2 regions 
of a four-arm spiral are shown in Figure 13-7. Overmoding sometimes occurs due to imperfec-
tions in the feed circuitry, loose or improperly phased cables, material impurities, and other con-
ditions capable of alternating the natural progression of the current traveling wave. This type of 
overmoding is not a function of the number of arms and is typically evenly distributed across 
the possible modes providing the errors are random. For the same four-arm spiral example used 
in Figure 13-7a, the errors of this type will be distributed across all modes (0, 2, 3, etc.).

Different Spiral Forms

The most frequently used spiral shapes are Archimedean and equiangular (log-periodic) 
spirals in planar or conical form. These shapes in planar form are drawn in Figure 13-8. 

 FIGURE 13-6 Band theory for mode 1 excitation (a) and current phasing (b)

(a) (b)

FIGURE 13-7 Four-arm spiral currents depicting mode 1 (a) and mode 2 (b) radiation regions

(a) (b)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Independent Antennas



13-10 CHAPTER THIRTEEN 

The Archimedean spiral has a constant arm width and constant separation between arms 
through the entire aperture. The defining equation for this antenna is r = r0 + af , where 
r0 is the starting radius, a is the growth rate, and f  is the progressive growth angle. The 
equiangular spiral has progressively increased arm width and separation between the arms 
as they open toward the outside. This shape can be entirely described by angles and is the 
basis for the frequency independent principles (see Section 13.1). The defining equation for 
an equiangular spiral is r = r0eaf , where r0 is the starting radius, a is the growth rate, and f  
is the progressive growth angle. Another term frequently used to describe tightness of the 
equiangular spirals is the so-called expansion factor (EXP), defined as EXP = e2pa. For an 
expansion factor of 2, the spiral radius, as well as the arm width and separation between the 
arms, will double for each turn. Shown in Figure 13-8 are also the equations for the angles 
subtended between the radius vector and the tangent on the spiral line at the same point 
along the arms. For the Archimedean spiral, this angle will depend on the radius, r, while 
with the equiangular structure, this angle is constant.

Two-arm Spirals

The minimum number of arms needed for single-mode broadband operation is two. 
Single arm spirals have been designed for some narrow-band applications and will not 
be discussed in this chapter.16 The most frequently used two-arm spirals are two-arm 
Archimedean spirals. A commercial version of this antenna is shown in Figure 13-9. These 
5 cm diameter spirals work from 2 to 18 GHz and are available in both RCP and LCP ver-
sions. The depth of the cavity backing is almost as large as the antenna diameter. About half 
of this depth is due to absorber loading and the remaining is due to the integrated balun. 
The absorber loading significantly reduces the interaction between the metal backing and 
the spiral aperture. Use of absorber loading reduces antenna efficiency to a maximum of 
about 50 percent; however, the pattern uniformity over the operating bandwidth is that of 
a freestanding structure. Integrated within the cavity is also a vertical balun/impedance 
transformer connected between the spiral ports (in the center) and the connector on the 
back. The copolarized and cross-polarized gains of this antenna vary little, and the axial 
ratio is better than 1 dB throughout the band. The axial ratio is highly dependent on the 
termination method used, especially toward the low end of the operating band (near one 
wavelength circumference for a mode 1 spiral).

(a) (b)

FIGURE 13-8 Four-arm Archimedean (a) and equiangular (b) spirals. Shown also are the equations used 
to generate the outline of their arms.
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The typical impedance and far-field performances of a well-designed 5-cm diameter 
two-arm freestanding spiral without end termination are shown in Figure 13-10. The low-
frequency ripples in impedance and high axial ratio denote the effects of the backward 
wave and are the consequence of unterminated arm ends. At the low-frequency end, the 
diameter of the antenna is not large enough to support the radiation of the m1 through the 
entire active region, thus a strong backward wave exists on the arms. When this wave 

FIGURE 13-9 Two 5-cm diameter complementary Archimedean spirals terminated 
with absorptive paint and a 100-Ω resistor; arm width W ∼0.58 mm (Courtesy Loral 
Randtron Systems)

FIGURE 13-10 Broadside axial ratio and input impedance (a), and co/cross-polarized broadside gains with 
overlaid 36 azimuthal cuts at 2 and 8 GHz (b) of a free-standing self-complementary two-arm spiral. These 
results are obtained with the method of moments code FEKO.

(a) (b)
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couples to the feed, it deteriorates the antenna impedance. The radiated power of the back-
ward wave is high, so that the two circularly polarized patterns are superimposed, giving 
rise to the linearly polarized performance. Additionally, the omnidirectionality deteriorates 
at 2 GHz as seen from the spread of 36 overlaid copolar patterns shown in the inset of 
Figure 13-10b. At 8 GHz, this spread is significantly smaller, and a symmetric radiation 
pattern is obtained.

Several variations of two-arm spirals are shown in Figure 13-11. Different metal to 
nonmetal (slot) ratios are typically used for tuning the impedance at the antenna ports. 
However, the most uniform far-field performance is obtained with self-complementary spi-
rals. The differences in performance between the tightly wound Archimedean and equian-
gular spiral are not significant, and sometimes a combined growth is utilized. Actually, the 
far-field of tightly wound Archimedean and equiangular planar spirals is undistinguishable. 
However, for conical projections, the differences in beamwidths can be measured.17

Multiarm Spirals

The interest in spirals with more than two arms was ignited by Paul Shelton in 1960. He 
proposed three- and four-arm spiral designs for multimode operation (see Appendix A in 
Four-Arm Spirals for the copy of the original letter13). Shelton recognized that for proper 
phase progression at the input ports an extra arm (reference) was needed; thus to achieve two 
broadband modes, at least three arms were required. His finding discontinued the ongoing 
research regarding demonstration of two broadband modes from two-arm spirals.18 Since 
then, it has been generally accepted that an N-arm spiral can radiate only N – 1 broadband 
modes. Therefore, the minimum number of arms for a multimode spiral is three. A unique 
feature of the three-arm spiral is that the first and second modes have the same impedance. 
However, four arms are generally used due to the more complex feed network, often called 
beamformer or modeformer, needed for the three-arm spiral (feed phase vectors are m1  
{0, 120, 240°} and m2 {0, 240, 480°}). For dual-polarized spirals, such as the Modulated 
Arm Width (MAW ) spiral,19 a minimum of five arms are required for multimode operation. 
Due to beamformer simplicity, six or eight arms are generally used. Shown in Figure 13-12 
are wire models of two-, four- and six- arm log-spirals with the same exponential factor  
EXP = 1.5. Starting radius is 1.25 mm; ending radius is 3 cm.

When comparing the far-field performance of these antennas, the major differences are 
in the symmetry of the azimuthal patterns (WoW, which will be discussed more in the next 
section) and in the broadside axial ratio (cross-polarization). The copolarized patterns  
are virtually indistinguishable. The complexity of the mode-forming network and arm 
terminations are the main reasons for the lesser use of spirals with more than two arms. 

FIGURE 13-11 Drawing of a self-complementary Archimedean (a), non-self-complementary Archimedean 
spiral (b), and self-complementary equiangular (c) two-arm spirals

(a) (b) (c)
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Shown in Figure 13-13 are the cross-polarization levels and the 3-dB beamwidth for two-, 
four-, and six-arm spiral antennas when designed for mode 1 operation. Spirals are free-
standing, and unterminated arms are made of a perfect electric conductor. The increased 
number of arms contributes to the improved cross-polarization levels, primarily due to the 
increased coupling in the active region, and better filtering of negative (cross-pol) modes. 
The copolarized patterns are unaffected by the number of arms used.

Spiral Modes

Spiral modes were first theoretically studied in the early 1960s20,21 when radiation condi-
tions for orthogonal radiation modes of infinite arm spirals were derived. It was shown 
that an arbitrary feeding arrangement at the spiral arms can be decomposed into the sum 
of several modes, giving rise to the characteristic far-field radiation. Multimode spirals 
have been traditionally used for monopulse direction finding,13 where amplitude and phase 
comparisons between the multiple modes can provide information on azimuth and eleva-
tion of the incoming signal.

The notion of spiral modes is associated with the desired or undesired radiation condi-
tions from a spiral aperture. Desired radiation is that of the dominant modes for which 
the spiral is designed. Undesired radiation is that occurring from various imperfections 
(beamformer errors, phase matching from the cables or balun, and so on) or excitation 

 FIGURE 13-12 Two- (a), four- (b), and six-arm (c) equiangular spirals with EXP = 1.5

(a) (b) (c)

(a) (b)

FIGURE 13-13 Cross-polarization difference (a) and 3 dB beamwidth (b) of two-, four-, and six-arm spirals
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and radiation from the higher order modes. For example, for a four-arm spiral designed to 
operate in mode 2, the imperfections can cause radiation from modes 1, 3, 4, etc., while 
the higher-order mode is mode 6. An example of an undesired mode 4 effect on the mode 2 
pattern of a four-arm spiral is shown in Figure 13-14. The pattern undulation with two half 
sinusoids occurred due to the imperfections in the feeds.

Dominant modes are those for which the proper phase progressions at the feed are devised; 
for mode m, an overall phase progression of m × 360° is needed. They are circularly polar-
ized waves radiated from the ml circumference rings and have a far-field phase progression 
with m cycles of 360° on any constant q angle. Only mode 1, both right circular polarization 
(RCP) and left circular polarization (LCP), has any boresight component. All other modes 
have an on-axis null. Higher-order modes are typically unwanted, and they are formed due 
to the existence of the nonradiated currents on the spiral aperture outside the nominal radi-
ating ring. They can be suppressed by reducing the size of the spiral so its circumference is 
smaller than ml, where m is the unwanted mode. Improving the efficiency of the radiation 
through the dominant radiating ring can reduce the negative effects of these modes, and 
this is recommended for spiral designers. Radiated power of the higher-order modes is to 
blame for scalloping spiral patterns and significantly increased amplitude wobble on coni-
cal spiral pattern cuts (the parameter often termed as WoW5,13). Shown in Figure 13-15  
are the decomposed patterns of desired mode 1 and higher-order modes 3 and 5 of a two-
arm spiral on a constant conical cut. The undulations associated with the higher-order 
modes clearly verify the previous discussion, and special care must be exercised when 
truly frequency independent performance is needed of a spiral.

FIGURE 13-14 Effect of feed imperfections on the mode 2 radiation pattern 
of a four-arm spiral

FIGURE 13-15 Azimuthal patterns for mode 1 and higher-order modes 3 and 5 super-
imposed with mode 1
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Computed copolarized radiation patterns for seven broadband modes of an eight-arm 
equiangular spiral are shown in Figure 13-16. Each higher-order spiral mode peaks suc-
cessively farther from boresight with only mode 1 having maximum gain at boresight. 
Approximate beam peak angles and directivities are shown in Table 13-1. These values are 
typical but there will be minor variations based on spiral design and frequency.

To demonstrate overmoding on a two-arm spiral antenna, the max gains of the operat-
ing mode m1 and a first higher-order mode, m3, are computed for several equiangular 
spirals with various growth rates and their difference is plotted in Figure 13-17. The tighter 
growth rates can be utilized to design antennas with high cross-mode difference gains and 
thus improved patterns. The maximum value shown for m3 radiation is –18 dB below the 
m1 gain at 18 GHz.

The WoW at 30° for the antennas given in Figure 13-12 is shown in Figure 13-18. 
Spirals with a larger number of arms produce more symmetric (pure) radiation patterns 
due to the progressively higher order of the first contaminating mode. As discussed earlier, 
for the two-arm spiral, the first higher-order mode is m3, while for the four- and six-arm 
spirals, these are modes m5 and m7, respectively. Unfortunately, the complexity of the 
beamformer and the arm terminations prevent the widespread use of spirals with more than 
two arms.

Dielectric Loading Effects

A spiral is a fast wave antenna and the use of a high dielectric constant and/or thick dielec-
tric can significantly alter its characteristics. Input resistance is reduced and the gain, axial 
ratio, and pattern purity in general are all degraded when compared with a freestanding 
spiral. Dielectric loading slows the traveling wave thus reducing the aperture of the active 
mode. Additionally, the coupling between the neighboring arms is reduced and the radiation 
through the active region is decreased. This means that the forward traveling wave, after 
passing the desired region, will have more energy and radiate in the higher order modes, 
contributing to the excessive far-field contamination. For some applications, pattern purity is 

Spiral mode m1 m2 m3 m4 m5 m6 m7

Beam peak in° 0 36 48 52 54 56 57

Max directivity in dBic 8.5 6.3 6.3 6.5 6.7 6.8 6.8

TABLE 13-1 Directivity and Beam Peak Elevation Angles for Seven Modes of an Eight-arm 
Freestanding Spiral

FIGURE 13-16 Radiation patterns of modes m1 through 
m7 for an eight-arm freestanding spiral
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not essential so that the associated miniaturization due to the loading is usually computed as 
a relative reduction of the lowest frequency for which the spiral has a prescribed gain value 
at the beam peak.22 Pure modal patterns can still be obtained, but the number of spiral arms 
need to be increased or the operational bandwidth is decreased (Eq. 13-15). Interestingly, and 
owing to the radiation ring theory of operation, this translation of the frequency dependent 
gain curve is proportional to (er,eff)

1/4, as compared to the (er,eff)
1/2 impedance shift, where er,eff 

is the effective dielectric constant of the associated stripline model.23

FIGURE 13-17 Mode 3 content (relative to mode 1) of a 6-cm diameter two-arm  
equiangular spiral with various growth rates shown in inset

FIGURE 13-18 WoW at 30° for spirals given in Figure 13-12

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Independent Antennas



 FREQUENCY INDEPENDENT ANTENNAS 13-17

Effects of dielectric loading are best shown in Figure 13-19. The free-space case has 
the lowest gain reduction and highest attenuation of the traveling wave through the radiat-
ing region. The more pronounced the loading (lower wave velocity v), the more bound the 
traveling wave is to the spiral and the less it radiates. The conical-cut pattern of a spiral with 
v/c = 0.65 taken at the q = 60° clearly depicts the undesired loading effects on the pattern 
purity. The WoW of about 8 dB, the variation of the axial ratio from 0.1 to 4 dB, and two 
undulations offer clear proof of a very high-level of energy being radiated from the m3 ring, 
i.e. reduced attenuation through the m1 active ring.

Far-Field Modal Decomposition

To investigate the composition of the modes in a radiation pattern of a spiral antenna, a 
technique referred to as pattern modal decomposition is often used.5,13,24 The radiating 
modes of an N-arm spiral can be obtained by producing a phase progression between 
adjacent arms at the feed points equal to 2pm/N, where m = 1,2,… is the desired mode of 
operation. To compute the modal content of the radiated field, the phase progression is 
applied to the arms of the spiral through complex voltage coefficients defined by

 
V V ek m m

j m k
N

,

( )

= ⋅
− −

0

2 1π

 
(13-8)

where k = 1, … N denotes the arm, V0m is a constant amplitude, and j equals −1. Equation 13-9 
has the restriction
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k

N

,
=

∑ =
1

0

 

(13-9)

(a) (b)

FIGURE 13-19 (a) One l-ring gain loss and attenuation versus v/c for an equiangular spiral. (b) Measured 
rotating linear conical-cut pattern of a 5 cm cavity-backed Archimedean spiral with v/c = 0.65 (Courtesy of 
Loral Randtron Systems)
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for each mode. A determination of the modal fields in terms of the measured pattern is then 
obtained by applying

 
E

N
V Em k m k
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*θ θ φ

φ

φ

≅ ⋅ ⋅
=

∑1

1  

(13-10)

where Em(q )are the coefficients to the discrete Fourier series representation of E(q,f k).  
Nf  is the number of points per conic cut (at a constant theta value), in the far-field pattern 
data, and the highest number of ambiguity free modes that can be resolved is equal to Nf /2−1.  
E(q,f k) can be measured pattern data or calculated from electromagnetic models.

To demonstrate the capabilities of this technique, the beamformed patterns of an eight-
arm RCP spiral are decomposed into modes, as shown in Figure 13-20. Both left- and right-
handed modes supported by this structure are measured, and the power in cross-polarized 
modes (negative ones) is much less than that of the copolarized fields. Also clear from this 
figure is that the higher-order modes “turn on” at progressively higher frequencies. A single 
arm measurement without beamformer can also be decomposed into basic spiral modes, 
thus providing a significant amount of data, i.e., all possible spiral modes from a single 
port measurement.

Mode Impedances

The input impedance to the ground for a self-complementary N-arm structure in free space 
is derived by Deschamps25 and is given as

 

Z
m

N

m
fs comp,

sin
=

⋅





η
π

0 4

 

(13-11)

where h0 = 120p  Ω is the impedance of the free space. The integer, m, denotes the eigenvalue 
or characteristic mode (m = 1,2, … N−1) where N is the number of arms on the structure. 

FIGURE 13-20 Power in each mode for a single arm of a 25-cm diameter eight-arm spiral
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Modal impedances for self-complementary two- to eight-arm spirals are computed using 
Eq. 13-11 and the results are shown in Table 13-2. Interestingly, only a three-arm spiral has 
the same modal impedances for m1 and m2, making it an excellent candidate for monopulse 
direction finding. However, the complexity of the beamforming network for this antenna 
reduces its practical application. In practice, these theoretical impedances are lowered due 
to the finite thickness of the metallic parts on an antenna as well as the inevitable dielectric 
loading (used for mechanical support).

To impedance match the spiral to a particular mode, the arm to gap ratio (A/G) at the 
spiral feed points can be adjusted to match to the feed cable impedance (usually 50Ω). 
Because spirals radiate most efficiently as self-complementary structures, the noncomple-
mentary feed region should be slowly transformed back to the complementary before the 
first desired radiation region. As with most impedance transformers, this transition should 
be at least one-quarter guided wavelength long at the lowest frequency of operation. A 
drawing of a tapered A/G feed region for an eight-arm spiral is shown in Figure 13-21a. For 
this antenna to simultaneously match both m2 and m3 to 50Ω coax, the predicted optimum 
A/G ratio is about 20 (see Figure 13-22). Impedances for various A/G ratios, modes, and 
dielectric thickness are computed by Huffman and Cencich.26

Spiral Mode

# Arms 1 2 3 4 5 6 7

2  94.2

3 108.8 108.8

4 133.3  94.2 133.3

5 160.3  99.1  99.1 160.3

6 188.5 108.8  94.2 108.8 188.5

7 217.2 120.5  96.7  96.7 120.5 217.2

8 246.3 133.3 102.0  94.2 102.0 133.3 246.3

TABLE 13-2 Input Impedance of Free-space Self-Complementary Spirals

(a) (b)

FIGURE 13-21 (a) Impedance transformer for an eight-arm spiral and (b) matching section for a  
four-arm spiral antenna28
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Simultaneous matching of spiral mode impedances is a challenging problem and several 
methods have been devised. These methods utilize a feedline structure that is highly decou-
pled at the beamformer input (all input ports are 50Ω, regardless of mode), and strongly 
coupled at the spiral interface (impedance is dependent on input excitation). In the feedline 
section, near the spiral, coupling is obtained similar to that between the arms in a spiral 
antenna. A six-arm spiral with a coaxial-type coupled feedline27 has maximum return loss 
of −13, −17 and −16 dB for the first three modes. Average return loss over the 4:1 band-
width was −18, −22  and −24 dB for these same modes. Another approach to simultaneously 
match both sum and difference modes of a four-arm spiral is shown in Figure 13-21b.

Spiral Feeding Techniques

A number of different feeding techniques have been developed for spiral antennas. Some 
include not only balanced to unbalanced transitions but also impedance transformation. 
The tapered microstrip balun,29 Marchand balun,30 and 180-degree hybrids with coaxial 
feeds are commonly used for two-arm printed spirals. The tapered microstrip balun, shown 
in Figure 13-23a, has the advantage that the spiral impedance can be matched by tapering 
the width of the strips. It can be designed for bandwidths several octaves wide. An infinite 
(Dyson) balun feed10 has theoretically unlimited bandwidth and is the most frequently used 
horizontal feeding technique. The outer conductor of the coaxial cables is soldered to the 
metallic portion of the spiral (in between the slot arms), and a transition to the slotline is 
provided in the center. A two-arm slot spiral with this balun is shown in Figure 13-23b. The 
dummy cable is used to provide the geometrical symmetry; however, if not used, the beam 
squint is not that significant. As shown in Figure 13-23c, a vertical single coaxial feed can be 
easily implemented with a four-arm spiral operating in mode 2.31 Finally, the most general 
feeding arrangement for spirals with more than two arms is shown in Figure 13-23d. Here, 
coaxial feedlines are used, where the outer conductors of these coaxial cables are soldered 
together to form a compact coaxial cluster. To further reduce unwanted feed line radiation, 

FIGURE 13-22 Theoretical input impedance versus A/G width ratio for modes 
1, 2, and 3 of an eight-arm spiral antenna on a 0.01-inch-thick 2.1 dielectric 
constant substrate
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absorber paint is sometimes used to coat the outer conductor of the coaxial feedline cables 
between the beamformer and spiral.

If the spiral start radius is too large, excessive energy will leak through the mode 1 
radiation region. Spiral size permitting, this energy will radiate in higher-order modes, 
thus significantly contaminating its far-field. The starting radius guideline for spirals with 
relatively small growth rates (EXP < 2) is

 
R

m
start

high lowest=
λ

π6  
(13-12)

where lhigh is the guided wavelength of the highest frequency of operation and mlowest is 
the mode order of the lowest desired mode of operation. Additionally, the feed region of 
the spiral can interact with the feeding cables and create currents that propagate on the 
outside of the cables. This can severely deteriorate the radiation patterns and also provide 
unwanted interference. Since multiarm spirals are commonly fed with some form of coaxial 
clusters, special care must be exercised when the minimum spiral radius is determined.  

(c) (d)

(a) (b)

Dummy 
cable

Infinite balun

FIGURE 13-23 (a) Parallel strips balun/transformer, (b) infinite coaxial Dyson balun, (c) vertical coaxial 
balun, and (d ) coaxial cluster feed
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The approximate upper frequency limits for quality mode 1 radiated patterns for various 
coaxial cable sizes are summarized in Table 13-3.

As discussed earlier, a spiral needs to be ml in circumference to support the radiation 
of mode m. Since the radiation region is actually a finite width ring, it will be severely 
truncated if the circumference is only ml. A good rule to avoid unnecessary truncation of 
the radiating ring of a tightly wound spiral (EXP < 2) is expressed in

 D
m

≥
+( . )highest low0 5 λ
π  (13-13)

where D is the spiral diameter, llow is the guided wavelength of the lowest frequency of 
operation, and mhighest is the mode order of the highest desired mode of operation. For higher 
spiral efficiency, the numerator of Eq. 13-13 should be increased to (mhighest + 1)llow. Loss 
(directivity minus gain) versus spiral circumference for a four-arm printed equiangular 
spiral over an absorptive cavity is shown in Figure 13-24. At least 3 dB of this loss can be 
attributed to absorption of the back hemisphere pattern of the spiral.

Maximum frequency of operation in GHz

Arms/Coax 0.141" 0.085" 0.047" 0.034"

2 7 12 22 30

4 6 10 18 25

6 5  8 14 20

8 4  6 12 16

TABLE 13-3 Maximum Mode 1 Frequency for Coaxial 
Bundle Feed (for commercially available cables)

FIGURE 13-24 Difference between directivity and gain for broadband modes 
of a four-arm printed spiral backed by an absorptive cavity
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Spiral Backing Techniques

A planar spiral antenna radiates bidirectionally, with opposite polarization senses in the 
two hemispheres. For most applications unidirectional radiation is required. The most com-
monly utilized approaches for eliminating the backward radiation of a planar spiral are 
use of either a reflective- or absorber-filled cavity. Absorptive cavities dissipate backward 
radiation using carbon-filled materials in some form of honeycomb, syntactic foam, or poly-
urethane foam. Typical configuration of an absorber-backed spiral is shown in Figure 13-25. 
A graded absorber is used to taper match the air to the heavily loaded carbon material. If 
the absorber is placed too close to the spiral element, additional attenuation of the forward 
traveling wave will occur contributing to increased losses (greater than 3 dB). A dielectric 
lens placed on the top of the spiral can be used to recover some losses (∼1 dB) due to the 
redistribution of the radiated power in two hemispheres.

Computed effects of the perfect electric conductor (PEC) or perfect magnetic conductor 
(PMC) backings on the WoW of a good two-arm spiral antenna are shown in Figure 13-26.32 
Neither of the two backing configurations can provide uncontaminated far-fields over a broad 
frequency range, although they can be utilized over limited bandwidths. Compared to the 
free-space (or effectively well-designed absorber-backed antenna), the pattern asymmetries 
are excessive. In the case of PEC backing, the fields reflected off the metallic bottom undergo 
polarization reversal and constructively add in the far-field (at broadside) if the bottom  

FIGURE 13-25 Sketch of an absorber backed cavity along with accompanying parts of a 
practical spiral
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is a quarter wavelength from the spiral. Overmoding will occur if the spiral size permits 
creation of higher-order mode active regions. Thus, an effective way for suppressing over-
moding effects is to increase the number of spiral arms such that the active region of the 
lowest-order parasitic mode falls outside of the spiral aperture. For example, if you want 
to design a mode 1 spiral to operate in 2–20GHz range with a 5 cm aperture diameter 
and absorber-free metallic backing, how many arms should you consider? Assuming ideal 
conditions on the spiral (zero width of the active region, no miniaturization, and ideal arms 
termination) and knowing that the circumference of the active region for the first parasitic 
mode is (N + 1)lhigh, you can compute the number of arms as N ≥ p/lhigh − 1, i.e., at least 
N = 10 arms are needed. A more appropriate inequality for computing the number of arms 
for this type of spiral antenna is
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m m= +
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(13-14)

where fhigh and flow are highest and lowest frequency of operation, m is the desired mode of 
operation (m = 1 in the given example), x is the integer part of x, and ∆ is the safety fac-
tor depending on the width of the active region, depth of metallic backing, and established 
criteria for tolerable cross-modal difference (typical values for ∆ are ~0.5 to 1). Note that 
multiarm designs have higher complexity and price associated primarily with the beam-
former. Often the increase in antenna efficiency does not compensate for the excessive cost 
(remember that the beamformer must have the same bandwidth as the antenna; thus for a 
12-arm spiral maintaining 30° phase progression between neighboring ports, over a decade 
of bandwidth is a very difficult task).

Effects of the metal backing are also shown in Figure 13-27, where modal content of 
metal backed and free-standing two-arm spirals are compared. The power radiated by the 
higher-order modes of the free-standing spiral is significantly lower. Note that the cross-
modal difference of 10 dB typically causes WoW on the order of 6 dB on wide-angle 
conical cuts. A metallic backing spaced farther than l /4 will begin to degrade the boresight 
gain. At a height of l /2, the mode 1 pattern will have a null on boresight but still maintain 
mode 1 phase characteristics.

(a) (b)

FIGURE 13-26 The effect of infinite PEC (a) and PMC (b) backings (at different depths) can be observed 
on WoW and azimuthal pattern symmetry. The mean value of WoW from q = 40° to 75° is plotted with the 
range over the same shaded elevation span. The absorber-backed or freestanding value is also included. The 
WoW of the freestanding structure varies from 0.08 dB at q = 40° to 0.3 dB at q = 75° (after M. Buck and  
D. Filipovic32 © IEEE 2006).
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Arm Termination Techniques

When attenuation through the active region(s) is insufficient, the residual traveling wave 
will reach the arm ends, encounter a discontinuity (open end for printed and short end for 
slot spirals), and reflect back toward the feed. Simultaneous existence of two oppositely 
directed traveling waves on the spiral create conditions for a standing wave, thus increased 
VSWR and crosspol. To mitigate these effects, special care must be taken in the design of 
arm terminations. Various techniques for terminating the spiral arms have been devised in 
the past including

● Distributed resistive loading in the form of matched tapers such as exponential or 
Klopfenstein tapers (preferred method for slot spirals) (see Figure 13-23b, and for a 
detailed design, see Nurnberger’s and Volakis’s paper33)

● Absorber paint on the last turn (or on a few turns, see Figure 13-28a with ambidextrous 
spiral configuration)

● Resistive termination to the spiral cavity, as shown in Figure 13-28b
● Single resistor loaded microstrip or stripline transition or a high-impedance slot circle
● Absorber ring around the spiral perimeter, either on the top (contact) or inside the cavity
● Helix-loaded spiral (absorber loads the helix at low frequencies, see Figure 13-32)
● A thin (thus lossy) multiple turn wire at the spiral perimeter, sometimes painted with 

lossy material
● Multiple turns of a long, thin arm’s extension (see Figure 13-28c)

The rule of thumb is that the termination section composed of distributed elements 
should be at least a quarter guided wavelength long at the lowest frequency of the spiral.

FIGURE 13-27 Modal contamination of cavity-backed and free-standing two-arm spiral
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Conical Spirals

To reduce the backward radiation of a free-standing planar spiral, Dyson wrapped the spiral 
onto a cone.11 Parameters needed for constructing a conical spiral and a picture of this type 
of antenna is shown in Figure 13-29. This form can increase radiation toward the cone apex 
and reduce back hemisphere radiation. Printed and slot designs, including spirals with outer 
coaxial conductors playing the role of arms, have been realized, and they were fed with some 
form of Dyson balun. Dyson determined that when the spiral currents are reduce by 3 dB on 
the high-frequency end (at the top of the cone) and 15 dB (at the bottom of the cone) that the 

(a) (b) (c)

FIGURE 13-28 Photos of several spiral terminations: (a) absorber paint, (b) resistor, and (c) thin 
arm (Courtesy of BAE Systems)

(a) (b)

FIGURE 13-29 (a) Sketch of a conical spiral (after J. D. Dyson11 © IEEE 1965) and (b) two four-arm 
spirals (Courtesy of GTE-Sylvania Systems Group)
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radiation characteristics do not greatly change. This finding was important for truncation of 
the spiral, thus simplifying fabrication while reducing the feed-coax length and the height 
of the cone. Computed front to back (F/B) ratios for various cone apex angles of a four-arm 
conical spiral are shown in Figure 13-30. As the cone angle is decreased (the spiral gets 
taller), the backlobe is reduced, and the directivity increases. Directivity also increases when 
the spiral is wrapped tighter since more turns cross the active region and coupling between 
arms is enhanced.

Conical spirals designed to operate in the mode 2 have been utilized for surveillance 
applications. It was shown that the cone apex angle and other parameters of the spiral can 
be adjusted to peak the beam at desired angles (see Figure 13-31). These four-arm spirals 
can be excited with a single 180° hybrid or other two-arm spiral feeding methods. Since 
at the feed opposite arms have the same excitation, they can be shorted together (without 
shorting to adjacent arms), leaving only 0° and 180° phasing requirements, the same as a 
two-arm spiral.

Spiral Miniaturization

A spiral is a fast leaky wave antenna that performs at its best when the traveling wave phase 
velocity is as high as possible (as an example, see Figure 13-19). Thus, slowing the wave on 
the spiral arms, though possible, must be exercised with extreme care. Techniques for slow-
ing the wave on the spiral arms include loading the spiral with higher contrast/thickness 
dielectric material, increasing the length of the spiral arms using modulations or a modified 
spiral shape, and capacitive and inductive loading of the line. Though some techniques 
result in acceptable patterns and improved matching conditions, the antenna efficiency typ-
ically is reduced (for dielectric loading) and some pattern contamination may occur. A good 
example of extended low-frequency performance is given in Four-Arm Spirals,13 where a 

FIGURE 13-30 Conical spiral average front-to-back ratio versus cone angle for 
various growth rates

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Independent Antennas



13-28 CHAPTER THIRTEEN 

25-cm helix-loaded spiral demonstrated good patterns down to 250 MHz. A similar com-
mercially available realization is shown in Figure 13-32a. As demonstrated by Filipovic 
and Volakis,34 a 15-cm diameter two-arm meanderline slot spiral, shown in Figure 13-32b,  
showed good performance down to 250 MHz. The three-dimensional undulations and 
resulting inductive loading with the variable thickness dielectric (see Figure 13-33) are 
used by Chen and Volakis22 and impressive low-frequency gain values are demonstrated.

FIGURE 13-31 HPBW and beam-peak elevation angle for a 2nd mode four-arm conical spiral 4

(a) (b)

FIGURE 13-32 (a) Helix-loaded spiral (Courtesy of EDO) and (b) in-plane meandered 
slot spiral
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Beamforming

Beamformers, also known as modeformers, are used to provide proper phasing of the spiral 
arms to achieve the desired mode excitations. Phase excitations for the first two modes of 
four-arm RCP and LCP spirals are shown in Figure 13-34. For a counterclockwise (CCW)–
wound RCP spiral, phase excitation of successive spiral arms is given by P = −360m(n−1)

N  
(in degrees), where m = 1,2 is the mode number, n = 1,2,3,4 is the arm number, and N = 4 
is the number of arms. Note that the theoretical phase distributions are identical for modes 
2 RCP and LCP and that the spiral’s wrap direction determines the polarization sense. The 
beamforming networks are typically stripline circuits built as a combination of 90° and 
180° hybrids and phase shifters. An excellent treatment of spiral beamformers can be found 
in Four-Arm Spirals.13

The modal decomposition of the mode 1 input of a 4 × 4 Butler matrix beamformer is 
depicted in Figure 13-35. Complex SN1 data are measured from the mode 1 input to each of 
the four outputs of the beamformer (N = 1,2,3,4). This data is then decomposed into the four 
spiral modes. Both amplitude and phase imbalances contribute to the modal contamination. 
The top curve is the insertion loss for mode 1, while the remaining curves (modal isolation > 
25 dB) represent the contamination level of each of undesired modes, m2, m3, and m4.  

FIGURE 13-33 Spiral miniaturization by combining inductive and dielectric loadings (after C-C Chen 
and J. L. Volakis22 © Wiley InterScience 2007)

(a) (b) (c) (d)

FIGURE 13-34 Four-arm phase excitations: (a) mode 1 RCP, (b) mode 2 RCP, (c) mode 1 LCP, and  
(d) mode 2 LCP
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An ideal spiral integrated with this beamformer will have these modal pattern errors, assum-
ing the spiral is large enough to support all the modes. Modal purity of other ports (m2, m3, 
and m4) is determined in the same manner. Mode 4 will not radiate well from a four-arm 
spiral, but the beamformer modal contamination should be low so it will not excite direct 
radiation from the spiral feed structure. In general, for an N-arm spiral, mode N has the 
same input phasing as mode 0, and neither mode typically radiates efficiently. Mode 0 has 
no radiation region on the spiral, and the mode N impedance is extremely high as the equal 
phase currents in the feed region have difficulty propagating.

Reflector Feeds

Since spirals have approximately constant beamwidths they make ideal reflector feeds if 
broadband circular polarization is required. For planar absorptive cavity spirals, a reflector 
F/D of approximately 0.35 is optimal for mode 1. The spiral phase center is relatively stable 
across wide frequency ranges and is slightly in front of the spiral element, outside of the 
cavity, for this configuration. Figure 13-36 shows amplitude taper loss (ATL) and spillover 

FIGURE 13-35 (a) Four-by-four Butler matrix beamformer and (b) modal decomposition for the spiral 
modes of a beamformer designed for 5–12 GHz operation

(a) (b)

FIGURE 13-36 Aperture losses for a center-fed reflector with 
a four-arm planar spiral feed
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loss (SPL) versus F/D, for both modes 1 and 2, using measured patterns of a four-arm spiral 
feeding a center-fed reflector. Maximum mode 1 aperture efficiency is when the F/D is 0.38. 
Mode 2 is most efficient at a 0.31 F/D. Simultaneous illumination is best at F/D = 0.36. Note 
the ATL + SPL curves are relatively flat and the optimal F/D may be chosen based on other 
factors such as maximum mode 1 gain or lower sidelobes. With a reflective cavity, the spiral 
directivity increases and the optimum F/D ratios increase to 0.45 for m1, 0.38 for m2, and 
0.45 for simultaneous illumination of both modes.

Conical spirals have also been used as reflector feeds. The major advantage of conical 
spirals is improved efficiency due to backlobe reduction. A disadvantage is that the phase 
center moves with frequency resulting in a quadratic phase loss with frequency for a sym-
metric reflector. For this reason, the conical spiral feed can have optimal performance at 
only one frequency. Also, phase centers are not collocated for multiple modes at the same 
frequency. When used in an offset reflector, a conical feed will have beam-squint versus 
frequency due to phase center movement. Even with these limitations, conical spirals can 
be efficient feeds over broad bandwidths. Shown in Table 13-4 are illumination losses of 
less than 1.5 dB for 10:1 bandwidths using cone angles (2q0) of 20 to 40 degrees. More 
extensive coverage is provided in Milligan’s Modern Antenna Design.5

Lens Effects

Spirals are often realized with contact lenses5,13 made as a constant dielectric (hemi) spheri-
cal, Luneburg axicon, or as specially designed surfaces for custom-made dielectrics. Contact 
lenses can improve spiral efficiency by reducing the mismatch between the spiral aperture 
and free-space. The lower plane wave impedance in the lens medium allows for the spiral/
lens configuration to radiate more energy into the upper hemisphere and less energy into 
the cavity. Care must be taken to ensure the lens substrate material near the spiral has very 
low loss. Since the spiral transmission region is generally very long (several wavelengths), 
and the spiral is loaded by this dielectric, losses quickly add up if the lens loss tangent is 
high. Hemispherical contact lenses will not dramatically change the beamwidth of a planer 
spiral. Other lens configurations can be made to focus the beam and substantially increase 
directivity and gain. Multiple spiral modes can be effectively focused using these lenses, 
and the angle-of-arrival (AOA) capabilities are retained (see Figure 13-37). Wide-angle 
lenses have been constructed for azimuth symmetric beams that steer out to 60° and beyond. 
Multimode spirals can be used as feeds and azimuth AOA can be obtained (elevation AOA 
is usually severely degraded for these types of lenses). Noncontact lenses can also be used, 
but the spiral efficiency will not be improved. Conical spirals are usually not used due to 
the short focal length of the lenses and the phase center movement of the conical antenna 
versus frequency.

Cone Angle 
2q0,° f/D

Average 
Phase Error 

Loss, dB

Max Phase 
Error  

Loss, dB
Taper 

Loss, dB
Spill-over 
Loss, dB

Cross  
Pol.  

Loss, dB

Average 
Total, 

dB

20 0.46 0.36 1.00 0.43 0.54 0.09 1.42

30 0.42 0.22 0.60 0.42 0.63 0.16 1.45

40 0.38 0.19 0.55 0.50 0.60 0.28 1.56

TABLE 13-4 Optimum Conical Spiral Mode 1 Feeds for Paraboloid Reflector for 10:1 Bandwidth 
(after Milligan5 © J. Wiley & Sons 2005)
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Other Spiral Geometries

Spiral antennas have been fabricated in a wide range of geometries not only for improved 
performance, but also for the reasons of packaging, arraying, and conformal and flush-
mounting. For example, square spirals (see Figure 13-38) allow closer packaging in an 
array environment, and because of longer circumference than round spirals, provide some 
inherent miniaturization factor (MF = 4/p ) for improved low-frequency operation. Wiggly 
spirals have modulations in the form of a zig-zag, sinusoid, or meander-line added to the 
spiral arms to increase arm length and also enhance low-frequency performance. These 
methods can improve low-frequency performance, but overmoding is still present at higher 
frequencies. Spirals have also been made on parabolic reflector surfaces and conformal to 
spherical bodies.

FIGURE 13-37 (a) Contact lens with ray trace, (b) fed with a mode 1 spiral, and (c) fed with a mode 1 
spiral (after Milligan5 © J. Wiley & Sons 2005).

FIGURE 13-38 Circular, square, and hybrid spiral lay-outs

(a) (b) (c)
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Spiral Modeling

The complexity of spiral geometry and absence of appropriate computational tools (includ-
ing methods for numerical electromagnetics) in the 1950s limited the study of spiral anten-
nas to primarily experimental efforts. The first theoretical analysis of a spiral antenna was 
published in 1960,35 where the spiral geometry was approximated by semicircles, and the 
vector potentials were computed by employing the appropriate Green’s function. Although 
this was a simplified model, the physical understanding of the spiral’s operation, includ-
ing the low- and high-frequency limits, were obtained from this analysis. The availability 
of faster computers and the introduction of rigorous analysis methods for solving integral 
equations (numerical methods) was critical for comprehensive theoretical investigation of 
spiral antennas. Nevertheless, while integral equation methods have been traditionally used 
for free-standing printed and wire spirals, and for noncavity-backed slot spirals, partial 
differential equation and volume modeling methods are more appropriate for the cavity- 
backed spirals and spirals on a finite substrate. The finite element-boundary integral 
method (FE-BI), developed specially for the cavity-backed Archimedean slot spirals,36 
has produced very accurate results.23,34 This method combines triangular and quadrilateral 
prismatic finite elements to obtain the best representation of the electric fields inside an 
extremely narrow slotline.

Recently, a finite volume-time domain technique (FVTD)37 was used to accurately 
model realistic spiral geometry, as shown in Figure 13-39. Complex, honeycomb absorber 
loading, balun, thin dielectric, and fine details of a tightly wound Archimedean spiral are 
modeled for the first time in its entirety and excellent agreement with measurements has 
been obtained (see Figure 13-40). Finally, the analysis of spiral antennas has also been 
performed using commercially available numerical tools including method of moments 
codes, NEC, FEKO, Ansoft Designer, IE3D, as well as finite element software tools such as 
Ansoft HFSS and finite difference time domain XFDTD. A comparison between the HFSS, 
FEKO, and measurements, shown in Figure 13-41, clearly demonstrates the accuracy of 
these tools in modeling spiral and other FI antennas.

(a) (b)

FIGURE 13-39 Geometry of a tightly wound spiral over a realistic absorber filled cavity modeled using 
the FVTD technique (after C. Fumeaux et al37 © IEEE 2006)
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FIGURE 13-40 Axial ration of the spiral shown in Figure 13-34: comparison 
between measurements and simulations using the FVTD technique (after C. Fumeaux 
et al37 © IEEE 2006)

FIGURE 13-41 Comparison between two commercial software 
tools, Ansoft HFSS and EMSys FEKO, with measured results from  
“A spiral antenna backed by a conducting plane reflector” by  
H. Nakano, K. Nogami, H. Mimaki, and J. Yamauchi38 (after M. Buck 
and D. Filipovic32 © IEEE 2006)
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13.3 LOG-PERIODIC ANTENNAS

Log-periodic antennas were introduced in the late 1950s by DuHammel and Isbell.8 They 
derived the analytical formulation of log-periodic principles, including the mathematical 
description of the geometry, and experimentally verified the proposed principles on a planar 
sheet (slot) antenna, as shown in Figure 13-4. Continuing this original work and the unpub-
lished work of Isbell, DuHammel and Ore39 noticed that the currents were concentrating on 
the edges of a planar self-complementary metallic sheet, so they removed the metal from 
the center and wire-like log-periodic antennas were born. They also demonstrated circularly 
polarized designs and unidirectional performance with a folded geometry. Design guidelines 
and the dipole log-periodic antenna with transposed feed, one of the most frequently used 
radiators, were established by Carrel.40 A significant number of contributions have been 
reported since these early days,3,4,5 however, we will only mention the important discovery of 
a frequency independent log-periodic sinuous antenna by DuHammel.41 At the time, this was 
the first single-feed, planar antenna element that was simultaneously multi-octave wideband 
and omnipolarized.42

Basic Principles

A log-periodic antenna is defined as a structure whose electrical properties vary peri-
odically with the logarithm of frequency. If an antenna is realized such that within each 
period its performance changes within bandwidth-defined conditions (for example, the 
real part of the input impedance = 70 ± 20Ω, or the gain = 5 ± 1 dBi, etc.), then multi-
decade operation can be obtained. To produce the described performance, similar math-
ematical relationships must be applied to the antenna’s structural parameters. This is well 
depicted in Figure 13-2, where the two arms of a six-arm log-periodic antenna is shown. 
A log-periodic structure can be obtained by taking an appropriate 2D cut of a 3D FI 
antenna known as a conical screw.7 As shown in Figure 13-42, the planar log-periodic 
antenna is nothing else but a constant f -cut of a conical screw. Following the discussion 

(a) (b) (c)

FIGURE 13-42 (a) Conical screw, (b) planar log-periodic antenna obtained from the conical screw as f  = 
const, and (c) self-complementary two-arm structure with curved teeth
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from Section 13.1, it is clear that this structure is not continuously self-scaled with the 
frequency. However, for a discrete set of frequencies, such that log(fn/fn-1) = const, the 
structure and the bandwidth scale the same way.

Assuming an infinite log-periodic geometry with an infinitesimally precise and fine 
center region, one observes that the current distributions at two frequencies separated 
by the ratio ln(1/t ), where t  = Rn /Rn+1, is the same. This gives rise to the same input 
impedance with the same period, while the period of radiation pattern is 2ln(1/t ).4 The 
computed input impedance of a nonplanar log-periodic antenna with 26 elements and a 
growth rate of t  = 0.85 is shown in Figure 13-43. The variation of the period (as depicted 
inside the plot) is a consequence of finite antenna size and imprecision in reading out 
the x-axis values. However, the previously mentioned consequence of the log-periodic 
growth is clearly demonstrated. As with the spiral antennas, the overall bandwidth is 
limited by the fine precision of the center region (high end) and finite size (lower end) of 
the log-periodic radiator.

In this section, our overview includes planar bidirectional and unidirectional log-periodic 
tooth radiators, as well as end-fire log-periodic dipole and slot arrays. The basic principles of 
operation, typical performance including multimoding, feeding, and application as reflector 
feeds are also discussed. For additional reading, see the literature.2,4,5

Planar Log-Periodic Tooth Antennas

Experimental verification of a decade-bandwidth log-periodic FI design was first dem-
onstrated in DuHamel and Isbell’s paper, “Broadband Logarithmically Periodic Antenna 
Structures.”8 The planar free-standing element, shown in Figure 13-4, is a linearly polarized  
bidirectional radiator. Very efficient attenuation through the active region composed of 
several teeth in the neighborhood of a half-wavelength long pair, results in little (if any) 
observable end effect. The teeth can be of circular or straight/trapezoidal shape with respec-
tive antennas showing little difference in performance.39 For bidirectional operation, the 

FIGURE 13-43 A consequence of a log-periodic design: depicted is the constant 
resistance and reactance period when plotted vs. ln (f).
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feed is planar and is realized using a coaxial cable soldered to the metal portion between 
the teeth (equivalent to the Dyson balun). The coax transitions to the slot in the geometrical 
center of the antenna aperture. When unidirectional operation of a planar structure backed 
by a cavity is sought, a vertical balun feed is typically utilized (and also serves as an 
impedance transformer). The typical impedance at the balanced ports of an antenna with 
self-complementary geometry is ~160Ω. This is slightly lower than the theoretical value 
of 188.5Ω due to the non-zero metallization thickness, finite features of the feed region, 
dielectric support (if used), and so on. Lowering the impedance by increasing the metal to 
slot ratio (deviation from the self-complementary structure), has proven to be very chal-
lenging since impedance and pattern variations, both within the period and the bandwidth, 
are typically significant.

Printed log-periodic antennas are typically designed with two, four, or eight arms. A 
two-arm planar antenna is linearly polarized, while a four-arm geometry with the phase 
progression of ±90° between the orthogonal pairs of arms, usually implemented with a 
90-degree hybrid, is circularly polarized (mode ±1). Due to the phase ambiguity associ-
ated with the excitation of the higher-order modes, more than four arms are needed when 
circularly polarized multimode operation is desired. The simplicity of the BFN is the main 
reason why eight-arm geometries are commonly utilized when multimode operation is 
required. As mentioned, planar sheet log-periodic antennas are typically designed with 
curved or straight teeth,39 with performance between the two being very similar. The main 
difference is in the variation of the half-power beamwidth over the operating band. Shown 
in Figure 13-44 are the averaged beamwidths of four-arm structures when fed to operate in 
the circularly and linearly polarized modes. The two antennas are self-complementary with 
the same diameter of 7.5 cm, a growth rate of t  = 0.8, a boom width of 2b = 10°, a tooth 
swing of 2a  = 80°, and a number of teeth N = 17. Consistently, the curved log-periodic has 
a lesser variation of the 3 dB beamwidth over the wide 9:1 bandwidth. It is important to note 
that the low-frequency gain and impedance match of the antenna with the straight tooth is 
slightly better. This is due to the longer length of the teeth and associated square vs. circu-
lar antenna aperture. Interestingly, the self-complementary two-arm planar sheet antennas 
(see Figure 13-42c) typically have several narrow-band VSWR, gain/pattern drop-outs. 
This can be resolved with the smaller teeth swings and subsequent deviation from the self-
complementary principle.

The performance of planar log-periodic antennas is affected by the growth rate t  (= Rn+1/Rn),  
boom angle 2b, also referred to as the angular separation between the teeth, the angular arm 
width or swing 2a  determining the interleaving between the neighboring arms, and dielectric 

(a) (b)

FIGURE 13-44 Average 3 dB beamwidth for four-arm planar log-periodic antennas with curved and 
straight teeth shown in insets when they are fed to operate in circularly (a) or linearly (b) polarized mode
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constant of the substrate. The structural parameters are as depicted in Figure 13-42. Effects of 
the boom angle on the performance of a free-standing four-arm planar log-periodic antenna 
with a diameter of 7.5 cm, N = 22 elements, t  = 0.82, and 2a  = 80° are computed with FEKO, 
and the results are shown in Figure 13-45. The antennas are fed for circularly polarized modes 
±1 operation. Clearly, an antenna with a narrower boom angle has improved low- and high-
frequency operation. Specifically, for the same aperture size, the antenna low-frequency gain, 
and high-frequency cross-polarization (axial ratio) both improve with the reduced angle 2b. 
This can be anticipated since the width of the boom affects the length of the teeth and thus the 
resonant frequency of the lowest active region.

Several planar, printed eight-arm log-periodic layouts, with different lengths of circular  
teeth (2a ) are shown in Figure 13-46. With an appropriately designed mode-forming 
network, these antennas can produce high-quality multimode and omnipolarized perfor-
mance with stable modal impedances, consistent patterns, and cross-polarization levels.  
Typical performance of free-standing structures with an aperture diameter of 6 cm,  
t  = 0.73, 2b = 5°, and 2a  = 40°–70°, for several modes, is shown in Table 13-5. Note 
that the nominal impedance decreases with the increased mode number, similarly as with 
multimode spirals. They can be computed using Deschamps’s formula (Eq. 13-11). Also, 
with a more pronounced interleaving between the neighboring arms (2a↑), the variation 

FIGURE 13-45 Computed effects of the boom angle 2b on the broadside co- and cross-polarized mode ±1 
gains of 6-cm diameter four-arm planar log-periodic antennas shown in the inset. Boom angles are 2b = 10° (a) 
and 2b = 30° (b).

(a) (b)

(a) (b) (c) (d)

FIGURE 13-46 Various planar log-periodic eight-arm structures with the arm widths (2a) of 40° (a), 50° (b), 
60° (c), and 70° (d)
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of both, the resistance, and reactance over the operating band increases. As with other 
multimode FI antennas, the nominal gain and axial ratio at the elevation of the maximum 
gain both decrease with increased mode numbers. Increased interleaving deteriorates 
these two far-field parameters, to the point that structures with 2a  ≥ 60° have several 
frequency bands where they are linearly polarized when fed for mode 3 operation. For 
example, for 2a  = 70°, the axial ratio of mode 3 is always greater than 4 dB within the 
range of this mode’s operation.

The increased tooth interleaving contributes to the movement and more pronounced 
confinement of the radiating region toward the inside of the log-periodic aperture. As a 
consequence, the radiation from the higher-order modes becomes noticeable via the dete-
riorated symmetry of the radiation patterns. Shown in Table 13-6 are selected far-field 
characteristics at 12 GHz for all three copolarized broadband modes. A larger 2a  contrib-
utes to the symmetric dislocation, or squint, of a mode 1 beam maximum from broadside. 
The position of the mode 2 and 3 beam maxima remains stable with small and moderate 
interleaving. The WoW, in general, deteriorates with the increased 2a ; however, for large 
interleaving, the pattern becomes highly contaminated, as shown in Figure 13-47. Notice 
the gain reduction due to the miniaturization effects. For multimode operation, these anten-
nas are fed the same way as spirals when a single polarization is needed or as sinuous 
antennas when dual-polarized operation is required.

Finally, an unusual, yet for some applications desired, performance can be obtained if 
ambiguous feeding is used. For example, for a four-arm antenna, phase progression of 0°, 

Mode 1 Mode 2 Mode 3

2a  [°] R [Ω ] G [dB] AR [dB] R [Ω ] G [dB] AR [dB] R [Ω ] G [dB] AR [dB]

40 300 6.6 0.1 177 4.5 1.0 126 3.1 3.9

50 294 6.6 0.1 158 4.0 1.1 118 2.4 4.0

60 285 6.3 0.1 154 3.4 1.8 109 1.5 6.2

70 285 5.7 0.1 131 2.6 2.0  91 0.3  17

TABLE 13-5 Averaged Characteristics of Multimode Freestanding Planar, Log-periodic, Eight-arm 
Structures Shown in Figure 13-46

q_Gmax [°] WoW at q_Gmax [dB] WoW at q = 60° [dB]

2a  [°] M1 M2 M3 M1 M2 M3 M1 M2 M3

40 0 31 41 0.00 0.33 0.77 1.10 0.53 1.79

50 3 33 42 0.03 0.40 1.15 1.17 1.08 2.24

60 7 33 43 0.06 0.38 1.16 0.75 1.00 2.50

70 23 25 30 0.14 0.37 0.64 0.43 1.80 6.70

TABLE 13-6 Far-field Radiation Pattern Characteristics at 12 GHz: The Elevation Angle of Maximum 
Copolarized Gain, WoW at That Angle, and WoW at 60° Computed for Modes M1, M2, and M3
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180°, 0°, 180° can produce equally well left- and right-handed circular polarization since this 
antenna aperture does not have polarization filtering capability as spirals (wrapping direc-
tion). As a consequence, the four-arm printed log-periodic antenna radiates a monopole-like 
horizontally polarized pattern along the symmetry planes of the arms and a vertically polar-
ized pattern along the planes between the arms. The total gain pattern is fairly omnidirec-
tional. Shown in Figure 13-48a and b are computed three-dimensional linear gain patterns 
at the midband frequency obtained with FEKO. Also shown in Figure 13-48c are overlaid 
co- and cross-polarization patterns at six discrete frequencies over a 4:1 band in two constant 
azimuthal cuts and in Figure 13-48d, a constant elevation cut at q = 38°. The radiation patterns 
are very consistent over a wide frequency range, with the polarization sense changing every 
f  = 45°. A deep null at broadside, with max gains around q = 38°, good cross-polarization, 
and matched gain values close to the gain of a half-wave dipole are the main properties of this 
antenna. This unconventional frequency independent log-periodic antenna is well matched 
throughout the operating band.

Non-Planar Log-Periodic Tooth Antennas

Efficient unidirectional operation can be achieved by folding the planar arms, i.e., by 
reducing the angle between the axes of the arms4 or by projecting the planar log-periodic 
structure on a cone.43 The latter is more complicated to design, and since they perform 
similarly, the former will not be described further. The angle between the folded arms is 
denoted y in Figure 13-49. For a planar configuration y = 180°, note that the teeth are 
straight, with the relative width computed as e = rN /RN (typically e > t ). Folding elimi-
nates the need for lossless reflective (band-limited) and/or lossy absorptive (broadband) 
cavities and typically yields about a 2–2.5 dB increase in forward gain when compared 
to the free-standing (or absorptive cavity-backed) antenna. Additionally, smoother fre-
quency response can be obtained with fewer teeth, and simpler feeding can be designed. 
To reduce the antenna weight and windload, the solid metallic arms of a free-standing 
structure can be replaced by a thin metallic wire or strip that outlines the arms.39 Changes 
in impedance and pattern are minimal since the current is concentrated along the edges 
of the original geometry.

(b) (c)

(a)

FIGURE 13-47 Modes 1 (a), 2 (b), and 3 (c) radiation patterns for 
eight-arm planar log-periodic antennas from Figure 13-5. Shown are 
six overlaid co- and cross-polarized patterns taken with 30° separation 
in azimuth.
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(c) (d)

(a) (b)

FIGURE 13-48 Computed 3D gains Gf  (a) and Gq (b) at midband for a four-arm log-
periodic planar tooth antenna with overall phase progression between the arms of 720°. Also 
shown are constant azimuth (c) and constant elevation (d) cut co- and cross-polarization  
patterns for six discrete frequencies over a 4:1 frequency range.

FIGURE 13-49 Trapezoidal-tooth log-periodic antenna (after R. H. DuHamel and F. R. Ore39 
© IEEE 1958)
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Due to the small variations of antenna impedance and pattern over wide frequency 
ranges, these antennas are commonly used as wideband feeds for reflectors.44 They can 
be fed with an infinite balun, thus eliminating the need for the crisscross feeders and 
significantly simplifying their construction. The only major disadvantage is the phase 
center movement versus frequency. A NEC wire model of a 1–18-GHz design is shown 
in Figure 13-50a. A total of 26 resonant dipole pairs (elements) are distributed along the 
boom with the growth rate of t  = 0.85. Arms are subtended over an angle of y = 5.6°. 
The boom width is 2b = 2.2°, while the arm width is 2a  = 33.4°. The feed is at the high 
frequency end, with a distance between the arms of 1.5 mm.

The nominal input resistance of this antenna is about 95Ω, and it can be tuned by 
varying the distance between the arms at the feed location. Shown in Figure 13-50b is the 
computed VSWR with respect to 50Ω and the antenna nominal impedance. When a broad-
band impedance transformer is used, this antenna can be matched for the VSWR < 1.5:1 
throughout the designed frequency range. A direct 50Ω feed will still produce an adequate 
match with VSWR < 2.3:1 throughout the operating band.

The antenna HPBW and gain are shown in Figure 13-51. The E-plane variation 
throughout the 18:1 frequency range is about ±5°, while the H-plane beamwidth changes 
about ±14° around the averaged value. Notice that the period varies with the logarithm 
of frequency. For many applications, the 10-dB beamwidth is important, particularly 
when used as the feed for a reflector antenna. The log-periodic antenna discussed in 
this paragraph has 10-dB E-plane and H-plane beamwidths in the ranges 99°–108° and 
130°–203°, respectively.

It is interesting to note that the wider H-plane beam (and associated deviation around 
the nominal value) can be tuned by changing the angle y. By increasing the angular separa-
tion between the arms, the beam becomes narrower in the H-plane. At the same time, the 
E-plane beamwidth is only slightly changed. Thus, if needed, an antenna with very similar 
patterns in the E- and H-planes can be obtained. However, the drawback is reduced front-
to-back ratio. Note also that directivity is increased due to the smaller H-plane beamwidth, 
and it can be further enhanced by increasing the growth rate t  and optimizing angle y. The 
nominal values for the 3-dB beamwidths in E- and H-planes as a function of y are shown 
in Table 13-7.

The nominal impedance of non-planar log-periodic tooth antennas can be tuned by 
changing the distance between the arms. Reduced spacing increases the capacitance of the 

(a) (b)

FIGURE 13-50 Sketch of a 26 element 1–18-GHz non-planar log-periodic tooth antenna with the fol-
lowing parameters: (a) y = 5.6°, 2a  = 33.4°, 2b = 2.2°, t  = 0.85, and (b) computed VSWR for 50 and 
95Ω match
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transmission line, and thus its characteristic impedance. When the angle between the arms 
is maintained, the far-field is not significantly changed. The variation of input resistance 
and reactance for various spacings between arms is shown in Figure 13-52. The antenna 
parameters are N = 26, t  = 0.85, 2b = 2.2°, 2a  = 33.4°, and Y = 5.6°.

Log-Periodic Dipole Antennas

The log-periodic dipole array (LPDA) antenna was the first FI antenna that immediately 
after conception made a huge impact on both commercial and military applications through-
out the world. Although Carrel’s studies have provided a theoretical and experimental 
foundation for log-periodic dipole antennas,40 the concept was first proposed by Isbell,45  

FIGURE 13-51 Computed E- and H-plane HPBW and gain versus frequency for a 
log-periodic antenna with y = 5.6°, 2a  = 33.4°, 2b = 2.2°, and t  = 0.85

y (°)  0.9  2.6  5.5  8.5 11.4 14.4 17.5

HPBW E-plane(°) 60.0 60.0 60.2 60.7 61.4 62.3 59.1

∆ HPBW E-plane (°) 11.6 10.8 10.4 10.8 14.4 16.4 17.2

HPBW H-plane (°) 93.9 90.7 84.9 78.7 72.2 65.8 63.5

∆ HPBW H-plane (°) 33.2 31.2 28.0 22.4 18.8 18.0 18.8

Directivity (dB)  8.4  8.6  8.9  9.2  9.4  9.5  9.5

Front-to-back ratio (dB) 16.1 16.7 16.6 15.3 13.6 11.4  9.2

TABLE 13-7 Averaged Characteristics of a 1-18 GHz Non-planar Log-periodic Tooth Antenna for 
Various Angles Between the Arms (For this 26 element, log-periodic antenna 2a  = 33.4°, t  = 0.85, 
and 2b = 2.2°)
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who made the following modifications to the structure he previously conceived  
with DuHamel:

● Arms of the tooth structure are folded, and their axes are made parallel. This corresponds 
to the limiting case of the angle y~0°.

● The width of the teeth RN − rN is kept constant throughout the antenna structure.
● Planar circular teeth are replaced by straight wires with uniform cross-section.
● The apex angle of an embedded cone (in the basic conical screw geometry that, as dis-

cussed earlier, is the foundation for the planar sheet) approaches the limit 0°. In other 
words, the supporting booms are straight rods typically with rectangular cross-sections.

As a result of these modifications, a log-periodic wire dipole antenna emerged, most fre-
quently used worldwide as a receiving antenna for terrestrial VHF/UHF radio and television 
(see Figure 13-53). The antenna consists of two in-plane sets of crisscrossed monopoles 
whose lengths and separations are related via the growth rate t . The alternating feeding 

(a) (b)

FIGURE 13-52 Computed impute resistance (a) and reactance (b) versus frequency for a log-periodic 
antenna with y = 5.6°, 2a  = 33.4°, 2b = 2.2°, and t  = 0.85. The variable is the distance between the 
booms (arms).

FIGURE 13-53 Schematic diagram of a log-periodic antenna. The three dashed  
lines indicate typical locations of electric ground planes between each pair of dipoles.
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is required to achieve the backward end-fire radiation in the direction of the small dipole 
pairs. The currents on the consecutive monopoles in the transmission line region are in the 
opposite direction, thus contributing little to the overall radiation. However, the capacitive 
loading of open-ended monopoles produces the slow-wave effects in this region (typically 
v  =  0.6c). The active region width depends on the antenna structural parameters (t , a ), and 
it occurs where the monopoles are about l/4 long. With a properly designed antenna, the 
radiation losses in this region are large (20 dB or higher), so the residual currents are small 
and can be neglected. If the monopoles on each boom are directly connected such that the 
two-wire line is the feeder for the log-periodic dipole pairs, radiation would occur in the 
forward end-fire direction. It is clear that the effects of the non-resonant, capacitive dipoles 
in the transmission line region and the dipoles past the active region will be such that  
the far-field contamination would be significant. A typical performance of a well-designed 
log-periodic dipole antenna with t  = 0.95 is characterized in Figure 13-54.

A systematic design of log-periodic dipole antennas was also provided by Carrel, and with 
some modifications can be found in many antenna textbooks.5,6 It is important to note that 
the scaling principle does not need to be applied to all structural parameters of this antenna, 
i.e., the boom tube diameter and the boom spacing can and usually are kept constant. Their 
effect on the antenna performance is minimal. To describe the structure, and eventually design 
the log-periodic dipole antenna, we are presented with two out of three important structural 
parameters: growth rate t , angle 2a , and spacing factor s  defined as the normalized distance 
between a dipole and its closest, smaller dipole. The normalization is performed with respect 
to the length of the longer dipole. Along with the desired bandwidth, any two of these param-
eters are needed to describe the antenna structure. The spacing factor can be computed as

 σ τ α= −0 25 1. ( ) cot  (13-15)

The constant directivity counters, as originally given by Carrel40 but corrected by Butson 
and Thompson,46 as functions of t  and s, are plotted in Figure 13-55. The feeder impedance 
of 100Ω and the ratio of monopole length to the width of 125 are taken as constants (see the 
literature47,48 for more extensive study).

FIGURE 13-54 Computed average gain and 3-dB beamwidth in E- and H-planes of a 
log-periodic dipole array with t  = 0.95
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As discussed, the log-periodic dipole antenna is fed at the high-frequency end, thus 
achieving end-fire radiation along the direction of the smaller monopole lengths. A two-
wire transmission line can be used for direct excitation of the monopoles placed at the 
booms. However, a much simpler method of feeding is to use a coaxial cable inside one 
of the hollow booms, and at the high-frequency end attach its outer conductor to the host 
boom and the inner conductor to the opposite boom tube. This is a broadband balanced 
feed and to some extent resembles an infinite balun. When used for terrestrial television, 
the coax is usually 75Ω and a 4:1 impedance transformer is used at the TV set to convert to 
300Ω. A drawing of the coaxial feed is shown in Figure 13-56.

Log-Periodic Folded Slot Antennas

Thorough coverage, including experimentally obtained findings regarding log-periodic 
folded slot antennas, was in Chapter 14 of the previous edition of this book. Shown in 

FIGURE 13-55 Constant-directivity contours in decibels versus t  and s. 
Optimum s indicates maximum directivity for a given value of t  (after R. L. 
Carrel40 © IRE 1961).

FIGURE 13-56 Coaxial feed arrangement for a log-periodic dipole antenna
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Figure 13-57 are several log-periodic folded slot antennas designed for the same frequency 
range but with three different growth rates and numbers of arms. The shading represents 
slots etched in a (typically) copper metallization of a thin low-dielectric constant and low-
loss substrate. The parameters for these antennas are determined using the steps described 
by Carrel.40 In this case, the designed bandwidth is 4:1, so the number of arms is N = 9, 12, 
17 for t  = 0.8, 0.85, 0.9, respectively. Between the folded slots are “phasing slots” needed 
to provide the proper phase delay necessary for end-fire radiation.4,49 As with other log-
periodic antennas, t  = Li+1/Li is the growth rate, and it determines the period of logarithmic 
repetition in electrical performance. To uniquely specify the antenna geometry, one needs 
to define the growth rate t  and either s  or a .

As stated earlier, the presence of the phasing slot is critical for end-fire perfor-
mance of this antenna. If the phasing slot is not used, the growth rate has to be close 
to 1 in order to reduce gain dropouts and other anomalies in the radiation pattern. It is 
generally accepted that the radiation patterns are less sensitive for slot lengths when 
they vary between a /3 and 1.5a . Maximum gain for two different lengths of phasing 
slots is computed using Ansoft Designer and compared with the case without slots  
(see Figure 13-58).

Three-dimensional radiation patterns for the cases with and without the phasing 
slot are shown in Figure 13-59. The narrowband gain dropouts, as well as deteriorated 
front-to-back ratio, multilobes, and so on, are present when the phasing slot is not 
used. With the phasing slot, the near- and far-field characteristics of the antenna vastly 
improve. The simulations have shown that the slot lengths around 1a  produce the best 
antenna performance. Measured radiation patterns for a folded slot array are shown in 
Figure 13-60.

A folded slot log-periodic antenna is most often fed using a coaxial cable, as shown in 
Figure 13-61. This feed is very similar to an infinite balun, and the parameters of the slot 
can be easily adjusted for good match. A microstrip feed with a broadband via transition, 
or a coplanar waveguide line continuing into the log-periodic slot formation, can be eas-
ily integrated with this antenna. For conformal integration, the antenna is placed above an 
absorber-backed cavity.

(a) (b) (c)

FIGURE 13-57 Log-periodic folded slot antennas with growth rate (t ) of 0.8 (a), 0.85 (b), and 0.9 (c)
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FIGURE 13-58 Maximum gains for different lengths of the phasing slot

(a) (b)

FIGURE 13-59 3D radiation pattern of log-periodic folded slot antennas without (a) and with (b) phasing slots

FIGURE 13-60 Measured E- and H-plane patterns of a folded slot array with phasing slots
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Log-Periodic Antennas as Reflector Feeds

Log-periodic antennas have been successfully implemented as feeds for reflector 
antennas.44,50,51 The major advantage of these antennas is that they can be designed 
for a relatively constant impedance and pattern bandwidth, characteristics desired for 
reduced mismatch and amplitude/phase illumination losses. The major disadvantage 
is that the phase center moves with frequency—similar to a conical spiral feed. By 
considering the respective theories of operation, the variation of the phase center with 
frequency (wavelength) with respect to the tip of (high-frequency end) the conical 
spiral and non-planar log-periodic can be computed as in Eq. 13-16 and Eq. 13-17, 
respectively. This variation results in the defocusing losses observed as the reduced 
gain of the reflector system.52

 
zspiral = ( ) cotλ π α2

 
(13-16)

 
zlog-periodic = ( ) cotλ α4

 
(13-17)

Since reflector antennas with the log-periodic feeds are aimed for broadband opera-
tion, the positioning of the feed with respect to the focal point of the reflector dish is very 
important. Before delving into the analysis, note that the phase center variation of the 
log-periodic from Section 13.3, “Non-Planar Log-Periodic Tooth Antennas,” is somewhat 
larger than that of the spiral (see Figure 13-62). One can control this spread by choosing 
an appropriate angle 2a . Sometimes, this parameter varies along the antenna axis. This is 
done to reduce the antenna height and minimize defocusing losses.

For a specific log-periodic design, the feed position with respect to the reflector’s 
focal point can be chosen in different ways. In the forthcoming analysis, it was assumed 
that the defocusing losses are the same at the lowest and the highest frequency of the 
desired bandwidth. This is the most common approach, and it can be easily shown 
that the distance between the tip (apex) of the log-periodic feed and the reflector focal 
point is

 
∆ =

+
+

f z f z

f f
l l u u

l u  
(13-18)

FIGURE 13-61 Log-periodic folded slot array coaxial feed
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where zl and zf  are computed from Eq. 13-17. They represent the locations of the phase cen-
ter at the lowest and highest frequencies of operation, respectively. Sometimes the position 
of the feed is chosen such that the defocusing losses are minimized at the highest end of the 
operating band. In this way, the somewhat larger resistive losses associated with the feeder 
are compensated for. In applications where high quality performance is required only over 
a set of narrow (but instantaneous) bands, the location of the feed can be set to minimize 
the loss at the most critical band.

The loss budget of a 10:1 broadband log-periodic tooth-feed for several reflector 
F/D ratios is shown in Table 13-8. To reduce the losses with an enlarged F/D ratio, the 
growth rate t  must be increased. The number of elements must also be increased to 
retain the same bandwidth for optimum illumination. As expected, for lower F/D ratios, 
the phase error loss (PEL) is increased. Amplitude taper loss (ATL) is also high for 
low F/D as the feed is too directive and under-illuminates the reflector. The spillover 
losses (SPL) increase as the F/D increases, and they are the dominant loss mechanism 
for F/D > 0.4. Since the maximum LP directivity is about 10 dB, the reflector becomes 
over-illuminated, and the ATL is very low. Cross-polarization loss decreases for larger 
F/D, but primarily due to the more pronounced effects of the feed pattern missing the 
reflector, thus being counted as spillover loss. Minimum aperture loss is about 2.2 dB, 
and it is obtained for 0.3 < F/D < 0.4. For this analysis, the feed was positioned for 
equal losses at the high and low end of the band. For extremely wide bandwidths, 2a  
can vary along the feed axis, i.e., it is increased at the lower frequencies to reduce PEL 
in favor of higher SPL.

High-performance dual-polarized log-periodic feeds with y = 20°, 2b = 3.3° and 0.67°,  
t  = 0.975 and 0.96, designed for operation over 0.5–11-GHz band are shown in Figure 13-63.50 
Averaged elevation radiation patterns for five frequencies log-periodically distributed over 
one period t  are also shown. The patterns are very uniform, with the max gain variation of 

FIGURE 13-62 Comparison of the phase center movement in z-direction  
versus frequency for conical spiral and non-planar log-periodic feeds designed to 
operate over the same bandwidth

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Independent Antennas



 FREQUENCY INDEPENDENT ANTENNAS 13-51

only 0.75 dB, the first sidelobe level around 18 dB, and a front-to-back ratio of about 13 dB. 
Measured cross-polarization was around 15 dB within the 13 dB power contour of the beam. 
By decreasing the boomwidth and growth rate from 3.3° to 0.67° and 0.975 to 0.96, respec-
tively, cross-polarization improved by about 10 dB. The pyramidal shield was added to allow 
for an undisturbed illumination pattern when the amplifiers are added to the feed point (for 
reduced feedline losses and their adverse effect on the receiver temperature).

Reflector 
f/D

# 
Elements

Max. 
PEL dB

Average 
ATL dB

Average 
SPL dB

Cross Pol. 
Loss dB

Min. 
Total dB

Max 
Total dB

Avg.  
Total dB

0.25 19 0.60 1.52 0.46 0.40 2.32 3.37 2.64

0.30 21 0.44 0.95 0.73 0.36 1.93 2.94 2.20

0.35 23 0.53 0.97 0.71 0.35 1.97 2.95 2.23

0.40 26 0.38 0.44 1.22 0.32 2.05 2.60 2.21

0.45 30 0.40 0.36 1.52 0.28 2.10 2.70 2.30

0.50 33 0.44 0.26 1.63 0.23 2.04 2.80 2.28

0.55 36 0.38 0.20 1.90 0.21 2.19 3.08 2.44

0.60 40 0.38 0.16 2.07 0.17 2.30 3.10 2.53

0.65 43 0.34 0.12 2.33 0.15 2.48 3.30 2.73

0.70 47 0.36 0.11 2.40 0.11 2.50 3.40 2.74

0.75 50 0.36 0.09 2.55 0.09 2.61 3.50 2.85

TABLE 13-8 Reflector Illumination Losses of Log Periodic Dipole Antennas Designed to Operate 
over the 10:1 Frequency Range (after Milligan5 © J. Wiley & Sons 2005)

(a) (b) (c)

FIGURE 13-63 Photographs of (a) dual linearly polarized log-periodic feeds, (b) a pyramidal shield, 
and (c) the roll-angle averaged range profile over one period (after Engargiola50 © IEEE 2002)
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13.4 DUAL-CIRCULARLY POLARIZED ANTENNAS

Antennas capable of generating an arbitrary polarization over a wide frequency range 
have been utilized in many applications including electronic warfare, radio astronomy, and 
remote sensing, just to name a few. Any combination of two orthogonally, linearly polar-
ized radiators with a feed network designed to support different phasing combinations can 
be utilized for this purpose. A schematic of a feed network utilized to generate left- and 
right-hand circular polarizations with two sets of orthogonally oriented arm pairs is shown 
in Figure 13-64. The phase progressions between neighboring arms are 0, 90°, 180°, 270° 
(−90°) for RCP and 0, −90°, −180°, −270° (90°) for LCP. As shown earlier, these two sets 
of phases contribute to the two ±1 modes, both having a broadside main beam. Multimode, 
dual-polarized excitation schemes have also been devised, and they are typically used for 
monopulse direction finding. For example, a BFN comprised of nine 3-dB magic T’s and 
two 90° hybrids was designed for dual-polarized 2–12-GHz operation in conjunction with 
an eight-arm monopole log-periodic radiator.53 The stable response with minimum ampli-
tude and phase misbalances over wide bandwidths, as well as the high frequency losses, 
impose a major challenge in the design of these feeds. Due to their aperture that enables 
dual-circularly polarized operation (no polarization filtering as in a spiral antenna), the 
planar embodiments of these antennas are fabricated with an absorber-filled cavity. Any 
reflective backing, and consequent polarization nondiscriminative coupling to the feeds, 
severely degrades their impedance and pattern performance. Finally, it is important to note 
that the cost of the BFN is the major reason for their limited use.

In this section, we discuss several dual-polarized frequency independent configurations 
with multiple or single feeding arrangements. Specifically, inside-outside fed spirals, mod-
ulated armwidth spirals, and sinuous and folded spiral antennas are described. Important 
structural/geometrical features utilized to realize the dual-polarized performance are out-
lined. The typical performances and the effects of various parameters have been given. 
Multiarm dual-polarized and multimode planar log-periodic antennas are discussed in the 
previous section and will not be addressed here.

FIGURE 13-64 Circular-polarization feed network for a four-arm, dual-circularly 
polarized antenna
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Inside-Outside Fed Spirals

A spiral can be fed from either the inner ports, outer ports, or both simultaneously. Since 
the spiral polarization is determined using the right-hand rule, a counterclockwise-wound 
spiral fed from the inside radiates RCP. The same spiral, when fed from the outer ports, 
radiates LCP. When access to the spiral is provided from both sides, the antenna becomes 
a broadband dual-polarized radiator. Feeding from the outside has the additional advantage 
of allowing ample room to provide impedance matching networks. Stripline or microstrip 
transitions can be designed to match to 50Ω, and broadband matching for multiple modes 
can be readily achieved. A major disadvantage of outside feeding is that the highest order 
mode of excitation will radiate first, thus limiting the effective bandwidth of this type of 
antenna. To increase the bandwidth, more arms must be added, thus increasing cost due to 
a more complicated and expensive beamforming network. A higher order, for this structure 
sometimes also called parasitic, mode-free dual-polarized bandwidth of inside-outside fed 
spirals can be found using expression

 
B

N
Mh

≤ +
+

2
2( )π∆  

(13-19)

where B is the bandwidth ( f high / f low), N is the minimum number of arms, Mh is the highest 
order mode used, and ∆ is the width of the radiation band (typically ∆ = 0.18).

Computed bandwidths for multimode operation of inside-outside fed spirals are shown 
in Table 13-9. To obtain an octave bandwidth dual mode and dual polarization perfor-
mance at least eight arms are required (1.95:1 bandwidth). For a four-arm spiral, the dual-
mode dual-polarization bandwidth is only about 17 percent. By relaxing the requirements 
for the gain and WoW, the bandwidth will increase.

When the spiral is fed from outside, a continuous conductive ring is required to keep 
the coaxial feed outside conductors at the same potential. This can be accomplished by 
using a mounting flange just outside of the spiral cavity. A microstrip or stripline is used to 
transform the impedance from 50Ω (at the outside port connectors) to match to the spiral 
arm ending width. This works well for small growth rates toward the spiral perimeter. A 
drawing of an outer microstrip transition is shown in Figure 13-65.

Measured radiation patterns for an inside-outside fed two-arm loosely wound slot spiral14  
are shown in Figure 13-66. The antenna was fed with a dual-infinite balun feed at both 
feeding ports. The impedance matching is achieved with the high-impedance large circular 
element terminating the very narrow, low impedance slotlines constituting the spiral arms. 
Overlaid are 36 azimuthal cuts taken at frequencies of 1.5f0 and 2.5f0, where f0 denotes the 

Mode

N 1 2 3

3 1.6

4 1.9 1.2

6 2.5 1.5 1.1

8 3.1 1.9 1.4

TABLE 13-9 Bandwidth of a Mode-
Free Inside-Outside Fed Spiral
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frequency associated with the operational wavelength equal to the physical circumference of 
the antenna. Dual-polarized performance with the broadside beam is clear from the figure. 
Also, the lower frequency pattern is very symmetric, with very little difference between  
the two feeds. The higher frequency pattern shows significant degradation in both the sym-
metry (WoW) and the cross-polarization level. As discussed previously, this is because of 
the significant attenuation due to radiation through the mode 3 ring. At higher frequencies, 
the beam squints off center and the mode 3 radiation dominates. A measurement of the far-
field phase progression at a constant elevation angle (typically greater than 30°) reveals that 
for the outside fed spiral, the phase progression of 1080°, associated with mode 3, starts at 
frequencies close to 3f0. For an inside feed, this transition occurs at about 4f0 (with this lower 
efficient slot spiral).

Measured mode content of the radiation pattern of the two-arm inside-outside fed spiral 
taken at q = 38° is shown in Figure 13-67. For the outside feed, the mode 3 radiation starts 
to dominate the far-field above 3f0, while the cross-modal discrimination of greater than 
20 dB is seen for frequencies f > 2f0. Note that this slot spiral is not a very efficient radiator 
when fed inside, thus resulting in even higher mode 3 content than typically measured with 
well-designed printed spirals.

FIGURE 13-65 Outside feed of the spiral using a microstrip transition

(a) (b)

FIGURE 13-66 Measured radiation patterns of a two-arm inside-outside fed spiral taken at 1.5 f0 (a) and 
2.5f0 (b). Overlaid are 36 constant f  cuts of left- and right-handedness.14
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Modulated Arm Width Spirals

The MAW spiral19 was the first center-fed spiral antenna with multi-octave dual-polarized 
operation. The MAW spiral incorporates arm impedance modulations for creation of band-
stop regions. A bandstop, otherwise known as a band-reflect region, utilizes a series of half 
wavelength high/low impedance sections (1/4 wavelength each), which provide a broadband 
method for reflecting the spiral’s traveling wave, thus in turn generating the backward oppo-
sitely polarized wave. These reflected currents generate modes similar to the outside fed spiral 
described in the previous section, but without the over-moding limitations. The MAW spiral 
bandwidth has the same limits as the regular spiral, i.e., the highest frequency is determined 
by the fineness of the central region, and the lowest limit is determined by the diameter of 
the spiral. Due to its ability to support both forward and backward waves in dominant active 
regions, multimode operation can be achieved by increasing the number of arms. For a MAW 
spiral to operate with m useful modes, the minimum number of arms is N = 2m + 1. Thus, for 
single mode dual-polarized operation, the MAW must have at least three arms. An eight-arm 
printed/wire MAW is shown in Figure 13-68. Narrow lines represent the high-impedance 
sections, while the wide strips correspond to the low-impedance sections.

(a) (b)

FIGURE 13-67 Measured pattern modal decomposition at an elevation angle of q = 38° for the two-arm 
slot spiral with inside feed (a) and outside feed (b)

FIGURE 13-68 An eight-arm MAW spiral. The 
forward wave is RCP; the reflected wave is LCP.
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The band-reflect region is set at the circumference of N/2 guided wavelengths, where N  
is the number of arms. A four-arm MAW will reflect the currents at the 2l circumfer-
ence, thus limiting this antenna to single mode operation, but preserving the dual circularly 
polarized capability. To correlate the port phasing with the performance, assume a coun-
terclockwise wound four-arm-printed MAW spiral. This antenna (center-fed) will produce 
RCP mode 1 radiation for feed phasing vector {0o, 90o, 180o, 270o). Now, if you excite the 
feed ports with the vector {0o, −90o, −180o, −270o}, this corresponds to the mode −1 for the 
RCP spiral. This phase progression is identical to the phase vector {0o, 270o, 540o, 810o}, 
which creates a 3 × 360o far-field progression on a q = constant cone and represents the 
mode 3 phase vector. Thus, the forward traveling wave will pass the mode 1 region without 
radiating, arrive at its band-stop region at the 2l circumference, undergo reflection and 
become a backward (reflected) traveling wave traveling back toward the spiral’s center. 
At the 1l circumference, phasing is correct to radiate mode −1 and a LCP mode pattern  
is generated.

The band-reflect section is not required in the low-frequency region. For example, an 
eight-arm 6-cm diameter MAW will have good mode 2 radiation at 3.3 GHz; however, 
the mode 4 band reject ring need not exist since the spiral will not radiate mode −2 (m6). 
Since a reflection from the end of the arm is desired, end-loading should not be used for 
MAW spirals. Also, the inner band reject region need not exist unless it is required for 
rejecting the highest frequency of the lowest mode. Radiation patterns for forward (RCP) 
and reflected (LCP) modes 1, 2, and 3 of an eight-arm exponential MAW with EXP = 1.5 
taken at 12 GHz are shown in Figure 13-69a. The antenna has 6-cm diameter and the 
modulation ratio is 11. Thicker lines represent the RCP gain. The main difference is in  
the deteriorated cross-polarization levels associated with the reflected modes 2 and 3. The 
difference in mode 1 is insignificant. Overall, the far-field consistency of all modes is 
acceptable, with small WoW and excellent axial ratio for modes 1 and 2 and a somewhat 
deteriorated value for mode 3. The input resistance for all modes is given in Figure 13-69b.  
As with spirals, the modes ±1 have the highest value of nominal impedance, with very 
little difference between the forward and reflected modes. Due to the presence of high/
low impedance sections, the resistance has highly oscillatory behavior. The nominal 
mode impedances for forward and reflect modes 1, 2, and 3 are 287Ω, 160Ω , and 127Ω, 
respectively. This spread of modes and relatively large span of resistance values (from 
72Ω to 325Ω) makes beamformer design very challenging. As with spirals, the higher-
order modes turn on at the higher frequency.

(a) (b)

FIGURE 13-69 Radiation patterns for forward and reflected modes of (a) an eight-arm MAW and (b) input 
resistance vs. frequency. Forward and reflected modes 1, 2, and 3 are considered.
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The most important parameter for the performance of a MAW is the modulation ratio. It 
is defined as a ratio between the consecutive wide and thin sections. With an Archimedean 
MAW, this ratio remains constant throughout the antenna aperture. However, the tightly 
wound, exponential MAW is typically used due to reduced ringing. Typically, the modula-
tion ratio should be in the 4 to 15 range for good dual-circular polarization of the radiation 
pattern. A computational study with GNEC is used to demonstrate the effects of this param-
eter on the performance of a four-arm exponential MAW with EXP = 1.5. The antenna 
diameter is 7.5 cm, and an ideal beamformer with zero amplitude misbalance and correct 
phasing is assumed. Modulation ratios in the range from 1 (classical self-complementary 
equiangular spiral) to 10 are considered. In practice, the fine precision of the feed region 
and etching finesse are also important to consider. The subset of six different MAWs used 
in this study is shown in Figure 13-70.

Effect of the modulation ratio on the average cross-polarization level over 2–18GHz 
and elevation angles q < 30° is shown in Figure 13-71a. While the forward mode sees very 
little variation in the axial ratio, remaining very low throughout the considered range of 
values, the polarization purity of the reflected mode undergoes significant improvement 
with increased modulation ratio. Similar conclusions can be drawn for the consistency 
of the radiation pattern for both modes. Shown in Figure 13-71b are the averaged values 
for the HPBW over the entire 2–18GHz range, along with their minimum and maximum 
bounds (associated with the azimuthal variations) plotted against the modulation ratio. 
While no significant effects are observed with the forward wave, the reflected mode starts 
to converge when the modulation ratio becomes greater than 8.

Shown in Figure 13-72 are averaged broadside gains from 4–18GHz and WoW at q = 30° 
from 2–18GHz. Forward mode pattern symmetry is very good regardless of modulation ratio. 
Reflected mode symmetry is somewhat worse, but the average WoW is still about 1 dB over 
the band. Gain for the forward modes is constant at 5.7 ± 0.3 dBic for all modulation ratios. As 
expected, reflected mode gain is highly dependent on the modulation ratio. Modulation ratios 
of at least 8 are required for gains approaching those of the forward modes (within 1 dB).

FIGURE 13-70 Four-arm MAWs with modulation ratios (from left to right, top to bottom) of 1, 2, 4, 
6, 8, and 10
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Sinuous Antennas

The traditional sinuous antenna is a broadband, log-periodic structure with N ≥ 4 arms 
composed of arcs and bends and whose low- and high-frequency operation limits, when 
significantly interleaved, are determined by the outer and inner diameters of the antenna, 
respectively.4,41,42 As shown in Figure 13-73, the sinuous configuration is fully depicted 
by the angles a , or angular span of defining sinuous curve, and d , or rotation angle 
needed to outline the sinuous arms, as well as the log-periodic growth rate of t . If any of 
these three defining parameters is varied from cell to cell, a quasi-log-periodic sinuous 
structure is obtained.

Most sinuous antenna research has been devoted to the planar four-arm printed/wire 
geometries. Since a free-standing antenna radiates bidirectionally, an absorptive cavity or 
conical projection of the sinuous structure is required for unidirectional operation. Though 
a lossy cavity backing reduces the antenna efficiency, it is the preferred approach for con-
formal and flush-mounted applications. Reflective metal backings integrated with the aper-
ture as an empty cavity or cavity with vertical wall-absorber liners, cause strong coupling 

(a) (b)

FIGURE 13-71 (a) Average cross-polarization for elevation angles q < 30° and (b) 3-dB beamwidth along 
with the maximum and minimum values for forward and reflected modes in a 2-18 GHz range

(a) (b)

FIGURE 13-72 (a) Averaged broadside gain from 4–18GHz and (b) averaged WoW at q = 30° from  
2–18 GHz for various modulation ratios and MAW operating in forward and backward modes

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Frequency Independent Antennas



 FREQUENCY INDEPENDENT ANTENNAS 13-59

into the sinuous feeds and severe mismatch. Additionally, contamination of the radiated 
far-field occurs as characterized with the gain drop-outs, increased axial ratio, and WoW. 
Several commercially available sinuous antennas with different mounting arrangements, 
including lenses, are shown in Figure 13-74.

A tightly coupled sinuous antenna whose arms have significant interlacing—for 
example, 1.25 × 2(a+d ) > 360/N, where 1.25 denotes the interlacing parameter—has 
approximately the same frequency limits as a spiral antenna; that is, the sinuous antenna 
needs to be N wavelengths in circumference to support efficient mode N radiation. In 
practice, for a given low-frequency limit, the circumference of the sinuous antenna 
should be increased by a certain value, typically l/2, to account for the finite width of 
the radiation region. Excitation of the sinuous antenna, when operated in a circularly 
polarized mode, is also identical to the feeding of a spiral antenna. One exception to 
this similarity is that the sinuous antenna is dual-polarized from a single feed and has 

FIGURE 13-73 Sinuous antenna geometry and relevant parameters

FIGURE 13-74 Sinuous antennas (Courtesy of L-3 Communications)
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additional capabilities and, unfortunately, additional restrictions. Due to the alternat-
ing clockwise (CW) and counter-clockwise (CCW) wrapping senses in each arm and 
the inability of the aperture to perform polarization filtering, the sinuous antenna with  
N arms can support (N - 1)/2 broadband modes. Although the overall number of modes 
on an N-arm sinuous antenna is one half the number of modes on a comparable N-arm 
spiral, their radiation patterns are very similar. Only mode 1 has a broadside radiating 
component and all other modes have a null on broadside, with each higher-order mode 
peaking further from the null. Note that each of the modes on a sinuous antenna can be 
obtained in both left- and right-handed circular polarization (RCP, LCP). If M modes of 
operation with the same polarization are desired, an N = 2M + 1 arm sinuous antenna 
is needed. These modes will be excited if equal amplitudes and phase progressions of 
−360° nm / N are provided at the arm feeds (taken in the CW direction). Here, n is the 
arm number (n = 1,2,…, N ), m is the mode number (m = 1, 2, …,  (N−1)/2)  ), and 
N is the total number of arms. If the highest-order mode that can be supported by an 
arbitrary N-arm sinuous antenna is m ( m > 0 ), the following modes can coexist: −m,  
−m + 1,…, −1, 1,…, m − 1, m, with positive modes denoting the RCP and negative 
modes denoting the LCP, respectively. Therefore, at least N = 5 arms are needed to 
obtain dual-mode operation, which is important for monopulse direction finding.

To further understand the relation between the number of sinuous arms and the modal 
spectrum supported by its structure, an arbitrary N = 4 arm sinuous geometry will be uti-
lized. A corresponding four-arm CCW wound spiral antenna will support broadband RCP 
modes M1: {0°, 90°, 180°, 270°}, M2: {0°, 180°, 360°, 540°}≡{0°, 180°, 0°, 180°}, and M3: 
{0°, 270°, 540°, 810°}≡{0°, −90°, 180°, 90°} with the phase progression (in the CW sense) 
denoted in brackets {}. A four-arm sinuous antenna has spiral segments capable of radiating 
both senses of circular polarization, thus when the mode 2 phase progression is provided 
at the arm ports {0°, −180°, −360°, −540°}≡{0°, 180°, 0°, 180°}, the aperture cannot dif-
ferentiate between it and the mode –2 phase progression {0°, 180°, 360°, 540°}≡{0°, 180°,  
0°, 180°}, so the radiating region radiates the mixture of modes 2 and −2.5 The mode 3 phase 
progression is {0°, −270°, −540°, −810°}, and the RCP four-arm spiral supports its efficient 
and broadband radiation (provided the circumference is greater than three wavelengths). If 
the same phase progression is provided to the sinuous antenna, we notice that it is equal to 
the progression of {0°, 90°, 180°, 270°}, which is identical to that of the mode −1. This mode 
will be excited first (it radiates from the area the traveling wave encounters before arriving at 
the mode 3 radiating region) and little energy will be left for mode 3. Thus, as stated previ-
ously, for dual-mode operation, a sinuous antenna must have at least five arms, with unique 
and unambiguous phase progressions for mode 2 {0°, −144°, 72°, −72°, 144°}, and mode  
−2 {0°, 144°, −72°, 72°, −144°}.

Six or eight arms are generally used due to beamformer limitations. An eight-arm sinu-
ous antenna, shown in Figure 13-75, has the additional benefit of supporting a third mode, 
or modes ±3. Typical radiation patterns for the three modes radiated from an eight-arm 
sinuous antenna are shown in Figure 13-76. Clearly, the previously discussed character-
istics of modes 2 and 3 as well as a very good cross-polarization at beam-peak angles are 
obtained with this structure.

With good quality sinuous designs, currents decay rapidly past the radiation region, 
and the radiated power of higher-order modes (m + N, m + 2N, … and m – N, m – 2N,…, 
etc.) is low. Thus, the azimuthal pattern symmetry is usually excellent. As with equian-
gular spirals, the modal decomposition of the radiated far-field pattern can show the level 
of modal isolation for each of the sinuous modes. For example, the radiation pattern of 
mode 1 of an eight-arm sinuous antenna is decomposed into the higher order., contami-
nating modes. The cross-modal difference with respect to the dominant mode 1 of a first 
few, most significant modes is shown in Figure 13-77. The cross-modal difference is bet-
ter than 30 dB for both higher-order modes supported by this antenna (modes –7 and 9),  
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while mode 5 is virtually not excited. Since radiation from the dominant mode region 
is very efficient, end terminations are rarely needed, as opposed to spirals where some 
form of lossy arm termination is normally used. Also, for similarly sized and designed 
feed regions, the high-frequency radiation of a sinuous antenna is usually superior to that 
of a spiral.

The nominal modal impedance of a free-standing, self-complementary, N-arm printed 
sinuous antenna can be computed using Deschamps formula Eq. 13-11. Impedance varia-
tions from these nominal values can be significant, typically exceeding 2:1 for the mode 
±1 operation. Higher-order modes usually have smaller absolute impedance variations, but 
these deviations are still greater than their spiral counterparts. If necessary, a spiral can 
be used in the sinuous interior as a tapered matching section. Typical characteristics of 

FIGURE 13-75 An eight-arm self-complementary sinuous antenna

(a) (b)

FIGURE 13-76 Radiation patterns for the M1 (a), M2, and M3 (b) of an eight-arm sinuous antenna
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self-complementary multimode eight-arm sinuous antennas with different angles 2a  are 
computed using FEKO and the results are shown in Table 13-10. As with other FI antennas,  
the quality of circular polarization decays with the increased mode number. Also, the 
antenna gain in general increases with the more pronounced interlacing between the arms. 
Modes 2 and 3 peak around 34° and 40°, respectively. Note that the lower-frequency end 
of operation is somewhat extended with the larger arm swings.

Most commercial sinuous antennas are four-arm structures and are designed to  
operate over different bands. The most common realization is a 5-cm diameter 2–18-GHz 
antenna operating in a dual-circular mode 1 or dual-linear mode. The dual–circularly 
polarized sinuous antenna has already been discussed. A linearly polarized version has 
similar properties to a planar log-periodic antenna. As with good log-periodic design hav-
ing a typical growth rate of t  > 0.8, there are several arc sections in the active region. 

FIGURE 13-77 Higher-order mode gains relative to the gain of M1 for an 
eight-arm sinuous antenna

Mode ±1 Mode ±2 Mode ±3

2a [°] R [Ω ] G [dB] XP [dB] R [Ω ] G [dB] XP [dB] q [°] R [Ω ] G [dB] XP [dB] q [°]

22.5 249 5.0 51.8 143 3.6 25.1 34 111 3.4 18.4 38

37.5 244 5.2 52.0 140 3.6 26.2 36 110 3.4 13.9 40

52.5 252 5.6 49.7 149 3.7 25.8 34 115 3.2 18.9 40

67.5 256 5.7 50.5 150 3.9 25.5 32 120 3.5 17.2 38

82.5 255 5.9 49.5 151 4.2 30.1 36 120 3.5 19.7 40

TABLE 13-10 Typical Characteristics at the Midband for an Eight-arm Sinuous Antenna with 
Various Swing Angles 2a
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Opposite arms are fed antiphase (0, 180°) and the two orthogonal arm-pairs of a four-arm 
sinuous antenna form two linearly polarized radiators. A small shift in the polarization 
vector with changing frequency is present as a consequence of the oscillating sinuous 
form of the structure. The polarization swings back and forth about the arms’ central axis. 
When operating in circular polarization (with the addition of a 90° hybrid), this polariza-
tion oscillation or wobble does not degrade the polarization purity since each arm has 
identical rotation.

The return loss of a well-designed four-arm sinuous antenna is shown in Figure 13-78. 
Highly oscillatory behavior is due to the reflections inherent to the BFN, and after gating 
those out, a very smooth over 20-dB return loss is measured. The coupling between the two 
channels can be as high as –10 dB, while the losses in the BFN are typically below 1.5 dB 
at the highest end.

The performance of commercially available sinuous antennas, shown in Figures 13-79 
and 13-80, clearly demonstrates high-quality wideband operation of these antennas.

FIGURE 13-78 Measured return loss of a well-designed 5-cm cavity-
backed sinuous antenna at the input and output of the beamformer

(a) (b)

FIGURE 13-79 Measured peak gain (a) and 3-dB beamwidth (b) for two channels in two principal 
planes of a 5.5-cm sinuous antenna (Courtesy of L-3 Communications)
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Folded Spirals

A special case of sinuous antenna is the folded spiral, constructed as a spiral that is “folded” 
back on itself. The angular arm expansion of the folded spiral is the same as that of a sinu-
ous antenna, and the main difference is in the shape or curvature of the arm bends. More 
specifically, the bends of a sinuous structure are rounded as opposed to the sharp tips of a 
folded spiral. The performance of the two antennas is similar, and often the folded spirals 
are referred to as sinuous antennas. Thus any reference to one can be equally applied to 
the other antenna.

Conical Structures

The unidirectional radiation from dual-polarized antennas follows the same rules and 
guidelines as shown for the conical spiral antenna (Section 13.2). Decreasing the cone 
angle results in a longer active region and will increase the forward radiation while 
suppressing the backward radiation (higher F/B ratio). Antenna parameters such as 
number of arms, radiation regions, modes, and so on, work the same as discussed in 
previous sections. The planar antenna geometry (spiral, sinuous, MAW, and so on) is 
projected on to a cone to form the conical antenna. As with conical spirals, the antenna 
phase center will move along the z-axis with frequency. Radiation will occur where 
the circumference is N guided wavelengths or the individual elements are resonant 
length. Sinuous and LP tooth geometries have similar radiation proportions for both 
polarizations (RCP and LCP). The MAW and inside-outside fed spirals have reduced 
directivities in the reflected (or outside fed) polarizations but might still be useful for 
certain applications.
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(a) (b) (c)

FIGURE 13-80 Measured, rotated linear-polarization radiation patterns for two channels of a 5.5-cm 
sinuous antenna at (a) 2 GHz, (b) 9 GHz, and (c) 18 GHz (Courtesy of L-3 Communications)
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14.1 INTRODUCTION

Types of Horns and Applications

Electromagnetic horn antennas make a transition from waves propagating in a transmission 
line, usually a waveguide, and the launching of waves into another medium such as free-space 
or underground. They occur in a variety of shapes and sizes to fulfill many practical applica-
tions. These vary from communication systems, electromagnetic sensing, radio frequency 
heating, nondestructive testing and evaluation, biomedicine, and as a reference source for 
other antenna testing. Horns are used as feeds for other antennas such as reflectors, lenses, 
and compound antennas. Their widespread use stems from their simple, solid geometry and 
excellent performance when beam directivity is called upon. A summary of the many types 
of horns and typical applications with some references is given in Table 14-1. It is clear that 
one horn does not fit all situations—although their main purpose is to be a source of direc-
tive power or a directive receiver. For example, in communications and radio astronomy, a 
horn should be very low loss and be immune to extraneous signals including noise. Also, in 
some situations, it may be necessary that the horn operate over an octave or more of frequen-
cies, such as in ultrawideband or pulse signal applications. Further, horns may be required 
to handle two orthogonal polarizations and minimize interference between them. These and 
other properties will be highlighted in this chapter. A collection of important historical papers 
dealing with horn antennas can be found in Electromagnetic Horn Antennas.1

Some examples of these horns are pictured in Figure 14-1. Probably the most com-
monly occurring horn is the rectangular pyramidal family. The pyramidal horn shown 

FIGURE 14-1 A selection of different types of horn antennas: (a) pyramidal horn; (b) profiled rectan-
gular horn; (c) circular horn with axial corrugations and dual-probes for circular polarization; (d) conical 
corrugated horn; (e) dual-band coaxial horn with tracking; ( f ) compact profiled corrugated horn (Courtesy 
© CSIRO Australia 2007)

(a) (b) (c)

(d) (e) (f)
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 HORN ANTENNAS 14-3

in Figure 14-1a is used as a primary gain standard since its gain may be calculated to 
within 0.1 dB by knowing its dimensions. Independent control of the beamwidths in the 
two principal planes is possible by varying the rectangular-aperture dimensions. A spe-
cial case is sectoral horns, which are flared in only one plane. They radiate fan-shaped 
beams, broad in the plane orthogonal to the flare. Other rectangular horns (Figure 14-1b) 
can have a nonlinear profile to increase efficiency and lower sidelobes compared with 
a linear flare.

Circular geometries (for example, Figure 14-1c and d) are also in widespread use, 
with other shapes such as elliptical and superelliptical100 providing additional variation when 

Classification Application

Rectangular

Smooth wall1–5 Standard gain, testing, sensing

Corrugated6–10 Radar, heating

Dielectric-lined11–12 Radar, satellite

Profiled1,13–15 Satellite

Multimode16–20 Radar, satellite, radio astronomy, tracking

Self supporting21–23 Reflector feed

Ridged—double, quad1,24–27 Ultrawideband, radar, sensing

Circular

Smooth-wall conical1–2,28–33,110 Feeds, testing, sensing

Corrugated1,34–45 Satellite, space, radio astronomy, tracking

Scalar1,34,39-40,45 Satellite, space, radio astronomy

Dielectric-lined45–51 Wideband, radio astronomy

Coaxial55,52–58 Multiband feed, probe, nondestructive testing, medical

Self supporting59–64 Reflector feeds

Profiled65–70 Satellite, radio astronomy

Special flange39,71–73 Feeds, medical

Longitudinal corrugation74–76 Satellite, radio astronomy

Multimode1,45,77–85 Radar, satellite, radio astronomy

Ridged—double, quad86–88 Ultrawideband, radar, sensing

Other Types

Diagonal1,89–90 Radio astronomy, sensing

Elliptical—all types91–99 Reflector feed, radar, satellite

Superelliptical100 Feeds

Oblique aperture101 Feeds

Dielectric—all types102–108 Direct radiator

TABLE 14-1 Types of Horn Antennas and Their Applications
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required for beam-shaping. The conical horn is, by virtue of its axial symmetry, capable of han-
dling any polarization of the exciting dominant TE11 mode. It is particularly well-suited for cir-
cular polarization. Despite its axial symmetry, however, the beamwidths in the principal planes 
are generally unequal. Like the pyramidal horn, the conical horn may be used as a primary 
standard since its gain is accurately calculable. Also, profiling will improve performance.

The dual-mode and corrugated (hybrid-mode) conical horns shown in Figure 14-1c, d, and 
f overcome the lack of axial symmetry in the radiation pattern, and at the same time, achieve 
diminution of cross-polarized radiation in the intercardinal planes to a very low level. In both 
cases, the aperture field of the horn is modified in such a way as to produce radiation patterns 
with axial symmetry. A horn with axial corrugations, shown in Figure 14-1c, converts part 
of the incident TE11 mode in circular waveguide into TE11 mode in short-circuited coaxial 
waveguide to generate sufficient TM11 mode in the horn to produce patterns with good axial 
symmetry. The coaxial horn in Figure 14-1e allows two frequency bands to be used simulta-
neously and also provides tracking in the highest band.

Horns can have metallic walls, be composed of dielectric material, or employ combina-
tions. In this chapter, we concentrate on horns with metallic sidewalls, although in the last 
section we review briefly dielectric-only horns (see Table 14-1).

Important Characteristics of Horns

Performance determines the selection of a horn for a specific application. This selection is 
based on a number of quantities and qualities, usually

● Bandwidth properties
● Radiation pattern
● Gain and efficiency
● Phase center
● Polarization
● Input match
● Fabrication and cost

These attributes will be briefly considered in turn.

Bandwidth Properties The chosen application normally includes a range of frequencies. 
Horn antennas are often differentiated by their ability to cover a narrow or wide frequency 
range. This is sometimes expressed as a percentage bandwidth, which is

 %
( )
( )

max min

max min
bandwidth = −

+200
f f
f f

 (14-1)

where fmin and fmax are the minimum and maximum operating frequencies. Another way to 
express the frequency properties is as a ratio such as fmax / fmin :1. For example, a corrugated 
horn could be designed to operate from 10 to 21 GHz. That is, the percentage bandwidth is 
about 71% or the frequency ratio is 2.1:1.

Radiation Pattern The radiated fields from a general antenna lie on the surface of an 
imaginary sphere enclosing it. In many applications, it is usual to assume the radius  
of this sphere is large and a far-field approximation can be employed (see Chapter 1).  
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This means in a spherical coordinate system, the radial components are negligibly 
small, and the remaining field components are in the q– and f–directions. In the far-
field the electric E and magnetic H fields are related by the wave impedance of free-
space h (≈376.7 ohms) as follows: H E= ( ˆ ) / .r × η The radiated power density in the 
outward radial direction is, therefore,2 Pr = | E |2/2h. The radiation pattern is the distri-
bution of this power density over the far-field sphere. The general properties of antenna 
radiation patterns are described elsewhere. Particular to horns is that the power density 
is directed in front of the horn, often with specifications on the sidelobe and backlobe 
levels. Sections of the radiation pattern for horns are usually given as a function of 
the elevation variable q at a constant azimuth angle f. For linear polarization, the  
E-, H- and intercardinal (±45-degree) planes are the most useful constant f -pattern 
cuts through the two-dimensional pattern. The main beam (usually the axial direction) 
can be described by the half-power beamwidth (HPBW) and the angle between a lower 
power level relative to the peak, say −10 or −12 dB down.

Gain and Efficiency Antenna gain is defined in another chapter of this handbook. Several 
different types of gain are used to describe horn antennas. The most commonly accepted 
definition of gain is provided by the IEEE (Std. 145 − 1993 §2.165), which is based on 
the power accepted by the antenna. This definition removes the power reflected from the 
input from the definition. Another definition, called absolute gain, is also used.2 It retains 
the reflected power from the input, as this is an intrinsic property of the antenna. For horn 
antennas, there is often very little difference between these two definitions because the 
reflection coefficient is small. The absolute gain, G, differs from the IEEE definition by 
the factor 1/(1 − |Γin|

2), where Γin is the input reflection coefficient. Absolute gain will be 
used throughout this chapter.

For horn antennas, and aperture antennas in general, the aperture efficiency is another 
useful measure for comparing antennas. Aperture efficiency in the direction (qm, fm) is the 
ratio of the gain of the antenna in that direction and the gain of an ideal uniformly illumi-
nated aperture given by

 η λ
π θ φa m mA

G=
2

4
( , )  (14-2)

where A is the total area of the aperture, l is the wavelength at the operating frequency, 
and G is the gain function (Chapter 1). Many applications require the aperture efficiency 
on axis, i.e., (qm,fm) = (0,0).

Phase Center This is the apparent center of the spherical waves that emanate from the horn 
at a given radial distance (usually the far-field, although for feeds this will be the average 
distance to the reflector). At the phase centre and in the far-field region, the phase response of 
the radiation pattern in the vicinity of the main beam will be reasonably constant. The phase 
center can be calculated from the radiation pattern109 or measured by adjusting the center of 
rotation until the measured phase of the pattern is constant across the main beam, say between 
the −12 dB points—or a wider range when the horn is used as a feed. The phase center can 
vary significantly with frequency when the pattern angles extend across the main beam. The 
phase center dpc of a particular radiation pattern cut f = fi, having a phase function Φ(q,fi), 
can be calculated from

 kd
C C C C

C C Cipc ( )φ =
−

−
10 01 11 00

01
2

02 00

 (14-3)
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where

C dmn i i
m n( ) ( , ) cosφ θ φ θ θ

θ

θ

= ∫ Φ
1

2

k = 2p /l and q   = [q1,q2] is the angular extent of the pattern. Equation 14-3 was derived by 
a least-squares comparison of the horn phase function and the ideal phase over the speci-
fied angular range. Note that dpc is given relative to the origin of the spherical coordinate 
system. It is easily seen that when the phase function has positive curvature relative to the 
origin, the phase center is in front of the horn, and when the curvature is negative, the phase 
center is inside the horn. The overall phase center of the horn can be estimated by averaging 
the phase centers of several pattern cuts.

Polarization The antenna radiation on the far-field sphere can be resolved into two 
components. The largest component in the direction of the desired polarization is called 
copolarization, and the orthogonal component is cross-polarization. Polarization perfor-
mance measures of particular relevance to horns are peak cross-polarization for linear 
polarization and axial ratio for circular polarization (see Chapter 1). Measures of low 
cross-polarization are low peak levels in the intercardinal planes and even lower levels in 
the principal planes. There are several ways of measuring cross-polarization. For horns, 
the copolar pattern is obtained by aligning the test antenna on boresight with the polariza-
tion of the distant source antenna. The test antenna is then rotated about the phase center 
while maintaining this alignment. The signal that is measured is the copolar pattern. The 
cross-polar pattern is obtained by rotating the transmitter through 90° and repeating the 
radiation pattern measurement. The received signal is the cross-polar pattern. In this 
definition, the co- and cross-polarized field components, Ecp and Exp, may be obtained 
from the spherical field components using

 E

E
o o

o

cp

xp









 =

− −
− − −
cos( ) sin( )
sin( )

φ φ φ φ
φ φ

−
ccos( )φ φ

θ

φ−






⋅










o

E
E

 (14-4)

where Eq and Ef are the spherical components in the q− and f−directions, f is the azimuth 
angle, and f 0 is the reference polarization angle taken at the x-axis of the coordinate sys-
tem. Axial ratio is the ratio of the major and minor axes of the polarization ellipse, usually 
on axis (or boresight) of the horn. If the polarization is perfectly circular, the axial ratio is 1. 
Axial ratio is usually expressed in dB.

Some horns have partially axisymmetric patterns, and this occurs when the far-field 
functions are Eq     (q,f) = F(q ) cos f and Ef   (q,f) = −G(q  )sin f. In this case, |F(q  )| is the 
E-plane pattern function and |G(q  )| is the corresponding pattern in the H-plane. If F 
= G, the pattern is fully axisymmetric and, additionally, the cross-polarization is zero 
everywhere. Ideal corrugated horns have this property at the balanced-hybrid condi-
tion (see Section 14.4). Dominant mode circular horns have partially axisymmetric field 
functions. Horns with partial axisymmetry have zero cross-polarization in the E- and 
H-planes and peak cross-polarization in the intercardinal planes, the level given by the 
difference of the E- and H-plane pattern functions, and are |F(q  ) − G(q  )| /2. The copolar 
pattern in the intercardinal planes is the average of the E- and H-plane pattern functions, 
|F(q  ) + G(q  )| /2.

Input Match The input match is determined by two main reflection components: 
(1) reflection at the junction between the feeding waveguide and horn flare (i.e., the throat) 
and (2) reflection at the aperture due to transition from a guided wave to a radiating field. 
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The combination of these two components can produce a highly oscillatory return loss over 
the frequency band for some small horns, with a period approximately given by the distance 
between the junction and the aperture (i.e., period ≈ 720s/l degrees where s is the distance 
between the throat and the aperture). Reflection from the transition to the flare is the most 
significant contributor for large aperture horns as the reflection at aperture diameters > 2l 
is usually small (> 20 dB). Most horns can be designed to have a return loss of 15 dB and 
higher. To achieve a good input match, considerable attention is paid to designing the input 
transition and the commencement of the horn flare.

Fabrication and Cost Horns are fabricated in many different ways from a variety of 
materials. The choice of fabrication method depends on cost and the intended application 
(weight, strength, heat, etc.). However, to achieve good efficiencies and performance, the 
inside metallic surfaces should be a good conductor (conductivity s  > 1 × 107 S/m), unless 
the purpose is to intentionally load the horn. A lower conductor material is sometimes used 
for weight (e.g. carbon fiber) or mass-production (plastic or low-temperature metal with 
good casting properties) considerations, followed by a coating of high-conductor material 
(such as copper, gold, or silver) at least five skin-depths thick (i.e., > 80 / fσ mm, where 
f is the frequency in GHz). Additional passivation may be necessary to prevent corrosion 
or oxidation. Both material and labor costs are significant for this method of fabrication. In 
single applications, good performance can be obtained for moderate cost when horns are 
machined (on a lathe or machining center) from aluminum or jigged and brazed together 
from sheet-metal pieces, such as copper. Horns made from aluminum are dip-brazed while 
electroforming from copper is also possible. The material cost is negligible compared with 
labor costs in these approaches.

Effect of Horn Flare

Flaring a waveguide provides a directive radiation pattern and a smooth transition from 
the input to free-space. The field in the flare changes from a plane wavefront to a curved 
one, which is desirable for radiation. The surface across the face of the horn is called the 
aperture, and this surface is a convenient reference for calculating the radiated fields. 
The radiation characteristics of horns with aperture dimensions greater than about one 
wavelength may be calculated with reasonable accuracy by using equivalent currents 
(Huygens’ principle) and an approximation to the aperture field. For single dominant-
mode horns, the aperture field is approximated by the transverse electric field of that 
mode as it would exist in a uniform waveguide of the same cross-section and size as 
the horn mouth. In a waveguide that flares to a horn, it is clear that the boundary condi-
tions require the existence of higher-order modes in addition to the fundamental mode. 
As a first approximation, it is usual to assume that the flare angle is small enough to 
permit the higher-mode field components to be neglected in comparison with those of 
the dominant mode.

Even when the flare angle is not particularly small, the above treatment gives useful 
design information if the effect of the curvature of the dominant-mode wavefront in the 
aperture is taken into account. In Figure 14-2, the field lines are shown as though the domi-
nant mode were expanding as a cylindrical wave (in a sectoral horn) or a spherical wave 
(in a conical horn) with a radius of curvature at the aperture equal to L, the axial length of 
the horn in the section shown. The path difference between this curved wavefront and an 
ideal plane wave in the aperture constitutes a phase error that requires the planar fields of 
the dominant mode be modified by the inclusion of an approximate quadratic phase factor, 
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exp(−jkd (x)), where x is the normalized aperture coordinate and k = 2p /l. In Figure 14-2, 
the distance from the wavefront to the aperture d  is

 δ( ) ; | | /x L x L
x
L

x d= 2 2
2

2
0 2+ − ≈ ≤ ≤ ±  (14-5)

Sometimes the slant length  is employed instead of L in the quadratic phase factor. 
Throughout this chapter, the axial length L is used. At the aperture, the maximum excursion 
of the wavefront from planar is

 ∆ = = ≈1
2 2

2
2 8

2
2

d
d
L

f ftan sin
θ θ

  (14-6)

where qf is the semi-flare angle of the taper. The approximation in Eq. 14-5 is reasonably 
accurate for qf < 35°; for larger angles the exact formula should be used.

The consequences of the quadratic phase factor are loss in gain accompanied by broad-
ening of the radiation pattern, an increase in sidelobe levels, and filling in of the nulls. In 
the rest of this chapter, all pattern calculations are based on the above approximate model 
with quadratic-error correction applied as necessary.

Obliquity Factors

Radiation patterns of dominant (i.e. TE) mode horns are different in the principal planes 
because the transverse-field distribution and the associated field factor decays differently 
in the two orthogonal directions. The additional field decay is called an obliquity, or a 
Huygens factor, and is a pattern function multiplier that takes into account the effects of 
the mode propagation constant, mismatch at the horn aperture, and diffraction at the rim 
and surrounding surfaces.

On the q-function in the far-field (E-plane for fo = 0 in Eq. 14-4), the obliquity factor 
is represented by

 F
k kθ
β θ β θ= + + −















1
2

1 1cos cosΓ  (14-7)

x
d

∆

θf

L

δ
l

FIGURE 14-2 Phase error due to wavefront curvature in 
the horn aperture
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while on the f-function in the far-field (H-plane for fo = ±90 degrees) the factor is

 F
k kφ θ β θ β= + + −















1
2

cos cosΓ  (14-8)

where b is the dominant mode propagation constant appropriate to the guide dimension 
at the horn mouth, Γ is the reflection coefficient presented by the aperture discontinu-
ity and rim, while q is the usual far-field polar angle. The first term corresponds to the 
incident mode and the second part its partial image scaled by Γ. In small-aperture horns, 
Fq and Ff  are significantly different. For apertures larger than about two wavelengths, the 
aperture discontinuity is small, so that Γ → 0, while b /k → 1. Under these circumstances, 
Fq and Ff  are nearly identical:

 F Fθ φ θ θ≈ ≈ + =1
2

1 22( cos ) cos /  (14-9)

When the horn aperture terminates in a metallic flange, the diffraction of the field at 
the aperture changes the obliquity factors to more general functions Fq = f1(q  ) and Ff = 
f2(q  ), where f1(q  ) and f2(q  ) depend on the geometry of the rim, the incident field, and 
the external currents. An extreme case is when the ground-plane is infinite, when Fq  = 1 
and Ff = cosq. These obliquity factors will be used throughout this chapter for simplicity 
though recognizing that they can be replaced with Eq. 14-7 and Eq. 14-8 as the situation 
demands. Another extreme case is when the walls of the horn are infinitely thin. A closed-
form solution for  f1(q  ) and f2(q  ) is available for circular waveguides.110

Choice of Design Software

There are many excellent software packages available for analyzing horns and the choice 
can be bewildering. A wide variety of electromagnetic methods have been employed in 
these packages. Several methods and computer packages are referred to in this chapter and 
these are only a small sample of what is available to the antenna designer. However, every 
designer has their own special requirements. It is recommended, therefore, before investing 
a significant amount of time and money on a software package, consideration should be 
given to the most frequent design task. Choose aspects and trial problems to compare your 
application with each software package and assess their performance. These trial problems 
could be from a textbook or handbook such as this one. Evaluate the packages for accuracy, 
ease and speed of use, level of software support offered by the vendor, portability to other 
applications and to other computer platforms, and annual license fee. The effort expended 
in selecting a software package that best suits your needs will not go unrewarded in the 
long run.

14.2 RECTANGULAR HORNS

The first rectangular horns of the pyramidal variety were used by J. C. Bose in 1897, 
which he termed a “collecting funnel.” However, horns were not studied in detail until 
forty years later.1 Their forerunner was, of course, the hollow rectangular waveguide 
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analyzed (for the first time) only a few years before the horn. Since the waveguide rep-
resents a useful approximation for rectangular horns, we commence this section with a 
brief overview of rectangular waveguide results.

Radiation from Rectangular Waveguide

An open-ended rectangular waveguide operating in the dominant mode (TE10 or TE01) has 
a useful broad radiation pattern. When the aperture terminates in an infinite ground-plane 
the radiated far-fields by the TE10 mode are given by

 E r
abE e

r
S U

b
C V

ao
θ θ φ π φ( , , ) cos= 








−2
2 2

jkr 


 (14-10a)

 E r
abE e

r
S U

b
C V

ao
φ θ φ π φ( , , ) sin= − 








−2
2 2

jkr





cosθ  (14-10b)

where

U = 1
λ θ φsin cos ,

V = 1
λ θ φsin sin ,

S x
x

x
C x

x

x
( )

sin
( )

cos
.= =

− 





and

1
2

2

π

The waveguide width is a (the dimension in the H-plane) and the height is b (the dimen-
sion in the E-plane). Eo is a constant. Above cutoff of the TE10 mode, the maximum gain 
of this antenna is

 G
ab k

max = 32
2π λ β

 (14-11)

whereβ π= −k a2 2( / ) is the propagation constant of the mode. Well above cutoff  
b/k  → 1, in which case the aperture efficiency is 8/p 2 or about 81%.

Sectoral Horns

Sectoral horns are produced when the rectangular waveguide input is flared in either the 
E- or H-plane. The rectangular horn shown in Figure 14-3 is the result that occurs when 
the waveguide is flared in both planes. The radiation patterns of sectoral horns may be 
approximately computed2,16 as described in “Effect of Horn Flare.” The results of such cal-
culations in the planes of the flare are shown in Figures 14-4 and 14-5 for E- and H-plane 
flares, respectively. In each case, there is a family of curves corresponding to the normal-
ized cylindrical-wave error ∆e,h /l due to the flare, where

 ∆ ∆e
e

h
hb a= =

2 2 2 2
tan tan

θ θ
and  (14-12)

qe,h is the half-flare angle in the E- and H-plane, respectively.
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For the same values of ∆e,h /l, the phase error due to the flare has a much more pro-
nounced effect in the E-plane than in the H-plane. The reason is simply that the field is 
constant across the aperture of a sectoral horn flared in the E-plane but varies sinusoidally 
(i.e. tapered) for one flared in the H-plane. The patterns also exhibit much higher minor-
lobe levels for the former case.

The curves in both Figures 14-4 and 14-5 are reasonably accurate when either a or b is at 
least several wavelengths. For smaller apertures, it is necessary to multiply by the appropri-
ate obliquity factor, Fq or Ff . The approximate form given by Eq.14-9 is reasonably accurate 
for aperture dimensions greater than about 1.5l.

FIGURE 14-4 Universal radiation patterns of horns flared in the  
E-plane (sectoral or pyramidal). The parameter is the normalized 
phase error ∆e /l.

FIGURE 14-3 Geometry of rectangular horn: (a) overall perspective; (b) E-plane  
projection; (c) H-plane projection
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The aperture field method is incapable of predicting the radiation pattern in the rear 
sector of a horn antenna without the wall currents and is not accurate in the wide-angle 
sidelobe region because it neglects diffraction at the aperture edges. The prediction of wide-
angle and rearward-radiated fields is possible by using the techniques of the geometrical 
and physical theories of diffraction (GTD and PTD). It is impractical to attempt such a 
treatment here; the interested reader should consult the references.2,111–115

Pyramidal Horns

The pyramidal horn of Figure 14-3 flares in both the E- and the H-planes. Its radiation patterns 
in these planes are the same as those of the corresponding flared sectoral horns, so they are 
limiting cases of the pyramidal horn. Thus, the E-plane patterns of a pyramidal horn are as 
shown in Figure 14-4, while its H-plane patterns are those shown in Figure 14-5. The horns 
are assumed to be fed from a rectangular waveguide with dimensions in the H- and E-planes 
of aw and bw, respectively. The axial lengths in these planes are

 Lh = ha/(a − aw) and Le = hb/(b − bw) (14-13)

where h is the length of the flared section. For aperture dimensions greater than about 1l, 
the patterns in the two planes may be controlled independently by adjusting the mouth 
dimensions.

The electric field in the far zone of the aperture of a pyramidal horn located in a ground-
plane and containing the TEmn mode is given by

 

( ( , , )) cos( )E r A
L L e

r
ee h j

θ
πθ φ φmn mn

jkr
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−
− +

4
(( ( ) ( ))( ( ) ( ))
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F U F U G V G V
n
b

F U

+ − + −

+

+ −


+ φ −− + 
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m
a

( )) ( ( ) ( ))
  

  

(14-14a)

FIGURE 14-5 Universal radiation patterns of horns flared in the 
H-plane (sectoral or pyramidal). The parameter is the normalized 
phase error ∆h /l.
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U V= =1 1/ sin cos , / sin sin ,λ θ φ λ θ φ Le, and Lh are the axial lengths from the apex to 
the aperture in the E- and H-planes, while K z j d

z
( ) exp( )= −∫ ξ ξ2

0
is the complex Fresnel 

integral, which can be integrated numerically or calculated approximately.116 The electric  
fields of the TMmn modes are similar, and these are obtained by reversing the sign on the 
K-function in the parentheses (Eq. 14-14a) from + to − and similarly in Eq. 14-14b from  
− to +. The E- or H-plane sectoral horns are special cases obtained by allowing Lh or Le → ∞  
in Eq. 14-14, respectively. The distance of the phase center from the aperture normalized 
to the axial length in the E- and H-planes of pyramidal (and sectoral) horns, which was 
calculated using Eq. 14-3 and the phase of Eq. 14-14 for the main beam between the −12 dB 
points, are shown in Figure 14-6 as a function of ∆e,h /l.

FIGURE 14-6 Phase center relative to the aperture in the planes of various horns as a function of the 
parameter ∆ /l, where ∆ is the maximum deviation of the wavefront from planar in the designated plane. 
The minus sign indicates the phase center is located inside the horn.
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The design of a pyramidal horn for specified beamwidths in the principal planes must 
be undertaken iteratively because of the need to fit the throat of the horn to a given input 
waveguide. A design procedure is outlined here:

1. Starting with the E-plane pattern, select a trial value for b to give an approximation 
to the desired half-beamwidth qebw in degrees. Estimate b/l from Figure 14-4 or use 
b/l ≈ 44/qebw. Select a value of horn length h, and calculate Le from Eq. 14-13.

2. Compute the E-plane radiation pattern using Eq. 14-14. Refine b and h to create the 
desired beamwidth.

3. Repeat this procedure for the H-plane pattern. Choose an initial dimension a/l from 
Figure 14-5 or use a/l ≈ 40/(qhbw − 15) where qhbw is the desired half-beamwidth in the 
H-plane in degrees. Calculate Lh from Eq. 14-13.

4. Compute and refine the H-plane radiation pattern using Eq. 14-14. Vary h, a, and b as 
needed to improve the design.

5. Once satisfied with this approximate design, refine further to achieve the desired per-
formance (i.e., input match, polarization, etc.) by simulating the structure with accurate 
design software.

Gain

The maximum absolute gain of a rectangular horn radiating predominantly in the TE10\TE01 
mode is

 G
a
b

r E r E r mmax | ( ( , , )) | | ( ( , , )) |= +( )8
0 0 0 02 2 2

π θ φ == =
= =

1 0
0 1
,
,
n

m n
or  (14-15)

where the electric field components Eq and Ef are given by Eq. 14-14 and k >> p /a.
The gain of sectoral and pyramidal horns may be determined from Eq. 14-15 or from  

the normalized gain curves of Figures 14-7 and 14-8, provided the narrow dimension is at 

FIGURE 14-7 Normalized gain of E-plane sectoral horn (a ≤ l)
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least one wavelength. The parameters ge and gh are the gains of E- and H-plane sectoral 
horns (ge,h has no dimension). It is seen that the gain initially increases as the aperture 
dimension increases, and then reaches a maximum before decreasing. The decrease in gain 
is due to increasing cylindrical-wave phase error as the aperture increases while the length 
remains constant.

The points of maximum gain in each case occur approximately where the phase errors 
at the aperture in the E- and H-planes are respectively 90° and 135°. That is

 k b Le e∆ ≈ =π λ π2 4
2

/( )  (14-16)

 k a Lh h∆ ≈ =π λ π2 4
3
4

/( )  (14-17)

The gain of both sectoral and pyramidal horns117 may be expressed by

 G = Go Re Rh (14-18)

where the gain G0 relative to an isotropic radiator is given by

 G0 = 32ab/(pl2) (14-19)

and Re,h is gain reduction factors equal to or less than unity, which account for the loss in 
gain due to phase error caused by the horn flare; thus Re,h is a function of ∆e,h /l. Both fac-
tors can be computed from Eq. 14-15. They are shown graphically in Figure 14-9 and are 
listed in Table 14-2.118 For a sectoral horn, one of the axial lengths will be infinite, and the 
corresponding gain reduction factor Re,h will be 0 dB. An alternative way of calculating the 
gain of a pyramidal horn is to take the product of the gains of the corresponding sectoral 
horns, obtained from Figures 14-7 and 14-8, and then to multiply by the factor p /32.

FIGURE 14-8 Normalized gain of H-plane sectoral horn (b ≤ l)
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16∆e,h /l Re, dB Rh, dB 16∆e,h /l Re, dB Rh, dB

 1.0  0.060 0.029 14.0 10.783  4.486

 1.5  0.134 0.064 15.0 10.849  4.892

 2.0  0.239 0.114 16.0 10.502  5.252

 2.5  0.374 0.179 18.0  9.474  5.819

 3.0  0.541 0.257 20.0  8.847  6.210

 3.5  0.738 0.349 22.0  8.901  6.504

 4.0  0.967 0.454 24.0  9.637  6.785

 4.5  1.229 0.573 26.0 10.938  7.102

 5.0  1.525 0.705 28.0 12.430  7.460

 5.5  1.854 0.850 30.0 13.312  7.831

 6.0  2.218 1.007 32.0 13.052  8.175

 6.5  2.618 1.176 34.0 12.251  8.460

 7.0  3.054 1.357 36.0 11.666  8.684

 7.5  3.527 1.547 38.0 11.607  8.869

 8.0  4.037 1.748 40.0 12.121  9.047

 9.0  5.166 2.175 42.0 13.104  9.243

10.0  6.427 2.630 44.0 14.221  9.462

11.0  7.769 3.101 46.0 14.851  9.692

12.0  9.081 3.577 48.0 14.619  9.911

13.0 10.163 4.043 50.0 13.937 10.101

TABLE 14-2 Gain-reduction Factors Re,h for Sectoral and Pyramidal Horns118

FIGURE 14-9 Gain-reduction factor for E- and H-plane flares
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In the previous discussion of gain, far-field conditions are implicitly understood.  
It may be shown,118 however, that Eqs. 14-15 and 14-18 may be used at a finite range  
(in the Fresnel zone) by a simple redefinition of terms. This is possible because the effect 
of finite range is to increase slightly the already existing quadratic phase error in the 
aperture due to the flare. Define new effective axial lengths as follows:

 1/L′e = 1/Le + 1/r     and     1/L′h = 1/Lh + 1/r (14-20)

where r is the distance from the aperture center to the field point. Then for all equations 
already defined for gain (Eqs. 14-15 to 14-19), G, Re, and Rh are determined as before, but 
the effective lengths defined by Eq. 14-20 are used instead—even for sectoral horns where 
either Le or Lh → ∞.

When the a dimension (E-plane) in a sectoral or pyramidal horn is small a  l , the 
close proximity of the magnetic walls causes errors in the gain equations (Eqs. 14-18  
and 14-20). One can use the accurate expression (Eq. 14-15) or the approximation119:

 G R R
k ab

k
ka

ke h=
+

−



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





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1 2

1
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2π β
β

( )
exp

/
 (14-21)

in which Re and Rh are as before except that in calculating Re the parameter ∆e must be 
slightly modified. Thus

 ∆e e
eb kL= 





β
θ2 28
2

cos  (14-22)

where qe is the semi-flare angle in the E-plane and b is the phase shift of the dominant mode 
appropriate to the dimension a.

Equation 14-18, which may be called Schelkunoff ’s gain formula, includes the  
geometrical-optics field in the aperture of the horn and the effects of singly diffracted 
fields at the aperture edges. It does not, however, include effects due to multiple edge 
diffractions or diffracted fields that are reflected from interior horn walls. These effects 
manifest themselves in the form of small oscillations about the monotonic curve pre-
dicted by Schelkunoff’s equations. The oscillations can be of the order of ± 0.5 dB for 
pyramidal horns with a gain of about 12 dB. They decrease to about ± 0.2 dB for horns 
with a gain of about 18 dB, and they appear to be less than ± 0.1 dB when the gain 
exceeds 23 dB.120–121

Optimum-Gain Horns

A class of rectangular horns that historically has been used widely as a gain reference is the 
optimum-gain horn (sometimes called a “standard” gain horn). This is a pyramidal horn 
with dimensions such that maximum far-field gain is produced for given axial lengths in 
the E- and H-planes. From what has been said in connection with Eqs. 14-16 and 14-17, an 
optimum-gain horn will have aperture dimensions given approximately by

 a L b Lh e= =α β1 1
 (14-23)

where a1 ≈ 3l and b1 ≈ 2l. The effective gain of an optimum-gain horn is very close to 50% 
of its actual aperture area; its gain is

 Gain (dB) = 8.1 + 10 log10 (ab/l2) (14-24)
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Such a horn will have semi-half-power beamwidths (HPBWs) given approximately by

qebw ≈ 60 b sin (0.45l /b) degrees,  E-plane

qhbw ≈ 60 a sin (0.63l /a) degrees,  H-plane

and first-sidelobe levels of −9 dB and −16 dB, respectively. The H-plane sidelobe is not 
well defined, amounting to no more than a shoulder on the main beam.

In designing an optimum-gain horn, one generally knows the frequency, the desired 
gain Gd (initially given in dB, but converted to its value for the calculations), and the dimen-
sions of the feed waveguide aw and bw.

1. The horn geometry needs to satisfy the following geometric constraint to be physically 
realizable (from Eq. 14-13, h is the same in both planes):

 L
b
b

L
a
ae

w
h

w1 1−
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
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 (14-25)

 This equation results in a quartic polynomial for which the only solution of interest (real 
solution and 0 < aw < a) is
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For a pyramidal horn, g1 = 2p, a1 = 3l, and b1 = 2l.

2. Calculate the remaining horn parameters from b
G
g a

L a L bd
h e= = =

( )
, / , / ,

λ
α β

2

1

2
1

2
1  

and h L a ah w= −( / ).1

3. Refine the design with your most accurate software to take account of wall effects to 
obtain the desired gain and input match over the specified bandwidth.

A special case of Eq. 14-26 is when Q = 0. This gives b aw w= β α1 1/ , so that 
a gGd= λ α β( / )( / ) /

1 1 1
1 2 and b G gd= λ β α( / ) ( / ) /

1 1 1
1 2 , resulting in a simple depen-

dence on desired gain and wavelength as in the case of conical horns (see Section 14.3).
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Input Match

The input reflection coefficient of sectoral and pyramidal horns depends on the mismatch 
between the horn mouth and free-space, the length of the guide between the horn aperture and 
throat, and the mismatch at the junction between the uniform guide and the throat. Aperture 
mismatch can be significant in E-plane sectoral horns when b is large compared with the 
width a. The input return loss of an E-plane horn varies periodically as the horn length is 
varied, with minima occurring approximately every half-guide wavelength.16,122 The guide 
wavelength in the E-plane sectoral horn is equal to that in the feeding rectangular waveguide. 
The input reflection coefficient for an E-plane sectoral horn is approximately123:

 Γ Γ Γin je ae≈ + −exp ( )2 j eβ  (14-27)

where

 Γ je
je

je
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−
+

1
1

y
y

 (14-28)

is the reflection coefficient of the junction between the waveguide and the flare, 
y jH k H ke eje = 0

2
0
2( ) ( )( ) / ( ),ρ ρ and re is the radius from the apex to the flare (see  

Figure 14-3b) and
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is the aperture reflection coefficient, where Φe
Z x
Z x e
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e
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1 , and 

qe is the semi-flare angle in the E-plane (see Figure 14-3b). In Eqs. 14-28 and 14-29, 
H xn

( ) ( )1 and H xn
( ) ( )2 are the Hankel functions of types 1 and 2 of order n. An example of the 

use of Eq. 14-27 is shown in Figure 14-10 for an E-plane sectoral horn with a = 7.214 cm, 
b = 3.404 cm, e = 42.15 cm, and qe = 16.5°. The approximate expression in Eq. 14-27 is in 
reasonable agreement with measured results.123

In all dominant-mode rectangular horns, the reflection coefficient due to the aperture Γap 
of the TE10 mode at the aperture is given approximately by
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−
+







1
1

11

11

y
y

 (14-30)

where the aperture admittance y11 of this mode when input on an infinite flange122 is 
given by
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(14-31)

where kc = p /a and ao = a tan(b/a). The return loss for the aperture is typically better than 
25 dB for a > 2l and a < b < 2a.

The mismatch of an H-plane sectoral horn differs somewhat from that of the E-plane 
horn, in that the mismatch at the junction of the horn and rectangular waveguide is much 
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smaller than that at the horn aperture. The corresponding equation to Eq. 14-28 for H-plane 
junctions is not very accurate, and it has been found that a good estimate of the mismatch 
can be obtained from aperture reflection only. Thus, for the H-plane sectoral horn Γin ≈ 
Γap  exp(−2jb h), where Γap is given by Eq. 14-31. The result is that the input match to an 
H-plane sectoral horn is almost constant in magnitude (for a constant aperture width a) and 
varies only in phase as the length of the horn is changed.16

A broadband match is best obtained in the E-plane sectoral horn by treating the two 
discontinuities separately. The mismatch at the junction of the waveguide and horn may be 
eliminated with a reactive window (usually inductive) at the junction. The horn aperture is 
frequently matched to free-space by using a radome of appropriate thickness and dielectric 
constant. If no radome is used, a match may be obtained by using small reactive disconti-
nuities at the aperture.

The problem of obtaining a broadband match with the H-plane horn is somewhat easier 
because of the small discontinuity at the horn throat. Generally, only the aperture needs to 
be matched, and the techniques mentioned for the E-plane horn may be employed.

An estimate of the input reflection coefficient in a pyramidal horn can be found from

 Γin ≈ Γje + Γap exp (−2jb h). (14-32)

where Γje is given by Eq. 14-28 and Γap by Eq. 14-30. Results from Eq. 14-32 and mode 
matching (MM) software with an infinite flange are shown in Figure 14-11 along with 
experimental results for a 20 dB optimum-gain horn (a = 100 mm, b = 74 mm, h = 217 mm, 
WR-75 input) supplied by Flann Microwave (model 1724-20) (shown in Figure 14.1a). 
Also shown are results for this horn from the commercial software package CST Microwave 
Studio.124 Differences between the accurate theory and experiment can be attributed to con-
ditions at the aperture (i.e., thin or large flange) and the junction between the waveguide 
and the flare. Generally, horns having a gain of 20 dB or more and moderate flare angles, 
such as optimum horns, usually are well matched to a rectangular waveguide supporting 

FIGURE 14-10 Reflection coefficient of E-plane sectoral horn (a = 7.214 cm, b = 3.404 cm, 
e = 42.15 cm, qe = 16.5°). The experimental data are from Jull.123
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only the dominant mode. Where the overall match has to be improved, techniques similar 
to those described for sectoral horns may be adopted. However, when there are issues with 
matching, after an initial design matching section, steps in cross-section or irises can be 
introduced and assessed with accurate design software.

Other Rectangular Horns

There are a wide variety of other smooth-walled horns with a rectangular cross-section in 
general use. The most important ones are covered in this section.

Diagonal Horns The simplest example of a dual-mode horn is the diagonal horn89 in 
which two spatially orthogonal dominant modes, the TE10 and the TE01, are excited with 
equal amplitude and phase in a square waveguide that flares to a pyramidal horn. In this 
case, the electric field in the aperture is aligned with one of the diagonals. A simple transfor-
mation from rectangular guide to diagonal horn is shown in Figure 14-12. Another method 
of excitation is the use of coaxial-fed orthogonal probe couplers in square waveguides 
along with a suitable power splitter.

For apertures in which d > 2l the E-, H-, and intercardinal-plane patterns will be  
essentially identical to well below the 10-dB level, as is evident in the patterns shown in 

FIGURE 14-12 Transition from rectangular waveguide to 
diagonal horn

FIGURE 14-11 Reflection coefficient of Ku-band 20 dB optimum-gain horn with WR-75 input wave-
guide and a = 100 mm, b = 74 mm, and h = 217 mm
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Figure 14-13 for narrow flare-angle (< 10°). True axial symmetry is not achieved, however, 
because the intercardinal-plane patterns differ markedly in sidelobe structure from those in 
the principal planes. Moreover, a significant amount of cross-polarization is manifested in 
the intercardinal planes, as shown by the dashed curve in Figure 14-13.

By writing u = p d sin q /l, the principal patterns of the diagonal horn are given by

 E F S u C ue h, = ± ⋅θ φ, ( / ) ( / )2 2  (14-33)

and the cross-polarization is zero, while in the intercardinal planes

 E F S u F C ucp,xp = ⋅ ± ⋅1
2

( ( ) ( ))θ φ
 (14-34)

where Fq  and Ff  are the obliquity factors discussed in the section, “Obliquity Factors,” 
earlier in the chapter, and the functions S and C are defined below Eq.14-10. When 
d > 2l, it was observed that Fq,f → 1; this is the case for the patterns shown in 
Figure 14-13. Important characteristics of large-aperture diagonal horns are summa-
rized in Table 14-3. Improved design accuracy for the radiation from medium flare 
angle (< 35°) horns is obtained with Eq. 14-14 by combining equal amplitude TE10  
(m = 1, n = 0) and TE01 (m = 0, n = 1) modes.

Prime-focus feed horns have small apertures (d ∼ l) for frequently used f /D ratios. The 
diagonal horn is at a disadvantage here because the disparity between the obliquity factors 
destroys the circular symmetry of the beam. It has been observed in practice, however, 
that in the neighborhood of d = 1.23l, a diagonal horn possesses axial-beam symmetry 
with full widths of 40 and 73° at the −3- and −10-dB levels. Apparently, in this case, the 

FIGURE 14-13 Principal- and intercardinal-plane patterns of narrow-flare angle 
diagonal horn (d > 2l): ——, E- and H-planes; - . - . -, intercardinal copolar;  
and - - - -, intercardinal, cross-polar
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values of Γ and b /k (see “Obliquity Factors”) happen to be such that the obliquity factors 
are approximately equal.

Multimode, Stepped, and Profiled Rectangular Horns Multimoding in horns refers to 
the presence of more than one mode in the aperture at an intentionally significant level. 
Usually these modes are in addition to the dominant mode. There are essentially two main 
reasons for multimoding. One reason is to achieve the highest possible aperture efficiency 
for a given aperture size and the other is to lower the sidelobes in the E-plane to be similar 
to those in the H-plane. Both approaches will now be described.

The main method to date to design high-efficiency rectangular horns is based on achiev-
ing a uniform aperture distribution with unidirectional polarization. Horns designed this way 
employ TE0n or TEn0 (n = 1, 3,…) modes with approximate amplitudes of 1/n.16,20,14 Aperture 
efficiencies in excess of 90% can be achieved using this approach, compared with a maximum 
of about 81% with conventional rectangular horns. Steps are introduced along the length of 
the horn to excite the desired amplitude and a length of horn is used to bring the modes into 
phase equality. The bandwidth of operation at the highest efficiency is usually about 10%. 
However, the length of both conventional and dual-mode horns is relatively long due to the 
linear taper from the waveguide input to the waveguide step that is used to excite the TE0n  / 
TEn0 modes. Another way of achieving high aperture efficiency is to design a mode converter 
in the horn by stepping or profiling the cross-section in the flare to the aperture in order to 
excite modes of the desired amplitude and phase. It has been shown14 that the highest effi-
ciency can be obtained by designing a mode converter that excites predominantly TE modes. 
However, when the horn is relatively small, there is significant reflection at the aperture. It 
has been shown that horns of width given approximately by

 a n n
λ ≈ + +

2
15
160

( )  (14-35)

where n is an odd integer (< 9), the aperture efficiency is close to maximum, and ∼100% 
over a modest bandwidth. Bird and Granet15 describe a way of achieving high efficiency 
by optimizing both profiles of the horns. An example of this type of horn is shown in 
Figure 14-1b.

Flare-angle changes may also be used in a pyramidal horn to generate the hybrid 
TE12/TM12 pair, as shown by Cohn13 and illustrated in Figure 14-14. It is assumed that 
only the dominant mode propagates at the throat. Conversion to TE12/TM12 modes 

Parameter Principal Planes 45° and 135° Planes

3-dB beamwidth,° 58.5 l /d 58 l /d

10-dB beamwidth,° 101 l /d 98 l /d

Angular position, first null,° 81 l /d 70 l /d

Angular position, first lobe,° 96 l /d 92 l /d

Level of first sidelobe −31.5 dB −19 dB

Angular position, second null,° 122 l /d 122 l /d

Angular position, second lobe,° 139 l /d 147 l /d

Level of second sidelobe −41.5 dB −24 dB

TABLE 14-3 Characteristics of Diagonal Horns89
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occurs at the point where the flare-angle changes from qf to 0. Relative to unity for the 
TE10 mode, the TE12/TM12 amplitude is

 A ≈ j 2 qf d /3lg (14-36)

providing qf is small (i.e., < 23°), and where lg is the TE10-guide wavelength corre-
sponding to the waveguide dimension d. It is seen that the hybrid-mode phase leads that 
of the dominant mode by 90°. Therefore, the constant-diameter section  must create 
a 270° differential shift to obtain correct phasing in the aperture. The length  can be 
calculated from

 (b10 − b12) = 3p /2 (14-37)

where β λ10
21 2= −k d( / ) and β λ12

2 21 2 4= − +k d d w( / ) ( ( / ) )  where w is the other 
waveguide dimension (into the page of Figure 14-14). If no phasing section is used (i.e., 
 = 0), mode conversion still occurs and Eq. 14-36 applies as before. This means that the 
TE12 and TM12 energy is improperly phased relative to the TE10 and performance is that 
of a simple flared horn with spherical-wave error in the aperture. This complication must 
be included in any design.

Beam-shaping with a square aperture pyramidal horn can be accomplished by com-
bining the dominant TE10 mode with a hybrid mixture of higher-order TE12 and TM12 
modes, as shown by Jensen1,17 (Figure 14-15). These two higher-order modes, which 
have the same propagation constant, can exist as a hybrid pair, and their relative ampli-
tudes can be adjusted to give a purely linearly polarized aperture field. When added in 
the proper phase to the TE10 field in the aperture, the resulting distribution is tapered 
in the E- as well as in the H-plane. If one assumes that dual-polarization capabil-
ity is required, the input waveguide in Figure 14-15 will be square with a side of 
dimension d1 such that the TE12/TM12 pair cannot propagate; i.e., d1 5 2< λ / . At the 
mode-generating step, both dimensions of the guide increase to d2, where d2 5 2> λ / .  
The ratio d2/d1 is in the range 1.2 to 1.3, which means that d1 is large enough to sup-
port 11, 02, and 20 index modes as well as the dominant TE10 (or TE01). For this 
reason, a tapered transition is needed to transform from purely dominant-mode guide  
(for which λ λ< <2 20d ) to the input guide of side d1. A constant-dimension phasing 
section of length  (see Figure 14-14) is used to ensure correct phasing at the aperture. 
Unfortunately, the operation is relatively narrowband; 3 to 4% is typical.

FIGURE 14-14 Section through rectangular horn with flare-
angle change

FIGURE 14-15 Dual-mode pyramidal horn
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If the aperture is large enough to make the obliquity factors essentially unity (d > 2l) 
and the semi-flare angle is small enough to render the spherical-wave error negligible, the 
patterns of a multimode horn are given by

 E E S u
u

u
H E C u

-plane

-plane

= +
−







=

( )

( )

1 2
2

2 2α
π






 (14-38)

where S and C are defined beneath Eq. 14-10, u = p d sin q /l, and a represents the fractional 
TE12  /TM12-mode content relative to unity for the TE10 mode. The interesting range for a 
is between 0.42 and 0.55, corresponding to a power level in the TE12/TM12 mode between 
7.5 and 5 dB below that in the dominant mode. The patterns shown in Figure 14-16 were 
calculated from Eq. 14-38 for a  = 0.464. Note that the main-beam shapes are nearly identi-
cal in the two planes down to the −20-dB level, while the first E-plane sidelobe level is very 
low, approximately −45 dB. The cross-polar level in the 45°-plane is < −30 dB across most 
of the main beam. The full HPBW in all planes is 69l /d degrees.

To design a horn using flare angle changes to give the patterns of Figure 14-16, it 
is required that | |A = α 2 with a  = 0.464. Thus the condition is 2q f  d /3lg = 0.656. This 
gives  qf = 56lg /d degrees. For a small-aperture horn (e.g., d < 2l), this condition leads to a 
relatively large value for qf, which may violate the small-angle condition used in deriving 
Eq. 14-36. In this case, two or more separate flare changes may be used, since the A coeffi-
cients are additive, although frequency sensitivity will increase. Good pattern performance 
over a 30% bandwidth has been reported for the single-flare-change case.

Dielectric-lined Rectangular Horns Dielectric can be placed on the walls of a rectangular 
horn to increase the gain or aperture efficiency instead of multimoding (see Figure 14-17).11–12  
The dielectric loading provides an extra degree of freedom in design, and in shaped-beam 
applications from satellites, a smaller number of elements can be used as the aperture effi-
ciency is higher than conventional rectangular horns. The disadvantages are that horns  
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FIGURE 14-16 Calculated power patterns of a multimode pyramidal horn for 
a  = 0.464
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are heavier, have higher loss, are more difficult to fabricate (e.g., the dielectric must be fixed 
in close contact with the E-plane walls), and in space applications the material may outgas. 
The aim is to make the E- and H-plane sidelobes similar, and this is done by increasing the 
H-plane sidelobes. When a dielectric of thickness t is used, where

 t
r r

≈
−

λ
ε ε4 1 2

 (14-39)

and er1 and er2 are the dielectric constants in regions 1 and 2 shown in Figure 14-17, the field 
in the H-plane is also almost uniform. This improves the illumination efficiency of small 
and large aperture horns and is not limited by aperture size as in multimode horns.

The radiation fields can be obtained in a manner similar to that for the rectangular horn by 
assuming a quadratic phase factor on the dominant mode of a dielectric-loaded waveguide, the 
LSE10 mode. The result is an extension of Eq. 14-14 (with m = 1 and n = 0), in other words,

 E r A
jk e

r
Nxθ θ φ π φ( , , ) cos=

−

10 2

jkr
 (14-40a)

 E r A
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 (14-40b)
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FIGURE 14-17 Geometry of dielectric-loaded rectangular horn with 
a flange
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and where
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(14-42)

which can be used as an initial value in finding accurately the roots of the transcendental 
equation. Note that the argument of the Fresnel integral K(z) in region 1 (F1±) is complex 
since k1 is imaginary for high-efficiency horns. Padé approximations to these integrals 
are available.116 Computed and measured radiation patterns in the H-plane of a dielectric-
loaded horn are shown in Figure 14-18 at 12.5 GHz. The dimensions of the horn in the 
aperture are a = 61 mm, b = 52.8 mm, d = t = 4.1 mm, er1 = 3.07, er2 = 1, h = 228.6 mm, and 
it was fed from a WR75 waveguide. The theoretical values were obtained from Eq. 14-40. 
The sidelobe levels in the H-plane are about −16 dB down, and this compares with about 
−13.5 dB (measured) for the E-plane. However, the main beam is very similar.

The absolute gain of the dielectric-loaded horn is given by

 G
P

r E r E rmax ( | ( ( , , )) | | ( ( , , )) | )= +2
0 0 0 02 2 2π

θ φ
in

 (14-43)

where P w S k w d c S k dk
b

oin = + + −β
2 2

2
11 2 1 2[ ( ( ) | | ( ( )] , S is defined below Eq. 14-10,  

and the fields are given by Eq. 14-40. The aperture efficiency of a dielectric-loaded  
horn can exceed that of the unloaded horn providing a > l. Absolute gain results are  

FIGURE 14-18 Measured and computed radiation patterns of a dielectric-loaded rectangular horn at 
12.5 GHz with aperture geometry a = 61 mm, b = 52.8 mm, d = 4.1 mm, er1 = 3.07, and er2 = 1 (solid line 
––––– theory, dashed line -- -- -- experiment)
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summarized in Table 14-4 for loaded and unloaded horns. The measured aperture efficiency 
in the loaded case is in excess of 91% across the band. The mismatch in a horn due to the 
dielectric loading is relatively small (er2 = 1), although the bandwidth decreases and the 
aperture reflection increases as er1 is increased. However, for er1 < 4 the effect is relatively 
small on the return loss. To obtain best results the dielectric loading was flared from the 
throat region to the aperture. Reduced efficiencies and lower sidelobes in both planes result 
when the dielectric loading on the wall of the transition is made too short.

14.3 CIRCULAR HORNS

Radiation from hollow circular pipes was investigated initially in the late 19th century 
by O. Lodge and J. C. Bose, and this was followed by theoretical work on circular wave-
guides by Lord Rayleigh.1 However, it was not until the 1930s and 1940s that the first 
detailed studies of conical horns were undertaken, mainly by Southworth and King,1,28–29 
the basis of current day design methodology. Because the circular waveguide is a corner-
stone to this methodology, we summarize its radiation properties.

Radiation from Circular Waveguide

The radiation mechanism for a circular waveguide is identical to that for radiation from a 
rectangular waveguide, except that there is a different infinite set of TE and TM modes. The 
dominant mode of a circular waveguide is the TE11 mode, which has different polarization 
properties than the dominant mode of a rectangular waveguide—due mainly to the fact 
that the boundary conditions on the circular pipe cause the field lines to curve instead of be 
unidirectional. The radiated far-fields of the TE11 mode are given by

 E r a
e

r
J k a

J wa
k wac

c
θ θ φ π φ( , , ) ( )

( )
cos=

−
2 1

1
jkr

 (14-44a)
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−

−
2 1

1
2 2

jkr

ss sinθ φ  (14-44b)

where a is the aperture radius, w = k sin q, and kca = 1.841181. The function Jn is the Bessel 
function of order n.125 A prime on this function indicates the first derivative with respect to 
the argument. A more general form of Eq. 14-44 is available for circular waveguides with 
infinitely thin walls.110 This exact solution due to Weinstein110 finds wide application for 
feeds and measurement probes. The maximum gain of a circular waveguide operating in 
the TE11 mode only is

TABLE 14-4 Measured and Computed Gain of Dielectric-loaded Rectangular Horn with Aperture 
Geometry a = 61 mm, b = 52.8 mm, d = 4.1 mm, er1 = 3.07, and er2 = 1

Horn Type 12.25 GHz 12.5 GHz 12.75 GHz

Exp. dBi Theory dBi Exp. dBi Theory dBi Exp. dBi Theory dBi

Unloaded 17.34 17.48 17.69 17.65 17.75 17.80

Dielectric-loaded 17.89 18.05 18.12 18.25 18.30 18.42

 (experimental uncertainty ±0.14 dB)
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
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0 209 12
2

β
β  (14-45)

where β = k2 2− kc  is the propagation constant. At frequencies well above cutoff (b ≈ k), 
the input reflection coefficient Γin is small and Gmax ≈ 0.837 (ka)2, giving an aperture effi-
ciency of 83.7%. Choke rings can be used either inside the horn or at the aperture to tailor the 
radiation pattern of small horns to minimize cross-polarization over a moderate bandwidth.16 
The E-plane beamwidth is wider than the H-plane up to a particular ka value. A choke ring 
placed concentric with the aperture with depth 0.2 to 0.26l can reduce the E-plane beamwidth 
to almost the same as the H-plane beamwidth.71 This method becomes less effective for larger 
diameter conical horns as the radiated field becomes too small to excite the ring slot. As a 
consequence, recourse must be made to other methods for achieving axisymmetric patterns. 
Some of these methods are described in the following sections.

Conical Horns

The conical horn excited by a circular waveguide in the TE11 mode is the counterpart of a 
pyramidal horn with TE10 excitation in a rectangular guide, and in many respects, its behav-
ior is quite similar. The modes in an infinite conical horn are exactly expressible in terms 
of a combination of spherical Hankel and Legendre functions. Numerical methods such 
as mode matching, finite elements, or finite-difference time domain are usually preferred 
because accurate design information can be obtained for conical horns. Nevertheless, con-
siderable physical insight is possible from a dominant mode approximation that parallels 
the rectangular horn description.

The geometry of the conical horn is given in Figure 14-19. Assuming the usual quadratic 
phase approximation, the fields radiated by this horn operating in the dominant mode is

 E r
jE ka e

r
G w G wo

θ θ φ φ( , , ) ( ( ) ( ))cos= −
−2

0 22

jkr
 (14.46a)

 E r
jE ka e

r
G w G wo

φ θ φ θ( , , ) cos ( ( ) ( ))si= − +
−2

0 22

jkr

nnφ  (14-46b)

where G w a J p a J w jk Lm m m( ) / ( / ) ( )exp( / )= ′ ′ − ′ ′1 22
11

2ρ ρ ρ ρρ ρd
a

′∫0
, p11 = 1.841184, 

and w = k sin q. The above equations, obtained by Narasimhan and Rao,31 give useful 
results for semicone angles less than about 35° for medium-to-long horns (L > 5l). For 
wider flare angles, the argument of the first Bessel function should be ( p11/qo a tan(r′/L)). 

FIGURE 14-19 Geometry of conical horn
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The appropriate obliquity factors must be applied to Eq. 14-46 to suit the conditions at 
the aperture. The functions Gm are best evaluated by numerical integration, although a 
series solution is possible in terms of Lommel functions. As with the pyramidal horn, 
the radiation pattern of the conical horn is strongly dependent on the flare geometry. 
The E- and H-plane patterns are plotted in Figure 14-20 as a function of ∆ = a2/2L, 
the distance in wavelengths between the spherical wavefront and the aperture. The qua-
dratic phase increases as the semi-angle is increased, causing the patterns to broaden and 
the sidelobes to fill in. Figure 14-21 shows computed results and measured data from  

(a) (b)

FIGURE 14-20 The universal radiation patterns of a conical horn in the (a) E-plane and (b) H-plane.  
The parameter is the normalized phase error ∆ /l.
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FIGURE 14-21 Principal plane patterns of a conical horn with a = 1.7l, 
L = 3.5l, and q0 = 25.91°: solid curve, E-plane; broken curve, H-plane; no 
marker, Eq. 14-46; open diamond, CST Microwave Studio; solid triangle, 
E-plane experiment (after King29 © IEEE 1950); solid diamond, H-plane 
experiment (after King29 © IEEE 1950).
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King for a horn with a = 1.7l and L = 3.5l. Two sets of computed results are plotted: those 
given by Eq. 14-46 and predictions by CST Microwave Studio,124 an accurate computer 
package. There is good agreement in the E-plane, although there is surprising discrepancy 
with King’s measurements29 in the H-plane. The computed return loss from Microwave 
Studio is > 25 dB. The phase center in the E- and H-planes (given by Eq. 14-3) and the 
phase of Eq. 14-46 are plotted in Figure 14-22 as a function of ∆ /l between the −12 dB 
points of the main beam.

The absolute gain of a dominant-mode conical horn is

 G
k

ka G

J p pmax

( ) | ( ) |
( ) ( )

=
−

4 0
1 1

2
0

2

1
2

11 11
2β

 (14-47)

Expressed in dBi, this is

 G(dB) = 20 log (2pa/l) − Rc (14-48)

where Rc is analogous to the reduction factor for the sectoral horns described in Section 14.2, 
“Optimum-Gain Horns,” that account for loss in gain due to spherical-wave phase error. The 
reduction factor is2

 Rc ≈ 0.8  − 1.71(∆ /l) + 26.25(∆ /l)2 − 17.79(∆ /l)3 (14-49)

FIGURE 14-22 Calculated gain of a conical horn as a function of aperture 
diameter with axial length as parameter (after King29 © IEEE 1950)
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where ∆ = a tan(qo/2). The computed (from Eq. 14-47) and measured gains29 are listed 
in Table 14-5 for a variety of horn geometries and there is good agreement. The com-
puted gain from CST Microwave Studio for the last horn (i.e., L = 3.5l  and a = 1.7l) is 
17.73 dBi, which is in excellent agreement with King’s measured result.

The design of a conical horn for specified beamwidths in the principal planes is per-
formed iteratively. Assume an input waveguide of radius aw supporting only the TE11 mode. 
A design procedure is suggested here:

1. Starting with the patterns in Figure 14-20, select a trial value for the radius a to give an 
approximation to the desired half-beamwidth qbw in each principal plane. Select a value 
of horn axial length L, and calculate the length from h = L(1 − aw /a).

2. Compute the principal plane patterns using Eq. 14-46. Refine a and h to achieve the 
desired beamwidth.

3. Refine the design further (i.e., input match, polarization, etc.) by simulating the structure 
with an accurate horn software package.

It happens that for a small-diameter horn in which a ≈ 0.43l, the E- and H-plane patterns 
become nearly identical, at least down to the −12-dB level, providing the wall thickness at 
the aperture is less than about l /100. When the horn aperture terminates in a ground-plane, 
the diameter is larger for near identical patterns, when a ≈ 0.55l. In both cases, the half-
beamwidth at −12 dB is about 65° and the peak cross-polarization in the intercardinal plane 
is < −30 dB, which makes the horn suitable as a feed for a reflector having F/D = 0.4.

Optimum-Gain Conical Horns

Most of the patterns shown in Figure 14-20 are for horns that are low gain as a result of 
significant aperture phase error. As mentioned in connection with pyramidal horns, an opti-
mum horn refers to a horn whose aperture radius yields maximum gain for a given length. 
By means of Eq. 14-46, the maximum gain for a given length can be calculated for a coni-
cal horn. To a good approximation a L≈ 0 7812. λ , which corresponds to ∆ = 0.39l, and  
the maximum gain expressed in dB is Gopt (dB) ≈ 20.29 log(a/l) + 12.85. This means for an 
optimum conical horn the gain-reduction factor ranges from 2.5 dB to 3.2 dB as the axial 
length increases from short to long. This range corresponds to aperture efficiencies from 
55.7% to 48.2%. Figure 14-22 shows the gain dependence on radius a in greater detail. 
These curves are historically interesting as King29 gave them in his now classic work on 
conical horns. The plots differ slightly from the results of the expressions in Eq. 14-46 due 
to the employment of different methods and approximations in both instances.

L (l) a (l) Calculated dBi Expt. (King29) dBi

8.0 0.7 12.5 12.2

3.5 1.3 16.8 16.5

3.9 1.8 18.0 18.0

3.1 1.8 16.5 16.5

2.8 2.05 12.8 13.2

3.5 1.7 17.5 17.7

TABLE 14-5 Measured and Calculated Gain of Conical Horns
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Input Match

The input mismatch for conical horn Γin has similar properties to the pyramidal horn as described 
in the “Input Match” section within Section 14.2. The mismatch of dominant mode conical 
horns can be calculated from Eq. 14-30 with the admittance of the TE11 mode, given by

 y c
k w w

ka
J kaw

w p ka11 1

2

2
1

2

2
11

2 2

1= − ′
−

+β ( )
( )

( ( / ) )
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w w
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1
2

20 1
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






∞

∫  (14-50)

where c p p1 11
4

11
22 1= −/ ( ), c p2 11

41= / , and p11 = 1.841184. Plots obtained from Eq. 14-50 
show that Γap is minimum when ka ∼ 3.5 (a ∼ 0.56l), which is coincident with the condi-
tion for minimum cross-polarization for this mode.55 Providing a > l, Γap < −30 dB. Design 
equations for the mismatch at the junction between a circular waveguide feeder and the flare 
section have been found unreliable. Therefore, it is recommended that once a preliminary 
design has been made, the horn should be analyzed using an accurate software package to 
obtain details of other horn characteristics such as mismatch. Suffice to say, the mismatch at 
the junction is low (< −20 dB) if the flare angle is relatively small (qo < 10°). The remedies 
described in Section 14.2, “Input Match,” can be used, if required, to reduce the mismatch at 
the junction and aperture.

Other Smooth-wall Circular Horns

Circular geometry has been rich in development of new structures and geometries. Some 
of these other types of circular horns are mentioned here. Circular corrugated horns are 
described in Section 14.4.

Coaxial Horns The coaxial waveguide and its horn counterpart are advantageous in some 
situations because the inside of the inner conductor can be used to support a waveguide or 
horn for high frequency operation (see Figure 14-23). An example is shown in Figure 14-1e. 
Such a method of dual-banding is limited to frequencies above the cutoff of the internal con-
ductor. Other bands can be added by inserting additional coaxial waveguides inside succes-
sively smaller inner conductors, although it becomes progressively more difficult to feed each 
horn over a reasonable bandwidth. Letting the inner conductor radius be b and the outer radius 
be a, the frequency range of the inner conductor is limited to about 10% above the cutoff and 
bounded at the upper frequency by the TM11 mode (i.e., ∼2 < kb < 3.83). Another property 
of coaxial horns is that the operating bandwidth is slightly higher than a circular horn as the 
cutoff frequency of the dominant mode is less than that of circular waveguide. This cutoff  
is approximately given by kca = 2p fc a/c ≈ 2/(1 − t ), where fc is the cutoff frequency and  
t  =  b/a. The bandwidth for TE11 mode operation is 2/(1 − t) < ka < p /(1 + t).

The main advantage of the coaxial horn 
is that the parameter t  provides an additional 
way of varying the radiation pattern, without 
incurring some phase loss due to the flare 
angle. Disadvantages of coaxial horns are the 
high sidelobes and significant aperture mis-
match as t  is increased. Above about t  = 0.2, 
the mismatch can be reduced using a pair of 
irises; the first one back from the aperture is 
connected to the outer conductor, and a sec-
ond iris is connected to the inner conductor 

a

θo

b

FIGURE 14-23 Geometry of coaxial horn
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a farther distance back.54 The higher sidelobes and mismatch are due to the annular aper-
ture and the currents on the inner conductor. An approximate radiation pattern for conical 
coaxial horn is obtained by replacing the Bessel functions in Eq. 14-46 with the function

 Z x x J x
J x
Y x

Y xm m
m

m
m( , ) ( )

( )
( )

( )τ τ
τ= − ′

′
 (14-51)

where x refers to the argument of the original Bessel function Jm(x). In addition, p11 is now 
replaced by p11, the first root of J p Y p J p Y pm m m m( ) ( ) ( ) ( )11 11 11 11 0′ − ′ =τ τ . These replace-
ments also apply to the aperture admittance of the TE11 mode given by Eq. 14-50, where in 
addition the derivative of Eq. 14-51 (taken with respect to the first argument of Zm(x,  xt) 
only) is also required. The maximum gain is computed from Eq. 14-47, wherein the denom-
inator is replaced by Z p p p Z p p1

2
11 11 1

2 2
1
2

11 111 1 1 1( , )( ) ( , )( (τ τ τ τ− − − pp11
2τ ) .

The H-plane beamwidth is approximately the same as for a conical horn, while the 
E-plane beamwidth increases with t. The cross-polarization properties are similar to a cir-
cular waveguide except that the peak in the intercardinal plane increases, while the ka for 
minimum cross-polarization decreases with increasing t. For a coaxial horn with a large 
flange, this condition is approximately given by

 ka ≈ 3.52 − 1.13t − 8.81τ2 + 16.34t 3 − 8.62t 4;          t  ≤ 0.8 (14-52)

Multimode, Stepped, and Profiled Circular Horns We have seen that for rectangular 
horns the presence of the higher-order TM11 mode in addition to the dominant TE11 mode 
in a conical horn can create a radiation pattern with good axial-beam symmetry and with 
a low level of cross-polarization as well.17 When properly phased at the horn aperture, the 
TM11 mode cancels the f-component of magnetic field due to the TE11 mode at the aperture 
boundary, causing Hf as well as Ef to vanish. This is a condition that leads to axial sym-
metry and low cross-polarization in the radiation pattern. In the original version (called the 
Potter horn77), the TM11 mode was generated by a step change in guide radius from r1 to r2 
in the horn throat, as shown in Figure 14-24. Of course, the radius r1 must be large enough 
to support the TE11 mode but small enough to ensure that the TM11 is cut off (i.e., 1.84 < 
kr1 < 3.83). The amount of TM11 generated in this way increases with the ratio r2 /r1, but r2  
should not be so large as to permit the TE12 mode to propagate (3.83 < kr2 < 5.33). Owing to 
the axial symmetry, TEmn or TMmn modes with m > 1 will not be excited. Figure 14-24 also 
indicates qualitatively the distribution of the electric field in the aperture for the two modes 
both individually and in combination. In the central region of the aperture the electric field 
of the TM11 mode reinforces that of the TE11 mode. Near the aperture boundary the two 
fields oppose one another. Thus the resulting electric field may be heavily tapered in the 
E- and H-planes.

A set of patterns in the E-, H-, and  
45-degree planes is shown in Figure 14-25  
for a horn with aperture diameter 2a = 
4.67l and a small semi-flare angle of 6.25°. 
In this horn r1 = 1.02l, r2 = 1.30l, and  = 
0.20l. The short constant-diameter section 
of length  is used to ensure that the TE11 
and TM11 modes will be in the same phase 
at the center of the aperture at the design fre-
quency. This length depends upon the flare 
angle and the distance from the step to the 
aperture as well as on the launch phase of the 
TM11 mode relative to the TE11 mode.

FIGURE 14-24 Dual-mode horn with generating 
step and its approximate aperture field distribution
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The TE11 mode generates q- and f-components of E in the far-field, while the TM11 
mode generates only the q-component. In terms of the variable w = ka sin q and with the 
assumption that the aperture is reasonably large (a  l) so that the reflection coefficient 
Γin ≈ 0, the radiated far-field components are

 E
k w

J
θ

β θ α β θ= + − +
−





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1
1 3 83 2

te tm /k
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w
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 (14-53b)

where βte = − ( )k ka1 1 84 2. and βtm = − ( )k ka1 3 83 2. refer to the propagation constants of the 
TE11 and TM11 modes respectively, and a, the mode-content factor, is a measure of the 
field strengths of the two modes at the aperture center. For a  = 0.65 the E- and H-plane 
HPBWs are equalized, and the phase centers in the planes are coincident. Other values 
of a, in the neighborhood of 0.6, lead to suppression of the first sidelobe in the E-plane 
or to suppression of the cross-polar radiation in the intercardinal planes. The presence of 
the TM11 mode has no effect in the H-plane, where this mode does not radiate. The beam-
width of a dual-mode conical horn will vary somewhat with the mode-content factor;  
typically HPBW ≈ 36l /a.

Mode conversion at a discontinuous step in a round waveguide has been investigated 
theoretically and experimentally.126–127 Figure 14-26 shows the mode conversion coeffi-
cient and excitation phase of the TM11 mode relative to the TE11 mode on the guide center-
line in the plane of the step at z = 0. If fex  represents the launch phase, fph represents the 
differential phase in the constant-phasing section, and f fl represents the differential phase 
of the modes in the flared section of Figure 14-24, then the condition for reinforcement of 
the electric fields at the aperture center is

 fph + ffl − fex = 2mp,  m = 0, 1, 2,… (14-54)

where

 fph = (b te − b tm) (14-55)

FIGURE 14-25 Radiation patterns of a dual-mode conical horn, 2a = 4.67l: (a) E-plane, (b) 45-degree 
copolar, and (c) H-plane (after Potter77)

(a) (b) (c)
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where b te and b tm depend on the radius r1 of the phasing section. In the flared horn, the 
differential phase shift is closely given by

 φ β βfl te tm= −
=

= +

∫ ( ( ) ( ))z z dz
z

z h




 (14-56)

in which the guide propagation constants are now functions of the axial coordinate z and 
h, the length of the flare section. Note that fph and ffl are positive angles because bte > btm. 
These equations have been computed by Potter77 and are reproduced in Figure 14-27. In 
the case of a/l = 2.33, the z coordinate has been eliminated by introducing the semi-flare 
angle qf .

As an example of the use of these design curves, consider the horn whose patterns are 
given in Figure 14-25. With a/l = 2.33, r2 /l = 0.65, and qf = 6.25°, Figure 14-27a gives 
ffl ≈ 625°, while a phasing section (r2  /l) of length /l = 0.25 from Figure 14-27b gives  
fph ≈ 50°. The expected excitation phase is obtained from Figure 14-26; fex ≈ −45° for  
r2/r1 ≈ 1.27. When these values are substituted into Eq. 14-54, the equation is satisfied 
with a small error. From the same figure, the TM11-mode conversion coefficient appears to  
be about −7.5 dB; evidently this corresponds closely to the value a  = 0.6 for the mode-
content factor defined in Potter.77

The phasing condition of Eq. 14-54 can be satisfied only at a single frequency because 
of the different dispersion characteristics of the two modes. Thus the dual-mode horn is fre-
quency-sensitive (the horn in Figure 14-25 has a useful bandwidth of only 3 to 4 percent), 
and the sensitivity increases with horn length, which is typical for such horns. For horns 
that are not too long, some improvement can be obtained by loading the step discontinuity 
with a dielectric ring.128

Use of a step discontinuity near the horn throat is not the only way to convert TE11 to 
TM11 energy in a horn. A technique described by Satoh128 employs a thin dielectric band 

FIGURE 14-26 Mode conversion coefficient C and 
launch phase of TM11 mode relative to TE11 at step discon-
tinuity (TM11 lags TE11) (after Agarwal and Nagelberg126 
© IEEE 1970)
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placed internally in contact with the horn wall. When the length of the band, its thickness, 
and its position are correctly determined, the resulting bandwidth of this dual-mode horn is 
reported to be 25% (defined so that all sidelobes are less than −20 dB and E- and H-plane 
beamwidths differ by no more than 5%).

Conversion from the TE11 mode to the TM11 and other higher modes (TE12, TM12, 
TE13, …) at a relatively large-diameter junction between round and conical waveguides 
has been investigated analytically by Tomiyasu.129 In this case, a discontinuous step  
(as in Figure 14-24) is not needed. Using this technique, Turrin130 designed multimode 
horns of the type shown in Figure 14-28. The input guide is sized to propagate in the TE11 
mode but not the TM11 mode (1.84 < kaw < 3.83). Conversion takes place at the plane AA′ 
in Figure 14-28, where the radius a is large enough to support this mode (i.e., ka > 3.83). 
The next-higher modes with the proper symmetry are the TE12 mode, which requires  
ka > 5.33, and the TM12 mode, requiring ka > 7.02. Since these modes are not wanted, the 
aperture diameter should be restricted so that 3.83 < ka < 5.33 (i.e., 0.61< a/l < 0.85).

At the plane AA′ in Figure 14-28, the higher-order TM11 mode is 90° out of phase with 
the TE11 mode; hence, the phasing section  should have a differential length of 270° for 
the two modes to ensure correct phasing at the aperture, thus

 (b te − b tm) = 3p /2 (14-57)

FIGURE 14-28 Stepless dual-mode 
horn (after Turrin130 © IEEE 1967)

FIGURE 14-27 Differential phase shifts in (a) the flared horn and (b) the phasing section (after Potter77)
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To ensure that the correct amount of TM11 relative to TE11 power is generated at the 
conical junction, the flare angle qf should be chosen to satisfy

 qf = 22.3l/a degrees (14-58)

This simple equation comes from equating two different expressions for the mode 
power ratio, both given in Turrin.129–130 If Eq. 14-57 and Eq. 14-58 are applied to the two 
horn designs of Turrin,130 they predict  = 1.42l and qf = 34° for one horn, and  = 3.86l  
and qf  = 24° for another horn, in reasonably good agreement with the actual values.130 
Small horns constructed in accordance with these principles appear to yield a useful 
bandwidth of about 12%.

There is conversion of power from the TE11 mode to TM11 mode at the aperture of the 
horn in Figure 14-24 as well as at the step (also refer to “Multimode, Stepped, and Profiled 
Rectangular Horns”). The TM11 mode generated at the aperture is in quadrature with the 
TE11 component, and its amplitude is not negligible unless the flare angle is very small. 
The existence of two physically separate sources of TM11-mode generation complicates the 
design of these horns, and recourse to empirical adjustment of step size and phasing length 
is usually necessary.

The methods described here can also be applied to conical coaxial horns. An example 
of the design and test of a Potter-type coaxial horn for a dual-band satellite application is 
described in James et al.56 The difference compared with a circular conical horn is princi-
pally the higher sidelobe levels. The operating bandwidth in the lower frequency range is 
typically only a few percent.

The multimode circular horns described earlier are relatively narrowband. Wider-band 
horns can be designed by stepping the diameter upward in sections and flaring to the aper-
ture using several axial corrugations. One example is shown in Figure 14-29. The aperture 
of this horn is relatively small and is suitable for feeding reflectors with F/D ∼ 0.4. An 
edge illumination of −12 dB and lower is possible in both principal planes with good axial 
symmetry and, therefore, low cross-polarization over a 47% bandwidth (input match < 
−20 dB from 1.3 to 2.1 GHz). Through the selection of a number of internal axial corruga-
tions (internal short-circuited ringslots) a combination of TE11, TM11, and TE12 modes is 

60
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FIGURE 14-29 Stepped circular waveguide with axial corrugations for operation from 1.3 to 2.1 GHz. 
Dimensions are in mm.
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produced in the aperture. These modes are supported by the TE11 mode in the coaxial cor-
rugations. An example of the pattern produced in the intercardinal plane at the center of the 
band is shown in Figure 14-30, which has been computed using mode-matching software. 
At this frequency, the magnitude of the amplitudes of the TE11, TM11, and TE12 modes in the 
aperture are in proportion of 1:0.42:0.07 respectively. Toward the upper end of the band, the 
proportion becomes 1:0.54:0.19. The aperture radius is 150 mm, and the two axial corruga-
tions are set back 10 mm from the aperture. The steps from the input to the axial corruga-
tions are selected for the best input match from, in this case, a 72-mm input radius circular 
waveguide. The axial corrugations are chosen so that the innermost slot is 0.375l deep at 
the center frequency, and the depth of the slots should reduce to about 0.25l as the input of 
the shorted axial corrugations approaches the aperture. The end of the corrugations can be 
tapered linearly or have another shape (e.g., spherical). However, two axial corrugations 
are usually sufficient in many feed applications and little is gained with more than four. The 
geometry in Figure 14-29 can be scaled for operation in other frequency bands (i.e., scale 
the geometry by the factor 1.7/(new center frequency in GHz)).

Another similar horn is the Scrimp horn invented by Wolf84 that is shown in Figure 14-31. 
This horn was originally developed for feed arrays onboard satellites. It has excellent aperture 
efficiency (> 80%), an operating bandwidth of about 20%, 
low cross-polarization, and moderate sidelobe levels. There 
are three main parts to the Scrimp horn84: a conical horn input 
section, a shorted coaxial waveguide, and a cylindrical output 
waveguide of length z leading to the aperture. The input is a 
circular waveguide of diameter between 0.75l to 0.95l. When 
a TE11 mode is incident on the conical horn section, a stand-
ing wave is created in the coaxial waveguide section, which 
is dominated by a TE11 mode. The flare angle qc of the horn 
lies typically between 15° to 25°, and the length of the coaxial 
waveguide is c ≈ 0.25l. The TE11 mode in the conical horn 
oscillates in odd phase to the TE11 mode in the output section, 
and to ensure continuity of the fields additional higher-order 
modes, mainly TM11 and TE12, are generated. These modes 
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are superimposed on the fundamental TE11 mode to produce a field distribution in the aperture 
that is low in cross-polarized field components. The length z is the projection of the flare to 
the aperture (i.e., z ≈ (a − r1) tan qc , although this length requires fine adjustment at each value 
of a to achieve the desired performance). The aperture diameter 2a can be between about 1.2 
to 1.8l depending on the desired aperture field taper.

An extension of the concept of tailoring the mode content in the aperture to synthesize 
a desired radiation pattern is to modify the profile of the horn between the input wave-
guide and output aperture. Several ways have been tried to control this process, although 
mostly they entail the use of an optimization method to carry out the changes necessary 
given a particular representation of the profile. The method of Deguchi et al69 represents 
the horn as a sequence of cylindrical sections where the radius and length of each section 
is optimized to achieve the desired performance. Another approach, developed by Granet 
and Bird68 and applied to smooth-wall horns by Granet et al,70 represents the profile with 
cubic-splines, and the coefficients of the spline functions are optimized to meet specifica-
tions on the radiation pattern and input match. The profile is represented by only a few 
nodes to produce the spline, in particular two end nodes and five inner nodes. Only seven 
nodes are used to limit the number of optimization parameters to simplify the optimization 
process. Letting pjk ( j = 1,…, Nr) represent the power in the copolar pattern in direction j at 
frequency k (k = 1,…, Nf) and similarly qjk is the power in the cross-polar pattern. Allow pujk 
and pljk to represent the upper and lower bounds on the copolar pattern and qdjk to specify 
the upper bound on the cross-polar level. Also, let Γk and Γdk denote the input reflection 
coefficient and the upper bound on reflection at frequency k. The aim of the optimization 
is to minimize a performance index based on the function
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(14-59)

where Ns = Nr Nf , No = 3Ns + Nf , i = 1,…, No, aujk, aljk, etc., are weighting factors on the 
copolar, cross-polar, and reflection coefficient responses. There are many ways of seek-
ing zero or negative values for fi, such as the least p-th index and genetic algorithms. 
The least p-th index was used in conjunction with Fletcher’s quasi-Newton search 
method by Granet and coworkers68,70 and found effective. By these means, circular 
horns with many different properties can be designed. For example, a horn with a gain 
of about 25 dBi has been designed to operate over a 50% bandwidth.70 The horn profile 
is shown in Figure 14-32 and the measured and calculated results for a horn developed 
for the 100-GHz band is given in Figure 14-33.70 The profile is close to a sin3/4-profile 
followed by a Gaussian profile extension (shown as a dotted line in Figure 14-32). The 
performance of this horn compares favorably with the more complicated corrugated 
horn, which turns out to have a shorter length and the radiation patterns to have lower 
sidelobes. However, smooth-wall horns are simpler to manufacture, especially at high 
frequencies, and in some applications their performance may suffice.

As we have seen, the Gaussian66 (also called hyperbolic65) profile is very useful for 
completing the transition of the horn flare from the mid-range matching section to the aper-
ture. Also, it results in compact horns compared with a linear taper. This profile is defined 
as a function of axial distance (z) and is given by
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where ai is the radius of the input section, ao is the aperture radius, and Lp is the length of 
the profiled section.

Dielectric-lined Conical Horns A conical horn with dielectric loading, as shown in 
Figure 14-34, is capable of operating over very wide bandwidths. A low-dielectric permit-
tivity material or air, with permittivity er1, between a core of permittivity er2 and a metallic 
wall allows the creation of a hybrid HE11 mode that has very attractive radiation properties, 
such as good axial symmetry, low sidelobes, and low cross-polarization. There is an opti-
mum gap width t between the core and the wall, and this is given approximately by47

 t
r r

r r

r r
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−
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The hybrid-mode of a conical horn has a low frequency cutoff determined mainly by the 
permittivity of the core, and the upper frequency is limited by the cutoff of the EH12 mode.45 
This means the performance can be extremely wideband, as much as in excess of 30:1,49 
although as one might expect, performance is not constant over the band and the beamwidth 
reduces with increasing frequency.

FIGURE 14-32 Profile of smooth-wall horn designed using splines and optimization. 
Dimensions are given mm.

FIGURE 14-33 Radiation patterns in the intercardinal plane of the horn shown in 
Figure 14-32 at 107 GHz (after Granet et al70 © IEEE 2004)
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The literature describes many different types of dielectric-loaded circular horns.45–51 The 
horn can have a solid-core dielectric with a permittivity of about 2.5 or foam materials with 
permittivity close to 1. However the widest bandwidth horns use a dielectric permittivity of 
between 1.1 and 1.2 for the inner core and also a thin-air gap given by Eq. 14-61.

Loss in a dielectric horn can be significant if the material properties are not carefully 
selected. A simulated permittivity can be made to achieve the desired permittivity by placing 
regular holes in a selected material such as PTFE, loading a polystyrene foam with small high 
permittivity spheres, or using alternating layers of low- and high-permittivity materials.50 
Care must be taken to ensure symmetry is not lost by this approach (equivalent to introducing 
anisotropy) or that the glue used to bind the materials is not contributing unnecessary loss.

14.4 CORRUGATED HORNS

For many years after the introduction of microwave frequencies, the smooth-wall circular 
and rectangular horns were the only known types. However, during the 1940s and 1950s the 
benefits of corrugating surfaces became apparent. Kay1 was the first to describe a conical cor-
rugated horn and shortly afterward, simultaneously research  teams in the United States34 and 
Australia35 announced publicly the beneficial effects of transverse corrugations on the perfor-
mance of circular horns. This led to detailed study of corrugated horns41 that continues to this 
day. This section summarizes the important information for the design of corrugated horns of 
circular and rectangular cross-section. We begin with a tutorial on corrugated surfaces.

Hybrid Modes: Soft and Hard Surfaces

A mode in a structure such as a waveguide or a horn that has non-zero field components in 
the direction of propagation is called hybrid to distinguish it from the usual TE or TM modes 
in hollow pipes. Natural structures, such as dielectric rods, support only hybrid modes. There 
are also a multitude of other structures that support hybrid modes that occur as a consequence 
of requiring axial-beam symmetry, low sidelobes, and low cross-polarization. These proper-
ties can be obtained with some structures over a wide frequency range (16:1 or more) in 
a conical horn or open-ended round waveguide that supports the hybrid HE11 mode. This 
mode is a mixture of TE11 and TM11 modes of the form TM11 + g  TE11, where g  is called the 
mode-content factor. The waveguide wall presents an impedance to the fields, which is a pure 

FIGURE 14-34 Geometry of dielectric-loaded conical horn
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reactance in the lossless case. Surface impedances are defined for a direction parallel to the 
surface, say z, as follows:

 Z
n

ζ
ζ

ζ
= ⋅

⋅ ×

ˆ

( ˆ ˆ)

E

H
surface

 (14-62)

where n̂ is the normal to the surface and orthogonal to ζ̂ . For the most desirable horn per-
formance, the inner surface of the horn or guide must be anisotropic in such a way that it 
has different reactances, Xf and Xz in the azimuthal and z-directions. When these conditions 
are realized, the TE and TM components become locked together as a single (hybrid) mode, 
and they propagate with a unique common velocity.

Such an anisotropic impedance can be achieved by cutting circumferential slots into 
the surface of a metallic waveguide. Thus, in Figure 14-35, which represents a longitudinal 
section through a cylindrical corrugated waveguide, Ef will be zero on the surface of the 
teeth at r  = a . Each slot acts as a radial transmission line that is short-circuited at r = a + d.  
If the line length d = l/4, then an open circuit appears across each gap at r = a. Providing 
there are several slots per wavelength, then the conditions Xf → 0 and Xz → ∞ will be 
realized in an average sense. The open-circuit gaps ensure that no axial current can flow at  
r = a. Consequently, the azimuthal magnetic field component, which induces axial current 
flow, is zero. On average, the same boundary conditions now prevail for both azimuthal 
field components and, therefore, Ef = 0 and Hf = 0 on the guide walls. This condition on 
the aperture field of a horn leads to axial symmetry and low cross-polarization in its radia-
tion pattern.

The hybrid mode in the waveguide has the cylindrical electric field components
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where exp(−jb z) is understood, and b and kr are the propagation constants in the z and r 
directions, respectively, and are related by β ρ

2 2 2+ =k k . The magnetic field components 
can be found from Maxwell’s equations in the usual way. It is noted that the ratio of the 

FIGURE 14-35 Corrugated circular waveguide with TE11-
mode excitation
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axial field components is ez /hz = g. Expressed in rectangular coordinates, the transverse 
electric field components are

 e k J k k J kx
Eo( , ) [( ) ( ) ( ) ( )ρ φ γ β ρ γ β ρρ ρ= + − −2 0 21 1/ / ⋅⋅cos ]2φ  (14-64a)

 e k J ky
Eo( , ) ( ) ( )sinρ φ γ β ρ φρ= − −2 21 2/  (14-64b)

where Eo = jb /k. It is clear that the field will be polarized in the x-direction only (i.e., zero 
cross-polarization) if g  = b /k. Furthermore, this condition ensures that ex tapers radially 
with r but does not vary with f. However, if g   = −b /k, the transverse field is a mixture of 
ex and ey with strong azimuthal variations.

To satisfy the condition Xf = 0, Ef = 0 at r = a, and then Eq. 14-63 gives
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Thus, it is observed that the condition g   = b /k occurs at the roots of J0(kr  a) (i.e., 
for kr  a = 2.4048, 5.5201, 8.6537, … corresponding to the HE1n (n = 1, 2, 3,…) modes, 
respectively). The alternative condition g   = −b /k occurs at the roots of J2(kr  a) (i.e., 
for kr  a = 0, 5.1356, 8.4172, …, and these modes are designated EH1n (n = 0, 1, 2,…), 
respectively).

The longitudinal reactance Xz (which is infinite at the slot resonant frequency) is 
obtained from Eq. 14-62 as jX e hz z a

=
=

/ φ ρ
. Hence, from Eq. 14-63
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where h is the free-space wave impedance. Combining Eqs. 14-65 and 14-66 gives

 1 2

γ γ β ηρ− = ⋅
k a

Xz/  (14-67)

Consequently, in the special case of resonant slots (Xz = ∞), it follows that g  = ±1. This 
is called the balanced hybrid condition, and, therefore, g  = 1 for HE modes and g  = −1 for 
EH modes. Because Eq. 14-67 is a quadratic in g, it has two roots in the general case and the 
designations HE and EH still apply even under unbalanced conditions. The characteristic 
equation for HE or EH hybrid modes is obtained from Eq 14-66 by substituting for g in 
Eq. 14-65. The surface reactance is capacitive over most of the preferred operating range 
of the corrugated horn from about where  Xz = infinity to Xz = 0.

The characteristic equation for the m-th order HE1n mode41 is
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where a is the inner radius of the corrugated waveguide, a + d is the radius to the base of the 
slot (see Figure 14-35), Λn(x) = xJn(x)/J ′n(x), and a function related to the surface admittance 
presented by the slots at r = a given by41
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Study of Eq. 14-68 shows that under the desired condition on the transverse field for the 
dominant mode (n = 1), namely kr a = 2.4048, is approached asymptotically when the normal-
ized frequency ka is large. In that case, b /k approaches unity, and from Eq. 14-65, g must 
approach +1. Further, when ka is large, kr a will be close to 2.4048 even when Xz is far from res-
onance. This means that J0(kr a) will be small and that g  k/b will not depart greatly from unity 
despite the fact that Xz changes drastically with frequency. This means that the balanced hybrid 
condition is approximated over a wide range of frequencies of up to about 2.2:1. Operation is 
limited at the upper end of the band by the appearance of the unwanted EH11 mode.

Slot resonance (Xz = ∞) occurs when the slot depth d is one-quarter wavelength in the radial 
line of radii a and a + d. This depth d ≈ l /4 when ka is large, is shown in Figure 14-36. The tooth 
width t in Figure 14-37 should be small compared with the slot width w, typically t < 0.2w, in 
order to reduce frequency sensitivity. There should be several slots per wavelength, preferably 

FIGURE 14-36 Slot depth d at resonance (after Thomas39  
© IEEE 1978)

FIGURE 14-37 Small flare angle corrugated horn: (a) conventional corrugations and (b) ring-loaded slots 
at the input
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four or more, although in wideband horns it is permissible to have only two per wavelength at 
the high-frequency end of the band.

In acoustics, surfaces are termed either hard or soft on the basis of whether there is intense 
power flow along the surface or no power flow at all close to the surface. There is an analogous 
situation for electromagnetic waves.131–134 The inner surface of the corrugated horn described 
previously is an example of a soft surface at the slot resonant frequency. Hard surfaces also 
exist in electromagnetics. An example is a longitudinally corrugated surface in which the slots 
are filled with dielectric.

For the corrugated horn, the surface impedances are anisotropic; the field in the horn 
satisfies the general relationship for axial-pattern symmetry, that is

 Zf  Zz = −Xf  Xz = h 2 (14-70)

This is satisfied only if Zz = ∞, and therefore hf = 0 at the surface, as was pointed out 
previously.

Because both ef and hf are zero at the inner surface of the corrugated horn under balanced 
conditions, the axial component of the Poynting vector at this point must also be zero, and 
there will be no axial power flow along the surfaces. The corrugated surface is, therefore, 
soft, and the horn itself is sometimes referred to as a soft surface horn or simply a soft horn. 
As indicated previously, the surface reactance conditions for a soft horn are

 Xf = 0 and Xz = ∞ (14-71)

By contrast, for a hard surface the conditions are the reverse (dual) of these, namely,

 Xf = ∞ and Xf = 0 (14-72)

The above is the condition for a so-called hard horn. Further discussion of hard horns is 
delayed until Section 14.5, in the section “Horns with Hard Surfaces.”

Conical Corrugated Horns

The radiation from a conical corrugated horn operating in the HE11 dominant mode near the 
balanced hybrid condition can be obtained from aperture fields given by Eq. 14-64 with a 
quadratic phase factor given by Eq. 14-5 under the usual assumptions (qο < 35°). The result 
for the far-fields is
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where Fq,f are the obliquity factors, Gm is given by the integral following Eq. 14-46 wherein 
the argument of the Bessel function p11 is replaced by kr  a, which is found in general from 
the dispersion relation (Eq. 14-68) for a specified ka, aperture radius, and slot depth d (see 
Figure 14-36). The other parameters required are β ρ/ ( / )k k k= −1 2 and g, which follow 
from Eq. 14-65. However, under balanced hybrid conditions g  k /b = 1, and for the domi-
nant mode, kr  a = 2.4048, allowing Eq. 14-73 to simplify to

 E r E ka
e

r
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 (14-74a)
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which for a directive beam imply cross-polarization is almost negligible and the copolar main 
beam is almost axially symmetric for the HE11 mode for angles q close to the axis (< 50°). 
However, the rapid decay of the G0 function with q  usually means for most horns that the 
obliquity factors have only a secondary effect on both co- and cross-polarization. This is also 
true for the higher-order HE12, HE13, … modes. The balanced EH modes, which correspond 
to J2(kr  a) = 0 and g  = −b /k, radiate with a null in the axial direction (q = 0) and a state of 
polarization that may be linear, elliptical, or circular, depending on f. They are almost invari-
ably undesirable in antenna engineering applications.

Universal patterns for the small to medium flare horn under balanced hybrid conditions 
and large ka are plotted in Figure 14-38. The phase center in the principal planes as a func-
tion of k∆, where ∆ = a2/2L, evaluated under the same conditions is, of course, identical, 
and the result is shown in Figure 14-6. The curve was calculated from Eq. 14-3 and the 
phase of Eq. 14-74 between the −12 dB points of the main beam. According to Thomas39 

when ka is less than 12, the sidelobe level for a given ∆ gradually decreases but the shape 
of the main lobe is virtually unaffected until ka reaches about 6. For ka < 6, the flange at 
the aperture begins to affect the pattern. The patterns become invalid for ka < 4. When the 
flange affects the pattern shape (i.e., ka < 6), a remedy recommended in Thomas39 is to 
extend the corrugations into the plane of the flange. This will preserve pattern symmetry, 
but it increases the effective aperture size slightly. The new aperture radius is approxi-
mately a′ = a + e/2, where e is the radius of the curved portion of the flange.

The conical corrugated horn has certain advantages over the dominant-mode pyramidal 
horn as a gain standard. It is not subject to the small gain uncertainties caused by E-plane 
edge diffraction; its ohmic loss is very small; and it has considerably lower sidelobe levels 
than pyramidal and smooth-wall conical horns. The absolute gain of a small-to-medium 
flare dominant mode corrugated horn is
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FIGURE 14-38 Universal patterns for small-flare-angle cor-
rugated horns under near-balanced conditions. The parameter is 
the normalized phase error ∆/l.
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This simplifies considerably under balanced hybrid conditions to
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 (14-76)

The maximum gain for small flare angles (qo ∼ 0) with kr  a = 2.4048 is approximately 
0.692(ka)2, that is an aperture efficiency of 69.2%. The gain (Eq. 14-75) expressed in dBi is

 G(dB) = 20 log (2pa/l) − Rs (14-77)

where Rs is the gain reduction factor, which is a function of kr  a. Some polynomial approxi-
mations of Rs as a function of the phase factor ∆ at selected values of kr  a are given here135:
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 (14-78)

The gain is insensitive to deviations from the zero cross-polar condition, kr  a = 2.4048, 
and this is particularly true in the vicinity of ∆ ≈ 0.48l.

The radiation pattern of a typical conical corrugated horn is shown in Figure 14-39. The horn 
is pictured in Figure 14-1d. It has radius a = 140 mm, semi-angle = 12.5°, length h = 560.0 mm 
and is fed from a waveguide of radius aw = 11.16 mm.136 There are 100 variable depth corruga-
tions with a pitch 6 mm and slot-to-pitch ratio of 0.75. It operates satisfactorily across the band 
from 10.5 to 14.5 GHz and has a gain of 25.8 dBi at 12.5 GHz. The measured cross-polar level 
in the band is <−35 dB, and the return loss is > 25 dB. Results computed from Eq. 14-73 for a 
slot depth of 6.5 mm and by a mode-matching method are shown in Figure 14-39 also.136

FIGURE 14-39 Radiation pattern of conical corrugated horn at 12.5 GHz. The 
horn has radius a = 140 mm, length h = 560.0 mm, semi-angle = 12.5°, and it is fed 
from a waveguide of radius aw = 11.16 mm. The solid line represents the E-plane, 
the broken line the H-plane, and the dashed line is the cross-polar pattern in the 45° 
plane. No symbol represents the dominant mode model, + represents mode match-
ing, and o the experimental results.
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A useful property of corrugated horns is that the radiated field can be expressed as a 
small number of Gaussian modes. This fact is very helpful in the design of quasi-opti-
cal systems for millimeter and submillimeter-waves.137 Gaussian modes have a Gaussian 
function amplitude variation with radial distance from the axis of propagation; the decay 
depends on the distance z along the beam from the source. The Gaussian distribution is the 
first term of a Laguerre-Gaussian expansion, which allows the radiated field of a corrugated 
horn to be expressed as a series of such modes.138 The zero-order term of this series for the 
unidirectional field of the HE11 mode under balanced-hybrid conditions has the following 
Gaussian beam-mode propagation function:
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where z′ is the distance along the beam, r is the distance from the beam axis, 
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wavefront, zc
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is the confocal distance, w0 is the beam waist radius and fc(z′) = a 
tan (z′/zc) is the phase shift. The HE11 mode has been normalized for unit power. Let  
z′ = z + za where z is the aperture coordinate and za is the distance of the Gaussian mode 
origin to the aperture. It can be shown137 that for maximum coupling from the HE11 mode 
to the zero-order Gaussian mode w(za) = 0.6435a. Also, the radius of curvature Rc(za) = L.  
These determinations allow the Gaussian beam for the corrugated horn to be fully speci-
fied since now
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Other horns can be represented in terms of Gaussian modes, although many modes are 
needed to give an accurate approximation of the beam, which complicates the design. A 
detailed description of Gaussian beam-mode techniques and applications can be found in 
Goldsmith.137

Optimum-gain Corrugated Horns

In common with the other horns, there is a family of optimum corrugated horns. These 
horns provide the maximum gain for a given length. From Eq 14-75 and with kr  a = 2.4048, 
to a good approximation a L≈ 0 976. λ , and the maximum gain in dB is Gopt(dB) ≈  
20 log(a/l) + 12.06. The phase factor is ∆ ≈ 0.48l, which means that for an optimum horn 
the aperture efficiency is about 40.7%. Near the optimum region, the gain is insensitive 
both to frequency and to small deviations from the condition kr   a = 2.4048.

Wide-Flare-Angle Scalar Horn

A wide-flare horn is shown in Figure 14-40, and it is apparent that the path error in the aper-
ture can become quite large. In this case, the expressions in Eq. 14-73 and the patterns shown 
in Figure 14-38 are no longer applicable. Such a horn nevertheless exhibits axial symme-
try and low cross-polarization in its radiation pattern, but pattern calculation becomes more 
complex, involving spherical rather than cylindrical hybrid modes.40−41,45 Note that the slots  
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are customarily cut perpendicularly to the horn 
wall, as in Figure 14-40, rather than to the horn 
axis, as in Figure 14-36a. Under balanced hybrid 
conditions, the radial dependence of Eq. 14-64 is 
now approximately J0(2.4048q /qf), which can be 
used as a basis for initial design. The term scalar 
horn was coined34 to emphasize the fact that the 
far-zone field can be represented by a single scalar 
quantity under ideal conditions when there is no 
cross-polarization. Although this is equally true 
for the small-flare horn, the term scalar horn is 
usually reserved for the wide-flare case.

A set of universal patterns for scalar horns 
under near-balanced hybrid conditions obtained 
by Thomas39 is shown in Figure 14-41. Note that 
the abscissa is now q /qf, where q  is the far-field 
polar angle and qf  is the semi-flare angle of the 
horn. Since q /qf  is independent of frequency, it 
is clear that the scalar-horn patterns are almost 
frequency-insensitive. This is in direct contrast 
to the small-flare-horn case, in which beamwidth 
is proportional to aperture size ka. The transition 
is determined by the value of ∆ = a tan(qf  /2). For ∆ < 0.4l the beamwidth is controlled 
mainly by ka and is, therefore, frequency-dependent. As ∆ increases beyond 0.5l, this 
dependence is reduced, and when ∆ exceeds about 0.75l, the pattern is almost independent 
of ∆ and hence aperture size, as shown in Figure 14-41; this effect is termed gain satura-
tion. These patterns apply for values of qf up to about 70°. As ∆ increases beyond 0.75l, 
the top of the beam flattens and the skirts become steeper. At ∆ = 1.25l, there is actually a 
slight dip in the axial direction. Figure 14-42 shows the effect of ∆ on the beamwidth of sca-
lar horns at various power levels relative 
to the peak. A good rule of thumb is that 
the beam semi-angle at the −12-dB level 
is very close to 0.8qf while at the −15-dB 
level, it is very close to 0.9qf for any ∆ 
between 0.75l and 1.5l.

The phase factor ∆ has a marked effect 
on the location of the phase center of the 
horn, as can be seen in Figure 14-43. When 
∆ is very small, the phase center is on the 
horn axis very close to the plane of the 
aperture. As ∆ increases, the phase center 
moves along the axis toward the throat and 
eventually becomes fixed at the horn apex 
for scalar horns with ∆ ≈ 0.7l. The bars 
show the effect of a frequency change of 
±10%. The beam efficiency of scalar horns 
is high. When ∆ > 0.75l, the beam effi-
ciency at the −10-dB level is greater than 
87%, and at the −20-dB level, it is greater 
than 98%. This is a valuable asset when 
such a horn is used as a feed in a reflector 
antenna since spillover loss will be small.

FIGURE 14-40 Wide-flare scalar horn 
(after Thomas39 © IEEE 1978)

FIGURE 4.41 Universal patterns for wide-flare sca-
lar horns (qf < 70°) with the normalized phase error 
∆/l as a parameter (after Thomas39 © IEEE 1978)
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To design a scalar horn with a given beamwidth at some relative power level, say, 
−6 dB, one determines q /qf from Figure 14-41. It is apparent that q /qf ≈ 0.6 in this case and 
that the parameter ∆/l may have any value between 1.0 and 1.5. If the desired beamwidth 
is 2q  = 60°, one finds that qf  = 50°, and R may lie between 2.8l and 4.2l.

Input Match and Slot Design

The input reflection coefficient of a corrugated horn is dominated by the reflection 
coefficient at the junction of the input waveguide (usually a smooth-wall circular 
waveguide operating in the dominant mode) and the commencement of the flare.  

FIGURE 14-42 Effect of normalized phase factor ∆/l 
on beamwidth of scalar horns at various power levels 
relative to beam peak (after Thomas39 © IEEE 1978)

FIGURE 14-43 Distance of phase center, normalized relative to slant length 
R from apex (after Thomas39 © IEEE 1978)
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The aperture mismatch Γap is typically < −30 dB for a > 1.1l, and if required, can be 
approximated by Eq. 14-30, where the self-admittance of the HE11 mode under bal-
anced hybrid conditions is

 y
ka

k w w

w

J kaw

w11 2

2

2

0
2

2

5 783 2

1 2 4
=

−
− −

.
( )

( ) ( )
( ( .β 0048 2 20 / ) )ka

dw
∞

∫  (14-81)

where β = −k a2 22 4048( . / ) . The standard design of a corrugated horn starts from the 
smooth wall−input circular waveguide with a section of about a wavelength long where 
the depth of the corrugations are gradually decreased from a half-wavelength to a quarter-
wavelength deep as the horn is widened. By making the first few slots close to one-half 
wavelength deep, the reactance Xz will be close to zero, thus minimizing the discontinuity 
between the smooth conducting boundary and the corrugated wall. At the input, a lin-
ear taper can be used for the horn profile, although some other profiles, such as “hour-
glass” (sine-squared), have been found more effective. To achieve the widest bandwidth 
operation, the first four to five slots of the input should commence by making the first 
slot one-half wavelength deep, then gradually reducing the slot depth until the resonant 
depth determined from Figure 14-36 is reached at the band-center frequency. If the depth is 
tapered over a distance of a wavelength or more, the match will remain good over a 1.5:1 
frequency range.

The structure of a high-performance wide-band horn can be complex, as described by 
Thomas et al.42 They achieved essentially constant beamwidth, low cross-polarization, 
and low input reflection over a bandwidth ratio 2.2:1 with a four-section horn. The first 
section is a smooth-walled, profiled taper from a standard round waveguide to a large-
diameter second section that acts as a converter for the HE11 mode. This is the most criti-
cal part of the horn because it determines return loss and strongly affects generation of 
unwanted EH-type modes. Ring-loaded slots are employed (Figure 14-37b) for greater 
bandwidth, and dimensions are optimized independently of the conical output that con-
stitutes the fourth section. This requires the use of an intermediate, or third, section act-
ing as a transition device. In this section, the slot depth and pitch change gradually until 
resonant depth is reached. There is also a gradual change in flare angle to match that of 
the output section. It is recommended to use five to ten slots per wavelength and the slot 
width-to-pitch ratio w/(w + t) is ≥ 0.75 (see Figure 14-37a). In a simpler two stage design 
consisting of the transition and output sections, the slot depths may be chosen empiri-
cally according to44
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where NT is the number of slots in the transition from the input waveguide, N is the total 
number of corrugations, an is the radius of the corrugated surface at the n-th slot from the 
input, and l is the wavelength at the band-center frequency. To prevent generation of the 
unwanted EH11 mode at the junction of the smooth and slotted guides, the reactance XZ 
should not be positive. Hence, it is advisable to ensure that the first slot is one-half wave-
length deep at the highest frequency in the band. The methodology just described was used 
to achieve a wideband match for the horn pictured in Figure 14-1d with patterns given in 
Figure 14-39.136 Wider frequency bands can be attained with even greater attention paid 
to this transition section. One approach that has proven particularly effective is to use 
ring-loaded slots, which are short-circuited coaxial waveguide slots (see Figure 14-37b).  
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Constant-width slots present a surface reactance that varies rapidly with frequency and 
is capacitive over a narrow frequency range. Ring-loaded slots present a capacitive reac-
tance over a considerably wider bandwidth and, in addition, the frequency where XZ = ∞ is 
lower than conventional slots. The frequency where XZ = 0 depends on the slot ratio hn / dn 
(Figure 14-37b). Close to maximum bandwidth of 2.2:1 is possible when42 hn ≈ 2dn  / 3.  
An empirical formula for the input width of slot n (n = 1,..., NT) is42 bn¢ = p [0.1 + (n + 1)  
(w′/p − 0.1 / NT)] where p is the pitch and w′ is the outer width of the ring slot. The depth 
is now given by Eq. 14.82b over the full length of the horn (i.e. n = 1,..., N). At least five 
ring-loaded slots are needed for conversion from the input waveguide to conventional slots 
to realize best performance. James and Thomas42 provide further details of the design of 
ring-loaded slots.

By following the practices just described, it should be possible to obtain an input reflec-
tion coefficient Γin <−18 dB over a 1.5:1 frequency range in a scalar horn with constant width 
slots and to do considerably better in a small-flare horn over a narrower frequency range.

Other Corrugated Horns

The conventional transversely corrugated horn with a linear taper is just one type of such 
horns. Several other varieties in use today are described in the following sections and in 
Section 14.5, under the headings “Elliptical Horns” and “Horns with Hard Surfaces.”

Compact and Profiled Corrugated Horns The small-flare-angle horn, described earlier, 
tends to be quite long because ∆, the spherical wave parameter at the aperture, normally 
should not exceed about l/4. Furthermore, while it retains good pattern symmetry over a 
relatively wide frequency range, the beamwidth varies nearly inversely with frequency. 
Therefore, it yields high efficiency only over a narrow frequency band. The wide-flare, or 
scalar, horn achieves nearly constant beamwidth and good pattern symmetry over a wide 
frequency range (1.5:1 or more) as long as the parameter ∆ exceeds about l/2. However, it 
has an aperture diameter considerably larger (by 20 to 25 percent) than the small-flare horn, 
and this can cause excessive blocking (or the small-flare horn may be too lengthy) when it 
is used as a feed for a reflector.

These shortcomings are mitigated in the compact, profiled corrugated horn in which 
the flare angle is not constant. Thus, the horn has an axial profile that is curved rather than 
following a simple linear taper. Although not essential except in wide-band operation, an 
input section with ring-loaded slots to effect conversion from the TE11 to the HE11 mode, 
followed by a specially chosen profiled section, can achieve a satisfactory performance 
over a frequency range of 2.4:1 from a horn significantly smaller than the conventional 
scalar horn. Since the cross-polarization level is not high and beamwidth and phase-center 
movement are not severe, this compact horn can be recommended as a feed whenever space 
or weight is at a premium.

As an illustration of a simple compact horn for an offset-fed reflector (half-cone angle 
45°), a 12-slot corrugated horn that was designed by the methods of Thomas et al42 for 
the frequency band 10.5 to 14.5 GHz is shown in Figure 14-44. Although the number of 
corrugations is less than optimum, performance is satisfactory for the application. The 
input waveguide radius is 9.525 mm, and the aperture radius is a = 28.92 mm. Details of 
the slots are given in Table 14-6. Note that two 1-mm length uniform steps are used to 
represent the small taper between the slots. The experimental radiation patterns and the 
ones obtained with a mode-matching method are in excellent agreement and a typical 
result is shown in Figure 14-45 in the far-field region of the horn. At 12.5 GHz, the peak 
cross-polarization is about −30 dB and the gain is 15.86 dBi while the input reflection 
coefficient Γin < −22 dB.
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The Gaussian profile described by Eq. 14-60 is also useful for the output taper of 
a compact corrugated horn. It is assumed there are five to ten corrugations per wave-
length of depth equal to a quarter-wavelength at the band-center frequency. The middle 
profile between the input section and the output profile can take on a variety of shapes. 

Section No. Inner Radius (mm) Length (mm) Section No. Inner Radius (mm) Length (mm)

1 (input)   9.525 45.0 21 20.46 1.0

2  10.445  8.0 22 (slot 7) 27.25 6.0

3 12  7.5 23   21.5175 1.0

4 (slot 1) 22.05  6.0 24 21.87 1.0

5   13.0575  1.0 25 (slot 8) 28.63 6.0

6 13.41  1.0 26   22.9275 1.0

7 (slot 2) 22.67  6.0 27 23.28 1.0

8   14.4675  1.0 28 (slot 9) 30.01 6.0

9 14.82  1.0 29   24.3375 1.0

10 (slot 3) 23.29  6.0 30 24.69 1.0

11   15.8775  1.0 31 (slot 10) 31.39 6.0

12 16.23  1.0 32   25.7475 1.0

13 (slot 4) 23.9  6.0 33 26.1 1.0

14   17.2875  1.0 34 (slot 11) 32.78 6.0

15 17.64  1.0 35   27.1575 1.0

16 (slot 5) 24.52  6.0 36 27.51 1.0

17   18.6975  1.0 37 (slot 12) 34.17 6.0

18 19.05  1.0 38   28.5675 1.0

19 (slot 6) 25.88  6.0 39 (aperture) 28.92 1.0

20   20.1075  1.0

TABLE 14-6 Transverse Sections Used to Represent the 12-slot Compact Horn Profile in Figure 14-44 
from Input (Section 1) to Aperture (Section 39)

FIGURE 14-44 12-slot compact corrugated horn (input waveguide radius 
9.525 mm, aperture radius a = 28.92 mm)
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It can consist of several short linear sections,45,65 a sin2 profile,44,67 or Gaussian.66,139 
However, the most compact horns are obtained by designing the complete profile from 
the input waveguide to the aperture by using optimization methods such as described 
in Section 14.3 under the subheading “Multimode, Stepped, and Profiled Circular 
Horns.” The result of one such design for a feed application is shown in Figure 14-46.68  
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FIGURE 14-46 Spline-profile compact corrugated horn (after Granet and Bird68 © ANTEM 2002)

FIGURE 14-45 H-plane radiation pattern of the 12-slot conical corrugated horn at 12.5 GHz 
and a range distance of 710 mm. Solid line is measurement and dashed line is calculated result.
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The aperture radius is a = 85.8 mm (4.4 l), and it is 500-mm long (19.5l), which is a 
greater than 25% reduction in length from a design with a sin2 profile, while achiev-
ing a similar performance. The radiation pattern of this horn is given at 11.70 GHz in 
Figure 14-47 where the gain is 25.3 dBi. This gain is equivalent to an ideal optimum- 
gain corrugated horn with a = 4.61l and L = 22l. However, it is emphasized that the 
profiled horn has significantly lower first sidelobes, peak cross-polarization level, and 
input reflection coefficient. The input reflection coefficient is <−25 dB over the 11.7- to 
12.25-GHz frequency range. Typical for this type of design, the phase center is reason-
ably constant (this attribute can be included in the optimization if required) and, in this 
case, is situated 100 mm from the aperture inside the horn. All computer simulations were 
performed with a mode-matching method.

Multi-hybrid Mode Horns Additional beam shaping is possible in a corrugated horn 
by generating higher-order hybrid modes along with the HE11. The desired higher-order 
modes are the HE1n type (n = 2,…), all of which have axially symmetric patterns that are 
free of cross-polarization under near-balanced conditions, i.e., large aperture and g   → 1. 
However, the higher-order modes have different dispersion characteristics, and this causes 
such horns to be quite frequency-sensitive.

The two-mode horn utilizes only the HE11 and the HE12 modes, both of which can be 
generated by a step discontinuity in the throat of the horn. The smooth-wall input guide 
supports only the TE11 mode, so that 1.84 < kaw < 3.83. In the corrugated region beyond 
the step, the radius is a0, and it must be large enough to support the HE12 as well as the 
HE11 mode but not so large as to support the HE13 mode. This requires 5.33 < ka0 < 8.54. 
Thomas78states that a significant improvement in the match near cutoff can be obtained 
by a gradual tapered increase in the diameter of the input guide near the step. This does 
result, however, in a slight reduction in the relative power of the HE12 mode for a given 
diameter 2a0 in the corrugated region. The HE12-mode power relative to that of the HE11 
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FIGURE 14-47 Radiation patterns of a spline-profile corrugated horn 
at 11.7 GHz
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mode increases as the ratio a0  /aw increases; unfortunately, a small amount of the EH12 mode 
is also produced. The presence of this mode is undesirable since it causes a significant 
increase in cross-polar radiation.

The radius a0 in the corrugated section should be chosen so that ka0 is close to 8.54, the 
cutoff for the HE13 mode at the uppermost frequency in the band of interest. If the mismatch 
at the upper frequency is then too large, the radius a0 must be decreased somewhat. A com-
promise also must be made in regard to the TE11 input-guide diameter. Large values of input 
waveguide (kaw near 3.83) lead to low-input reflection and a low level of the unwanted 
EH12 mode but may not result in sufficient power in the HE12 mode. Values between 2.2 
and 3.0 for the ratio a0 /aw have provided satisfactory results.

Because the two modes have different propagation constants, the two-hybrid-mode horn 
must usually incorporate a constant-diameter (2a0 ) phasing section before it flares to its 
final aperture diameter. This section ensures that the modes are in the correct phase at the 
aperture and is exactly analogous to the use of a phasing section in the dual-mode conical 
horn of Figure 14-24.

The length of the corrugated flare section to the aperture is such as to antiphase the main 
lobes of the HE11 and HE12 radiation patterns; this creates a dip in the resultant pattern in 
the direction q  = 0 (see Figure 14-48). The phase relationship will change with frequency 
and so, of course, will the pattern shape. This horn79 was designed as a highly efficient 
feed for a prime-focus reflector antenna having a semi-cone angle of 63°. Similar feeds 
described by Thomas78 have bandwidths of a few percent. The relative power levels in the 
two modes are about equal.

The pattern in Figure 14-4879 has desirable characteristics in earth-coverage use from a 
satellite in a high-altitude circular orbit because of its rapid decay on the edge-of-coverage. 

FIGURE 14-48 Experimental and theoretical 
patterns of a two-hybrid-mode horn with ka0 = 8.17 
(After Vu and Vu79 © IEEE 1970)
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A two-mode horn of this kind was designed and tested82 for use on Navstar satellites of the 
Global Positioning System, orbiting at an altitude of 20,200 km. It has a length of 14.7 cm 
and an aperture diameter of 4.29 cm, which is almost exactly twice that of an optimized 
single-mode horn. The gain at edge of coverage of 14.3° is a minimum of 15.7 dB over 
a 2-GHz range in the 44-GHz band. This is 1.7 dB higher than the gain of the optimized 
single-mode horn at edge-of-coverage, a considerable improvement.

While the previous description has been in terms of two modes only, in reality the horns 
are capable of supporting more higher-order modes, and, therefore, such horns are more 
accurately described as multi-hybrid-mode corrugated horns. R.F. Thomas and coworkers 80  
developed a dual-hybrid mode horn with very low sidelobes that is ideal as a feed for  
low-noise applications or on a satellite to provide global coverage from a geostationary 
satellite (half-power beamwidth of 17.4°). While the electrical performance is satisfactory 
(e.g., low sidelobes), this horn is very long (∼30l). An alternative horn that achieves similar 
performance but is significantly shorter is the “bowl-shaped” horn shown in Figure 14-49.83 
This consists of a uniform circular waveguide input, which supports only the TE11 mode, 
a step from smooth-wall to corrugated waveguide, which creates the HE1n modes, and a 
smooth flare transition, which serves to generate more hybrid modes and to take them from 
the mode generator to an aperture of the right size to give the required beamwidth. The 
radius defining the profile of the flare section is83

 ρ π
( ) ( )sinz a a a

z
L

p= + − 



0 0 2

 (14-83)

where a0 is the radius of the mode generator, a is the aperture radius, L is the length of the 
flare section, and z is the distance along the flare (0 ≤ z ≤ L). In its application to a global-
coverage horn from geostationary orbit, an optimum index p of the profile was found to 
be ∼0.8. The mode generator section is designed with a radius of a0 ≈ 2.2aw, where aw is 
the radius of the waveguide exciter. When choosing a suitable multi-hybrid-mode design, 
the best results achieved for the application (first sidelobes < −35 dB and cross-polariza-
tion < −40 dB at the center frequency) were for a horn with an aperture diameter of 4.6l 
and a total length (including mode generator) of ∼5.8l. The radiation pattern at the center 
frequency is shown in Figure 14-50. At this frequency, the measured far-field gain of this 
horn was identical to the calculated value of 20.85 dBi. If still shorter horns are demanded, 
then there will inevitably be some trade-off in low sidelobe-level performance, although 
this may not be too severe. Sidelobe levels < −32 dB could be achieved in the far-field of 
a horn about ∼4.5l long while ∼ −40 dB sidelobes are possible with a ∼ ∼6l-long horn.  

FIGURE 14-49 The bowl-shaped multimode  
corrugated horn
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The return losses of the multi-hybrid-mode horn designs are typically > 25 dB and gain is 
> 20 dBi across a frequency band of ∼2.5%.

This horn is described as multimode because of the significant number of waveguide 
modes used to represent the aperture field. It was analyzed with many cylindrical waveguide 
sections using a mode-matching approach. The power (%) in the highest level modes mak-
ing up the aperture field involves principally components TE11 (76.47%), TM11 (21.38%), 
TE12 (1.95%), TM12 (0.03%), and TE13 (0.05%).83

Rectangular Corrugated Horn These horns have the advantage that patterns can be 
designed for applications requiring elliptical beam shapes with low cross-polarization. 
Sectoral and pyramidal horns excited by the TE10 mode in a rectangular waveguide may 
also benefit from the use of corrugations in the broad walls of the horn. The effect of the 
corrugations is to make the magnetic field small or zero at the electric walls, analogously 
to the vanishing electric field at the magnetic walls. As a result, the E-plane beamwidth is 
broadened, and the sidelobes are greatly suppressed.

In a square-aperture horn with corrugations in the electric walls, the E- and H-plane 
patterns will be very nearly identical, at least to the −20-dB level, and this can be achieved 
over nearly a 2:1 frequency range. However, it is restricted to a single polarization, namely, 
when the E-plane is orthogonal to the corrugated walls.

Rectangular horns with corrugations on four faces7–10,41 have been designed with nearly 
identical patterns in the principal planes for circular polarized radiation with low sidelobes. 
As with all corrugated horns, the transition from smooth-wall input waveguide to the cor-
rugations is made with a slot depth of a half-wavelength to a quarter-wavelength for a 
good reflection match. Improved pattern control can be obtained by filling the corners with 
metal where the corrugations meet.8,10 The bandwidth and poor cross-polarization of the 
rectangular corrugated horn is due to the generation of a higher-mode slow wave, which is 
predicted in the rigorous analysis of the horn.10 The bandwidth of a rectangular corrugated 
horn is typically less than 40%, which is somewhat less than the bandwidth of greater than 
70% that can be achieved with a circular corrugated horn. Detailed simulation is necessary 
to obtain the appropriate mode combination in the aperture for the general case, and the use 
of accurate simulation software is recommended for any design.

FIGURE 14-50 The 45°-plane measured and theoretical Fresnel zone 
radiation patterns of a bowl-shaped horn with aperture radius a = 4.6l at a 
distance of 51l from the aperture
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14.5 MISCELLANEOUS HORN STRUCTURES

The horns described in the previous sections are the types most frequently encountered. 
However, there are many other types of horns, and a sample is described in the following 
section along with some accessories, such as lenses, that can help improve performance in 
certain situations.

Elliptical Horns

The beams radiated by an elliptical horn have much in common with smooth-wall rect-
angular horns, except that now a greater variety of tapers are possible in the E-plane.91 
The dominant mode of the air-filled elliptical horn in which the transverse electric field 
is parallel to the minor axis (see Figure 14-51) of the ellipse is the TEc11 even-order 
mode. Its orthogonal counterpart, having a transverse electric field parallel to the major 
diameter, is called an odd-order mode. It has been shown that for each even mode there 
exists an odd mode having the same propagation constant. Furthermore, the two modes 
will have identical, but non-axially symmetric radiation patterns with orthogonal polar-
izations. It then follows that if the two orthogonal modes are excited in such a way as to 
have equal amplitudes and a 90° phase difference, the radiated field will be everywhere 
circularly polarized.

The description of the radiated field is similar to that for a rectangular horn (see 
Section 14.2), and some of the results can be carried directly over to elliptical horns. The 
complication is that the radiated fields for the TEc11 even-order mode are given in terms of 
Mathieu functions.140 Although more accurate simulation by numerical software bypasses 
the need of these functions. There are computer subroutines for Mathieu functions141 and 
some symbolic mathematical software (e.g., Mathematica142) include them as embedded 
functions. When a horn of axial length h and aperture with semi-major and minor dimen-
sions a and b is fed from an elliptical waveguide with semi-major and minor dimensions 
aw and bw, the fields of the dominant mode TEc11 mode are

 E r F N Nx yθ θθ φ φ φ( , , ) ( sin cos )= −  (14-84a)

 E r F N Nx yφ φθ φ φ φ( , , ) ( cos sin )= +  (14-84b)

FIGURE 14-51 Geometry of an elliptical horn
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where
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(14-85b)

where c0 = jkE0e
−jkr/2pr; x′ =  cosh x cos h ; y′ =  sinh x sin h ;  = = −ae a b2 2 ; a and 

b are the aperture semi-major and minor axes lengths; e is the eccentricity; ce1(h, q) and 
Ce1(x, q) are the normal and modified even Mathieu functions of order one, respectively, on 
which a prime denotes the first derivative with respect to the first argument; and q is the first 
zero of Ce′1(x0, q) = 0, where cosh x0 = 1/e, and the cutoff frequency of the dominant mode 
is k qc11 2= /  . The parameters Le and Lh are the axial lengths in the E- and H-planes  
(see Figure 14-51), in common with rectangular horns, and are given by equivalent equa-
tions to Eq. 14-13. Equation 14-85 must be integrated numerically to obtain the far-fields 
from Eq. 14-84, which are found to furnish useful design information for directive horns in 
the vicinity of the main beam with Fq = 1 and Ff = cosq, particularly for the H-plane radia-
tion pattern within the limitations of the quadratic phase approximation (e.g., dominant 
mode, flare angles <35°).

Normally, the patterns in the two principal planes are different for an elliptical horn, 
usually with a shoulder in the E-plane at about ∼ −10 dB and a monotonically decreasing 
H-plane pattern. Lower sidelobes can be obtained in the E-plane by varying the eccentricity 
along the horn’s length (there is a different quadratic phase factor than in Eq. 14-85). With 
some geometries, the beam can be made almost symmetrical.99

The design procedure for elliptical horns is identical to the methodology described for 
rectangular horns in the section, “Pyramidal Horns.” Optimum-gain elliptical horns are 
also possible. To a good approximation a Lh≈ 0 94. λ and b Le≈ 0 65. λ , and the aper-
ture efficiency is ∼50% for this family of horns. This means the solution of Eq. 14-25 for 
an optimum-gain rectangular horn given by Eq 14-26 is applicable also to an optimum-
gain elliptical horn, wherein a1 = 0.94l, b1 = 0.65l, g1 = 2p2, and it is understood that a, 
aw, and so on, now refer to the corresponding ellipse semi-axes (see Figure 14-51). The 
H-plane pattern of the optimum horn family has low sidelobes while in the E-plane, the 
first sidelobe is about −10 dB (compared with −9 dB for a pyramidal horn and ∼ −8.5dB 
for a conical one).

Elliptical corrugated horns have also proven useful,93−95 and moderately wideband per-
formance (up to 40%) has been reported through careful design of the transition from the 
feeder waveguide to the aperture.95 The copolar radiation pattern at the balanced hybrid 
condition can be calculated approximately for initial design purposes from an aperture field 
for a round corrugated horn given by Eq. 14-64 with a quadratic phase factor143 plus infor-
mation given in the “Input Match and Slot Design” section in Section 14.4 to determine the 
slot depth and pitch. It is assumed that in the principal planes of the elliptical horn (i.e., the 
planes containing the major and minor axes) the radiation patterns will be approximately 
the same as for those of a round horn of corresponding aperture diameters. If ka and kb are 
moderately large, it is permissible to use constant depth in any one slot, rather than one that 
varies with the angle f. This greatly simplifies construction of the horn.
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Dielectric loading may be used in lieu of corrugations to generate elliptically shaped 
beams with good circular polarization over a broadband.96–98 Both elliptical- and rectangular-
aperture horns have been used successfully for this purpose.

Ridged Horns

As we have seen, up to about 2.4:1, bandwidth can be obtained with a corrugated horn 
by special attention to the input match. When wider bandwidths than this are required, 
possibly extending over several octaves or even frequency decades, other approaches are 
needed that ultimately depend on attaining wideband transition from other components 
such as the feeder. The input match is the usual parameter used to define the operation of 
ultra wideband, although constant gain performance is sometimes used. The horn patterns 
vary significantly over wide frequency ranges; nevertheless, a return loss of greater than 
10 dB can be achieved over several octaves.

The most common wideband transition is related to the ridged waveguide—double-ridged 
for single polarization and quad-ridged for dual polarization.24 Waveguides, such as ridged 
waveguide, with re-entrant cross-sections, have wide frequency separation between the  
cutoff of the fundamental TE mode and the next higher-order mode. This is due to the con-
striction between the ridge and the two waveguides on either side of it. Any of the horn types 
described previously can be used as the radiating element. Rectangular,1,24–27 conical, 33,85–88 
and dielectric-loaded horns are the most usual (for example, a quad-ridged conical horn is 
illustrated in Figure 14-52). Historically, the work of Walton and Sundberg24 on the double-
ridge rectangular horn was important and is still in use today for the design of such horns with 
over a decade frequency range. The aim is to taper the ridges to make a smooth transition 
from the input (usually a coaxial connection) to the aperture to achieve a good match to the 
aperture. This is done by ensuring the ridges taper as the horn flares outward. For domi-
nant mode horns, it is common practice to keep the cutoff frequency of the dominant mode 
approximately constant as the ridged 
horn flares. It is important that every-
where along the horn the geometry can 
support the dominant mode at the low-
est frequency. Otherwise the mode can 
become trapped, and although tunnel-
ing can occur, there will be significant 
input mismatch and gain will suffer. 
The ridge is rolled off from about a 
quarter of the way down the flare using 
a common profile such as a sin2 or 
exponential taper (see Figure 14-53). 
If quad-ridges are used, it is vital to 
maintain symmetry between the ridges, 
otherwise cross-polarization will suf-
fer. Mechanical accuracy and good 
contact of the ridges to the walls is 
necessary to achieve the widest range 
of frequencies and best performance. 
Double-ridge horns can be designed 
approximately by the methods outlined 
in Bruns et al26 and the performance 
tuned by electromagnetic software. 
A double-ridge horn simulated in this 

y

x

z

FIGURE 14-52 Quad-ridged conical horn
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way gave good agreement with measurement over part of the 1–18-GHz operational range.26 
This work showed that at high frequencies, the main beam splits into multiple lobes. A quad-
ridged horn with no sidewalls overcomes this problem and operates successfully over the full 
frequency range.27

The widest bandwidth with a ridge waveguide is made possible when the input ridges 
are very close together. This narrow spacing of the ridges ultimately determines the lowest 
frequency for a given geometry. It also means that wideband horns are difficult to construct 
for the millimeter-wave band. In addition, a reasonable length of taper is required to give 
wideband performance. If the ridge is too short, mismatch and frequency performance 
will be poor. It is recommended that the length of the taper should be at least four times 
the wavelength at the lowest frequency. As a result, wideband feed horns are quite long. If 
higher than about a −10-dB mismatch loss can be tolerated, the horn length can be short-
ened significantly for a reduced frequency range. Typically a 1l length or less horn can 
give a 3:1 operational bandwidth with a maximum return loss of ∼6 dB.25 An example of 
the input match of a quad-ridged conical horn86 is shown in Figure 14-54. The bandwidth 
of this horn is 10:1, and the return loss across the band is greater than 10 dB.

The radiation pattern can be predicted approximately by neglecting the ridges in the 
aperture, although in practice the ridges have a second-order effect. The gain of a ridged-
waveguide-fed horn can be estimated also from the gain of the corresponding flared 
geometry. For example, the measured gain of a double-ridge horn is lower than predicted 
by Eq. 14-15 for a pyramidal horn by 1−2.25 dB.144

FIGURE 14-54 Measured reflection coefficient of quad-ridged conical 
horn (after Lai et al86 © IEEE 1987) that covers a 10:1 bandwidth

FIGURE 14-53 Sectional perspectives of the input to a quad-ridged horn. E1 
and E2 refer to the two polarizations.
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Horns with Hard Surfaces

A horn with a hard surface condition, or hard horn, satisfies Eq. 14-72. This implies that 
both axial field components vanish at the horn’s hard inner surface. For this to occur in a 
circular geometry, Eq. 14-63 requires that the radial-separation constant kr must be zero and 
the mode must be TEM. It is then found that the transverse components become

 e e h h jρ φ ρ φ γ= − = = = − +( )1 2/  (14-86)

The value of the mode-content factor g  is quite immaterial in this case compared with 
the soft horn. If it is zero, then the mode is a degenerate form of TM11; if it is infinite, it 
is a degenerate form of TE11. The mode also can be regarded as degenerate HE11 if g   = 1; 
if g  = −1, however, all components vanish. The components in Eq. 14-86 show that the 
Poynting vector is z-directed, constant, and also independent of r, as befits a hard surface. 
Furthermore, Eq. 14-64 indicates that the aperture field is unidirectional containing only 
the component ex. In the absence of spherical wave-phase error, this mode radiates with 
100% aperture efficiency and −17.6-dB first sidelobes. By comparison, the ideal soft horn 
has 69% efficiency, −27.5-dB first sidelobes, and a half-power beamwidth that is 28% 
larger than that of the ideal hard horn of the same aperture diameter.132

A horn having longitudinal corrugations approximates the hard boundary condition 
when the depth of corrugation is75

 d
r r

≈
−

λ
ε ε4 2 1

 (14-87)

where er1 and er2 are the permittivity of the materials filling the horn and in the corruga-
tions. Note that Eq. 14-87 is identical to Eq. 14-39 for a rectangular horn with dielectric 
lining on the two E-plane walls (see “Dielectric-lined Rectangular Horns,” earlier in the 
chapter) and, therefore, this latter horn has two hard surfaces. Square horns have been real-
ized with four longitudinally corrugated surfaces filled with dielectric.145 Longitudinally 
aligned strips on dielectric can also meet the hard boundary condition when the dielectric 
thickness satisfies Eq. 14-87. Both filled corrugation and strip-loaded dielectric surfaces 
work satisfactorily over a relatively narrow bandwidth for any aperture size and shape. 
The horns tend to have higher efficiency as the aperture size increases due to the power in 
the wall area decreasing relative to the total power. A circular dielectric-loaded horn can 
also be designed to have a hard boundary surface.51The dielectric load has an inner core 
of permittivity er1 that has a coat of higher permittivity material (er2) of thickness t2. This 
coated dielectric load is placed at a uniform distance t3 from the metallic horn wall. The 
spacing material has permittivity er3 and is usually air with symmetric dielectric supports to 
minimize cross-polarization. The material parameters are chosen so that er2 > er1 >er3. The 
coating thickness for hard surfaces is typically t2 < 0.15l for er1 = 1.3 and reduces as  er2 is 
increased. The total spacing thickness t2 + t3 is also lower for high er2. For example, when 
er1 = 1.3 and er2 = 4, t2 + t3 ≈ 0.31l. Horns designed with these surfaces have the potential 
for achieving pattern performance approaching a corrugated horn, although with aperture 
efficiencies of greater than 90%.51

Absorber-lined Horns

It has been shown that a conical horn with a lossy dielectric layer (relative permittivity 
er = e ′r + je ″r) can support nearly balanced hybrid modes146 when the horn diameter is 
large (ka >> 1). The thickness of the layer and the dielectric-loss tangent should be large 
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enough to ensure that one-way transmission is attenuated by at least 10 to 15 dB. In this 
case, the eigenvalue kr   a will be close to the desired value, 2.4048, and it will have a 
small imaginary part. As a consequence, the propagation constant also will have a small 
imaginary part, which means that the HE11 mode suffers a slight ohmic loss. There is 
then no upper limit to the frequency of hybrid-mode operation. The absorber thickness 
decreases as e ′r and e  ″r increase, and in a horn with large ka, the field radiated from the 
absorber annulus will be negligible.147 A nearly balanced HE11 mode operation was first 
demonstrated in a horn reflector with an aperture diameter of 217 cm by Knop et al.147 
An absorber dielectric with e ′r = 1.4 and e  ″r = 0.56 lines the upper part of the cone and 
enables the horn to operate from 4 to 12 GHz, the upper limit in the frequency being set 
by the nature of the waveguide launcher at the throat of the horn. The ohmic loss is less 
than 0.5 dB over the band.

A conical horn lined with magnetically lossy material has been shown to exhibit hybrid-
mode operation148 but at the expense of 10 dB of ohmic loss. In a different version,149 the 
loss was considerably reduced, being between 0.8 and 2.7 dB.

Horns with a Protruding Central Conductor

A horn with a central conductor that extends from the aperture is used to support the 
horn as a feed and in medical probes. Some examples of horns with an extended central 
conductor are the conical and rectangular horns, Cutler, hat, and cup feeds.21–23,59–64 The 
central conductor can enclose a coaxial cable or waveguide to feed the horn or contain 
other sensing apparatus. An example of a conical horn with a protruding conductor is 
shown in Figure 14-55. The diameter of the central rod influences the performance of 
the horn, and to retain most of the properties of the original horn, the rod radius b should 
satisfy kb <∼ 2 and b/a < 0.25, where a is the aperture radius (i.e., b < 0.3l and a > 1.2l).55 
While this can be easily met with a coaxial cable feed, a waveguide feed may need to be 
dielectric-loaded to keep the rod radius as small as possible. When the conditions above 
are not satisfied, the H-plane pattern is narrower and the E-plane pattern wider compared 
with the original horn, increasing the level of cross-polarization.55 The horn can be fed 
directly by the coaxial cable connected to a dipole exciter, a pair of slots, a waveguide 
reflector at the closed back of the horn or a folded waveguide transition. The exciter can 
limit the usable bandwidth to only a few percent of the operating frequency if care is 
not taken with the method of feeding. Wider bands are possible (∼20%) using suitably 
designed excitation. Choke rings in a flange near the aperture can improve the radiation 
pattern symmetry of small aperture horns (ka < 4).62

b

a

FIGURE 14-55 A conical horn with protruding central 
conductor
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Horns with Lenses

A lens is sometimes added to a horn, usually at the aperture, to alter the radiation perfor-
mance to suit the application. This is especially true for correcting phase errors and for 
realizing significant directivity in a confined length. A dielectric lens is usually preferred 
as metal plate lenses cause diffraction and depolarization that significantly change the 
behavior of the original horn. A lens can increase aperture efficiency, reduce sidelobes, or 
produce a combined phase center that is less sensitive to frequency. There are many differ-
ent types of lenses for horns based on the surface profile of the inner and outer surfaces.45 
The most common type for horns is the plano-convex lens (see Figure 14-56), which has 
plane inner and convex outer surfaces. To simplify design, lenses are mostly circularly 
symmetric, although elliptical lenses have been produced for elliptical horns. The profile 
of a plano-convex lens is given by

 ρ
θ ε θ ε ε θ

ε ε
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+ − + − − −
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where F is the distance to the focal point, t is the lens thickness, and er is the dielectric 
constant of the lens material. The wavefront from the lens is planar as long as the horn 
produces spherical waves, which implies that the combined phase center of the radiation is 
independent of frequency. The lens thickness is given by
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where D is the lens diameter. Clearly, the lens is thicker with lower dielectric constant mate-
rials, which usually means weight and cost problems in manufacturing and application. To 
overcome these deficiencies, the lens surface can be “zoned” so the optical path from one 

FIGURE 14-56 Geometry of horn with plano-
convex lens
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zone to the next differs by multiples of a wavelength (Figure 14-57). The design methodology 
is detailed in Silver.16 Commencing at the outer edge of the lens (zone N) and moving toward 
the center (n = N, N − 1,…, 1), when the path length through the lens exceeds one wavelength 
in the material ( λ ε/ r

), the path length is reduced by one wavelength without effecting the 
phase of the wavefront, and this is achieved by reducing the lens profile by the corresponding 
amount. Zone N − 1 is handled the same way as are the subsequent zones until the center is 
reached. The maximum thickness of a zoned lens is ∼ λ ε/ ( )r −1 , although in practice a 
small amount of material of thickness tm is added to t for mechanical support. A zoned plano-
convex lens is shown in Figure 14-57. This time the lens properties are frequency dependent, 
and therefore, as well as designing for a particular horn, the frequency band should to be taken 
into account in the lens design.

The radiation pattern of the horn and lens combination is computed approximately by 
means of geometric optics and aperture integration. The aperture amplitude distribution of 
the lens and horn is given by

 A A
d
d

( ) ( )
sinρ θ θ

ρ
θ
ρ=  (14-90)

where A(q  ) is the amplitude distribution of the source. The radiation pattern can be obtained 
from Eq. 14-90 by computing the derivative of the lens profile (from, for example, Eq. 14-88) 
and the amplitude function of the source, such as for conical (Eq. 14-46) or corrugated horns 
(Eq. 14-74), and integrating over the aperture variables r and f as described in Chapter 1.

The performance of the lens-corrected horn is limited by several factors including 
reflections from the lens surface and dielectric loss. Reflections for plano-convex lenses 
tend to be relatively small, and the dominant mismatch is due to the horn itself. Dielectric 
loss is strongly determined by the path through the thickest part of the lens (i.e., center). An 
upper estimate of lens loss is given by the plane wave attenuation of 27 3. tant rε δ  dB,  
where tand is the loss tangent of the lens material. Although the above methodology is 
based on simple concepts, the agreement with measurement is usually sufficient for  

FIGURE 14-57 Geometry of horn with zoned 
plano-convex lens
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most practical purposes.150 For example, a hyperbolic plano-convex lens (the convex sur-
face is facing the source compared with Figure 14-56), designed for a conical horn for a 
60-GHz wireless link,151 gave good performance when zoned, and at the same time, the 
combination was highly compact. Accurate simulation software should be used to correct 
for second-order effects.

Dielectric Horns

Solid dielectric horns have additional contributors to the radiation than the metallic horns dis-
cussed in the previous sections. There are three basic sources of radiation that need to be 
included. From the input of the horn, they are the (i) transition from the source (usually a 
waveguide) to the dielectric, (ii) radiation from the tapered horn as the wave travels toward 
the aperture, and (iii) radiation from the aperture. Radiation from source (iii) normally pro-
vides the greatest contribution. The dominant mode is a hybrid HE11 type, and the difficulty of 
obtaining the field and propagation parameters of this mode, as well as the three-part radiation 
mechanism, make dielectric horns more complex to design than metallic horns. The directive 
beam is determined by the aperture and to block radiation from sources (i) and from the tapered 
horn (ii), the end launcher and flare can be shielded or coated with absorbing material. Solid 
dielectric horns with conventional geometries, such as pyramidal and conical types, have been 
designed with some success.102–108 Weight can be reduced by hollowing the dielectric as has 
been described in Palit107 for a pyramidal horn; the hollowing also lowers the E-plane sidelobes 
relative to the H-plane. The computed radiation for a dominant mode approximation with the 
phase-shift variation from the input to the aperture included gave good agreement with experi-
ment. Less conventional feed structures can be employed with dielectric horns, such as a two-
wire line and launcher plates,108 which when applied to a pyramidal dielectric horn, the FDTD 
method predicts constant input impedance over a 120% bandwidth.
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15.1 INTRODUCTION

Demand for reflector antennas for use in radars, radio astronomy, microwave communica-
tions, satellite communications and tracking, remote sensing, and the like has resulted in 
the development both of sophisticated reflector antenna configurations and of analytical 
and experimental design techniques. Reflector antennas may take varied configurations, 
some of the most popular ones being plane, corner, singly and doubly curved, and single 
and multiple reflectors. The actual configurations used depend heavily on the nature of 
applications and the resulting radiation patterns such as pencil beam and contour beam, as 
well as multifrequency and polarizations, etc.

Searching the literature, we see that we can classify reflector antennas in a variety 
of ways. Reflector antennas can be identified according to pattern type, reflector sur-
face type, and feed type. Pencil-beam reflectors are perhaps the most popular ones and 
are commonly used in point-to-point microwave communications and telemetry because 
their patterns yield the maximum boresight gain, and typically their beam directions are 
fixed at the time of antenna installation. In some applications, such as satellite commu-
nication systems, the uplink beam of these pencil-beam reflectors may be either fully 
steerable by reflector movements, or capable of limited steering. Recent generations of 
satellite reflectors have produced other popular types of pattern classifications: contour 
(shaped) beams and multiple beams. These applications require reflectors with improved 
off-axis beam characteristics, which result in more sophisticated configurations. There 
are many microwave communication antennas operating with one sense of polarization 
at a given frequency and require only reasonable discrimination between orthogonal 
polarizations. However, the current generation of microwave communication and remote 
sensing antennas operate with dual polarizations at the same frequency to enhance their 
so-called frequency reuse capabilities or radar polarimetric properties. These require-
ments necessitate improved polarization performance and could be used as factors in 
pattern classification.

Performance of reflector antennas cannot be properly examined without knowledge 
of their feed configurations. Horn or waveguide feeds operating in a single pure mode 
have been the most popular feeds for reflectors. However, to meet radio astronomy, 
earth station, and satellite antenna requirements, considerable effort has been focused 
on the development of new feeds to efficiently illuminate either the main reflector or 
the subreflector of the antenna. For example, hybrid-mode feeds (combining TE and 
TM fields) are used to match efficiently the feed distribution with the desired focal field 
distribution of the reflector, which also results in an ideal feed for reducing cross polar-
ization. Among the hybrid-mode feeds are feeds with corrugated metal walls. Another 
important consideration is the complexity of the feed system in terms of the number of 
feed elements used, for instance, to create contour or multiple beams. The proximity 
of feed elements necessitates an understanding of mutual coupling and the overcoming 
of difficulties in designing an acceptable beamforming network. Even more recently 
microstrip patch antennas have been considered as array feeds for reflector antennas. 
Impulse radiating reflector antennas and compact range reflector antennas require feeds 
of very wide bandwidths. Due to page limitations, this chapter does not focus on various 
feeds and their designs. The reader may need to consult other chapters of this handbook 
or other pertinent references.

The objective of this chapter is to enhance the material in the earlier version of this chap-
ter written by K. Kelleher and G. Hyde1 and to use updated material and newly generated 
graphs based on Rahmat-Samii’s book chapter2 on reflector antennas and recent publica-
tions to provide a summary of the performances of many representative reflector antenna 
configurations as just discussed. Numerous design charts of offset reflector configurations, 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reflector Antennas



 REFLECTOR ANTENNAS 15-3

which are used extensively in today’s reflector antenna designs, are provided. There are a 
few recently published books, review papers, and collections of papers that the reader is 
strongly advised to study.1–11 These references provide detailed mathematical, simulation, 
and measurement results.

15.2 DIFFRACTION ANALYSIS TECHNIQUES  
FOR REFLECTOR ANTENNAS

The maturity and accuracy of analytical/numerical techniques have allowed reflector 
antenna engineers to extensively utilize commercial or customized computer programs in 
the performance evaluation and design of reflector antennas. There are ample successful 
checks of the results of these techniques against measured data. This section describes the 
basics of some of the current and popular techniques. As a baseline, dual-offset reflector 
antennas are used for the description of these techniques.

Figure 15-1 shows the geometry of a dual-offset reflector with a feed arbitrarily positioned. 
This is a rather general configuration, and all other cases, such as single reflectors, symmetric 
configurations, Cassegrains, etc., can be regarded as special cases. Reflectors with more than 
one subreflector (beam waveguide systems) may also be handled by replacing the subreflec-
tor of Figure 15-1 with the appropriate beam waveguide systems. To facilitate the discussion, 
three coordinate systems are erected to define the main reflector, the subreflector, and the feed 
(or array of feeds) position. The position and field vectors of these coordinate systems can be 
interrelated using the Eulerian angles construction.12,13 Using appropriate coordinate transfor-
mations, the fields of a feed can be expressed in feed coordinates (xF, yF, zF), then transformed 
into subreflector coordinates (xS, yS, zS) to determine the scattered field from the subreflector, 
and then transformed again into main reflector coordinates (xM, yM, zM) to finally obtain the 
radiated field of the main reflector.

Among many analytical/numerical diffraction analysis techniques, we can refer to 
physical optics (PO), aperture field (AF), geometrical optics (GO), geometrical theory 
of diffraction (GTD), method of moments (MOM), Gaussian beam method, or any com-
bination of these. Cleary, advantages and disadvantages appear when comparing these 
techniques. Comparisons can be made based on the particular reflector configuration, 

FIGURE 15-1 Geometry of a dual-offset reflector antenna 
with various coordinate systems

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reflector Antennas



15-4 CHAPTER FIFTEEN 

far-field pattern domain, polarization, computation time, accuracy, etc. MOM gives the 
most accurate result, but it is impossible to use it economically for reflectors larger than 
several wavelengths. The aperture field method is not very accurate for offset configura-
tion with displaced feeds when the edge diffracted rays are not included in the construc-
tion of the aperture fields. The GTD method is not easily applied in the caustics regions 
of pencil beams. The PO method can take an excessive amount of computation time for 
large reflectors, in particular, in the dual-reflector configuration, etc. Many advances have 
been reported to improve both the accuracy and the computation time. One of the most 
appealing techniques has been the application of GTD for the subreflector and physical 
optics for the main reflector, in conjunction with efficient expansions, such as Jacobi-
Bessel, sampling theorem, etc. A summary of some of these techniques that utilize some 
of the Rahmat-Samii’s materials2 is provided next.

Physical Optics (PO) Technique

The mathematical formulation of physical optics, or PO, is based on the assumption that the 
induced current on a perfect electric conductor (PEC) reflector surface is given by

J
n H

=
×






2

0

ˆ i illuminated region

otherwise

where n̂ is the unit normal to the surface and Hi is the incident magnetic field. This incident 
field may emanate directly from the source or be scattered from the subreflector. Although 
PO current is an approximation for the true current on the reflector surface (obtainable using 
MOM), it nevertheless gives very accurate results for far fields of reflectors as small as approx-
imately 5 wavelengths in diameter. The PO current displays certain errors, particularly near 
the edge of the reflector, which can be augmented by the incorporation of the fringe current. 
Unfortunately, the incorporation of the fringe current is not in general an easy task, although 
it may be required to accurately determine the far fields for a very wide range of observation 
angles, typically near 90° off boresight. The radiated E field can be constructed using

 E r J J( ) [( ) ] ( )= − ∇ ∇ + ′∫
j

k g R dSωε ⋅ 2

Σ
 (15-1)

which is applicable for both the near- and far-field zones.5,14 The preceding expression 
can be easily derived using the concept of vector potentials. In Eq. 15-1, r', r, and R are 
described in Figure 15-2, k = ω µε , and
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Further simplification of Eq. 15-1 allows us to obtain the following well-known expres-
sion for the radiated field in the far-field zone:

 E r I rr T( ) ( )( ˆ ˆ) ( , )= − −jk
g r

2

ωε θ φ⋅  (15-3)

 T J r( , ) ˆθ φ = ′⋅ ′∫ e djkr Σ
Σ

 (15-4)

In deriving the preceding expression the standard far-field approximations are used:

R r= − ′ ≅ − ′| | ˆr r r r⋅

A similar but slightly more complicated expression can also be developed for the field 
in the Fresnel zone.

The curved surface integration in Eq. 15-4 over Σ can be recast in terms of integration 
variables defined in a projected planar aperture by properly using the surface projection 
transformation

 T J r( , ) ˆθ
σ

φ = ′⋅ ′∫ eff
jke dSr  (15-5)

where

J Jeff = + ∂
∂ ′







+ ∂
∂ ′







1
2 2

f f
x y

In Eq. 15-5 σ is the projected aperture in the xy plane, and z' = f (x', y' ) defines the 
description of the reflector surface.

The physical optics radiation integral in Eq. 15-5 may be evaluated in many different 
ways, and its efficient evaluation has been a challenging problem. A successful numeri-
cal method has been used based on the small patch constant phase technique,15 which 
can be applied to both the subreflector and main reflector geometries. Efficient numerical 
methods, which are particularly applicable to the main reflector with circular and elliptical 

FIGURE 15-2 Reflector geometry for con-
structing the physical optics (PO) formulation
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projected apertures, have been developed in Rahmat-Samii and Galindo-Israel16 and in 
Galindo-Israel and Mittra.17 One of these methods, which is based on the Jacobi-Bessel 
expansion, is particularly effective when it is used to evaluate Eq. 15-5. It can be shown 
that, based on this expansion, the radiation integral can be expressed as16

T
p

jk J C n D np
B

p n
p p∝ − +1

( ) (cos cos ) [ cos sinθ θ φnm nm φφ]
m

M

n

N

p

P

=

→∞

=

→∞

=

→∞

∑∑∑
000

 × + + 





+ +2 2 1 2 1( )
( )

n m
J kaB

kab
n m  (15-6)

In the previous equation, a is the radius of the geometrically projected circular aperture, 
J is the Bessel function, and

B B B B= − + −(sin sin sin sin ) (sin cos sin cosθ φ θ φ θ φ θ2 φφB )2

 φ
θ φ θ φ
θ φ θ=

−
−

−tan
sin sin sin sin
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1 B B

B φφB







 (15-7)

where (θB
, φB) is the direction of the anticipated beam maximum (or its vicinity). It should 

be noted that when B = 0, i.e., in the boresight direction, only the first term of the series 
contributes. This first term is the Airy disk function, a typical far-field pattern of a uniform 
circular aperture. Another important feature of Eq. 15-6 is that the coefficients C and D do 
not depend on the observation points. These coefficients take the following form:
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where en is the Neumann constant (en = 1 for n = 1, and en = 2 for otherwise), Fm
n is the 

modified Jacobi polynomial,18 and Qp is directly related to the physical optics induced 
current. The exact mathematical expression of Qp can be found in Rahmat-Samii and 
Galindo-Israel16 and Rahmat-Samii et al.18

Upon the observation that the far-field pattern is related to the Fourier transform of the 
aperture field, an efficient representation of the far field can be obtained by applying the 
sampling theorem, which allows you to express the far fields from a knowledge of fields at 
a limited number of sampling points,19 namely,

 E E= −
−

−
−∑∑ nm

sin( ) sin( )u n
u n

v m
v m

π
π

π
π  (15-9)

where u ka= ′ sin cosθ φ and v ka= ′ sin sinθ φ  (a' is the radius of an extended aperture19 
in front of the reflector) and the Enm are the fields at the sampling points dictated by the 
Wittaker-Shannon theorem with spacing ∆u ≤ p /a' and ∆v ≤ p /a'. This far-field repre-
sentation is particularly useful when you are evaluating the fields at many observation 
points. A generalization of this procedure can also be obtained using nonuniform sam-
pling techniques.20
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Geometrical Theory of Diffraction (GTD) Technique

Because the fundamentals of the geometrical theory of diffraction (GTD) are discussed in 
many books and articles, only its application to reflectors is summarized here. The founda-
tion of GTD is based on the concepts of localization and ray picture satisfying Fermat’s 
principle. These rays may be classified as the geometrical and edge-diffracted rays emanat-
ing from surface reflection and edge-diffracted points in accordance with Snell’s law and 
Keller’s theory.21–23 For the reflector shown in Figure 15-3 the total scattered H field may 
be expressed as

 H H H Ht i i
i
r

i
r

i
j
d

j

= + +∑ ∑θ θ  (15-10)

where the superscripts i, r, and d denote the incident, reflected, and diffracted fields, respec-
tively, and the subscripts i and j refer to the number of surface reflection and edge diffrac-
tion specular points, respectively, for a given feed and observation location. Additionally, q i 
and q r define the incident and reflected shadow indicators (i.e., q  = 0 if the ray is blocked, 
and q  = 1 if the ray path is unblocked).22,23 The E field can be constructed in a straightfor-
ward manner using the fact that on each ray the E and H fields assume a local plane wave 
relationship, namely,

E H r= ×Z ˆ

where Z is the intrinsic impedance of the medium (Z = 120p Ω for the free space) and r̂ is 
the unit vector in the direction of each ray.

For a single feed with a well-defined phase center, we typically associate rays emanating 
from the phase center. For more distributed sources (arrays of feeds), you may have to associ-
ate many phase centers (one per feed element) and repeat the GTD construction for each of 
them. For a given feed position and specified observation point (this can be a point on the main 
reflector), you must first determine the GO reflection and edge-diffracted points (there can 
be more than one point for each type). There are various techniques for locating these points; 
however, all of them are based on Fermat’s principle, which requires that the optical path be 
optimal (stationary). Fermat’s principle may be invoked by requiring that the functional

 d d d= +1 3 2 4( ) ( )  (15-11)

as defined in Figure 15-3 be stationary 
with the constraint that Eq. 15-11 gives a 
solution(s) on the reflector surface and the 
edge boundary. Upon the determination 
of reflection and diffraction points from 
the solution of the preceding nonlinear 
equations, you can then apply the field 
construction of GTD to determine both the 
reflected and diffracted fields. The details 
of this construction may be found in Lee 
et al,22 Rahmat-Samii et al,24 and other 
references.

FIGURE 15-3 Reflection and diffraction points 
for constructing the geometrical theory of diffrac-
tion (GTD) formulation along the reflected and 
diffracted rays
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The reflected field transported along the reflected rays can be formulated as

 H H H n nr i r i rP DF e O O( ) ( ) { ( ) [ ( ) ˆ ]ˆ}2
2 2= −− jkd ⋅  (15-12)

which is given in terms of the incident field Hi at the reflection point Or, the unit surface 
normal n̂ at Or, and a divergence factor (DF). This factor can be expressed as

 DF
d R d Rr r

=
+ ( ) + ( )

1

1

1

12 1 2 2

 (15-13)

where the square roots take positive real, negative imaginary, or zero values (so that DF is 
positive real, positive imaginary, or infinite). The terms Rr

1 and Rr
2 are the radii of principal 

curvature of the reflected wavefront passing through Or. Their computation can be found 
in Lee et al.22

For each diffraction point Od in Figure 15-3, there is a contribution to the diffracted 
field Hd in Eq. 15-10. The diffracted field can be expressed using the formulation in Lee 
et al.22

   Hd dP
d

e
d R

D( )2
4

4

4 1

1

2 2

1

1

1
4=

+
− +

π β
πjk( / )

( / ) sin
b̂ hh i s iH D Hβ α+



â  (15-14)

where

R1 = the radius of curvature of the diffracted wavefront passing through Od

β = the angle between the tangent to the edge and d4
â, b̂ = the unit vectors of the diffracted-ray coordinates
Dh, Ds = the hard and soft diffraction coefficients
Hi
a , Hi

b = the projections of the Hi incident field on the ray coordinates at Od

Note that Keller’s standard diffraction coefficients diverge at the incident and reflected 
shadow boundaries, which can be corrected by applying a uniform diffraction coefficient. 
There are different uniform expressions for the diffraction coefficients, and the reader may 
refer to the literature25–28 for a detailed comparison. The most popular ones are the uniform 
theory of diffraction (UTD) and uniform asymptotic theory (UAT).

Aperture Field (AF) Technique

Another popular reflector analysis technique is based on the application of the aperture 
field, or AF, method. The mathematical construct of this technique requires that first a 
hypothetical planar aperture is erected in front of the reflector, and then the tangential 
fields are determined in this aperture using the GO and GTD constructions. It is custom-
ary to truncate the aperture to the reflector projected aperture size when dealing with 
well-focused pencil-beam antennas, and only the GO field construction is used. For cases 
where the feed is defocused or for fields at wide observation angles, however, you must 
use larger apertures to properly incorporate the contribution of the edge-diffracted fields. 
Alternatively you can use an aperture that caps the reflector’s rim. Upon the determina-
tion of the tangential E and H fields in the aperture, the far fields can then be obtained 
using equivalence theorem.

There are typically three different representations for the construction of far fields 
that use either the aperture tangential E or H fields separately or a combination of them. 
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These different representations are customarily referred to as different Kirchhoff approx-
imations.4 One of the representations that use both the aperture tangential E and H fields 
and results in the far-field radiated tangential E field can be formulated as

 E n H n H r r n E= − × − × ⋅ − ×jk
g r

Z
A A A

2 1
ωε ( ) ˆ [( ˆ ) ˆ]ˆ [( ˆ ) ××








⋅ ′∫ ˆ] ˆr r re dA
A

jk  (15-15)

where EA and HA are the E and H fields in the aperture with aperture size A and n̂  is the 
normal to this planar aperture, as shown in Figure 15-4. Variable g(r) has already been 
defined in Eq. 15-2. For a planar aperture, Eq. 15-15 is a two-dimensional Fourier trans-
form and can be evaluated in many different ways, one of which includes the use of the fast 
Fourier transform (FFT) algorithm.

Extension of Diffraction Analysis Techniques  
to Mesh, FSS, and Other Surfaces

There are many applications for which the reflector surface may not be simply a solid PEC 
surface. For example, mesh reflectors are used in large unfurable antennas, FSS (frequency 
selective surfaces) are used as subreflectors for frequency separation of feeds, the reflector 
surface may be affected by snow, etc. In all these cases, you can modify the PO integral and 
incorporate the effects of these surfaces.29–33

Near, Fresnel, and Far Fields of a Reflector Antenna

Before closing this section it is worthwhile to present data on the near, Fresnel, and far 
fields of a typical parabolic reflector antenna. This is useful for developing an insight into 
the evolution of radiated fields away from the reflector. For the sake of simplicity, only 
the uniform aperture distribution is considered, and its radiated fields at many different 
distances from the aperture are constructed by numerically evaluating Eq. 15-1. Results 
are shown in Figure 15-5, where you can readily observe how the far-field pattern is 
formed at distance R > 2D2/l. For very low sidelobe reflectors, distances much greater 
than 2D2/l are required to obtain an accurate description of inner sidelobes. These results 
are constructed for a symmetric parabolic reflector antenna with diameter of 100 wave-
lengths and F/D = 0.4 with almost no taper illumination.

FIGURE 15-4 Reflector and aperture geometry and  
integration and observation parameters for constructing  
the aperture field (AF) formulation
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15.3 CONVENTIONAL REFLECTOR ANTENNAS

The reflector antennas treated in this chapter are those that have been used for decades. The 
very-high-gain reflectors used in earth stations, which have a more sophisticated design, 
are treated in the later sections of this chapter. As mentioned earlier, the conventional 
reflector designs are (1) planar, (2) parabolic-arc, (3) double-curvature, (4) paraboloid, and 
(5) shielded reflectors. In addition, passive reflectors used in communications and radar are 
described. More sophisticated large reflectors will be discussed at the end of this chapter.

Corner Reflector34

The corner-reflector antenna is made up of two plane reflector panels and a dipole element 
(see Figure 15-6). This antenna is useful in obtaining gains of the order of 12 dBi. Higher 
gains can be obtained by using large reflectors and larger spacing of the dipole to the panel 
intersection. The gain also depends upon the corner angle. Figure 15-7 shows the gain as a 
function of dipole spacing for four values of corner angle. Figures 15-8 through 15-11 show 
the radiation patterns for E and H planes. One of the angles is 180°, and the data therefore 
include the planar reflector.

FIGURE 15-5 Radiated field pattern of a reflector antenna as a function of distance R

FIGURE 15-6 Corner-reflector antenna and coordinate system
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FIGURE 15-8 Patterns of 60° corner, Sl variable

FIGURE 15-7 Gain of corner reflectors
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The size of reflector panels is a compromise between gain and antenna wind load. The 
wind load is reduced by replacing the panels by parallel rod reflectors with spacing of l/10. 
The rod length should be 0.6l. The size of the reflector panels must be increased as the 
dipole spacing is increased. A spacing of l/3 requires a panel length of 0.6l, a spacing of 
l/2 requires l, etc. The impedance of the corner reflector depends upon the spacing and 
upon the dipole impedance. Spacing of less than l/3 for the 90° corner is not recommended. 
Larger spacing has less effect on impedance.

FIGURE 15-9 Patterns of 90° corner, Sl variable

FIGURE 15-10 Patterns of 120° corner, Sl variable
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An increase in the corner-reflector gain35 is obtained by adding a third panel, which serves 
as a ground plane for a 0.75l monopole feed. The long monopole gives a peak signal above 
the ground plane (about 45°). The panel lengths are 2l, and the monopole spacing is about one 
wavelength. As in the conventional corner reflector, the gain depends upon corner angle and 
spacing: 90° and 0.9l give 17 dBi, 60° and 1.2l give 19 dBi, and 45° and 1.6l give 21 dBi.

An increase in corner-reflector bandwidth36 can be achieved with a broadband dipole 
feed. An open-sleeve dipole with the center section of coaxial line in the sleeve replaced by 
slab line gave almost an octave bandwidth with a voltage-standing-wave-ratio (VSWR) of 
2.5:1. The gain was 11.5 ± 1 dBi. The match was achieved by a cut-and-try procedure.

Reflectors with Parabolic Arc

The parabolic arc can be used as a generating curve for a number of useful reflector sur-
faces. When moved so that the focal point travels along a straight line, the curve generates a 
parabolic cylinder. With a limited motion along this line, the reflector for a pillbox is gener-
ated. When the focal point is moved along a circle enclosing the arc, an hourglass surface 
is generated, and for a circle that does not enclose the arc a parabolic torus is generated. 
Figure 15-12 shows the basic parameters of these surfaces.

Parabolic Cylinder

The elements of the cylinder are all perpendicular to the plane of the parabolic arc. Because 
this is a singly curved surface, problems of construction and maintaining tolerances are some-
what easier than those encountered in the case of the paraboloid. The cylinder can be con-
structed of tubes or slats that are straight-line elements of the surface, or it can use identical 
parabolic arcs formed of tubes or slats positioned so that the planes of the parabolic arcs are 
perpendicular to the elements of the cylinder.

FIGURE 15-11 Patterns of flat-sheet, Sl variable
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The widest use of the cylinder is with a line-source feed, which may be formed in a num-
ber of ways. The line-source aperture is made to coincide with the focal line of the cylinder 
(the line made by joining the focal points of all arcs). The aperture of the line source can 
contain energy in phase along the length or have a linear-phase variation along the length. 
The first produces a cylindrical wavefront, while the linear-phase variation produces a 
conical wavefront. The cylindrical wave is focused into a plane wave in the direction of 
the axis of a parabolic arc. The conical wavefront produces a plane wave tilted from the 
parabolic axis by an angle equal to the half angle of the cone.

The illumination problems of a line-source feed with the cylinder are related to those 
of the paraboloid. The decrease in energy in the cylindrical or conical wave is propor-
tional to distance rather than to the square of the distance. The sidelobes present a prob-
lem in the parabolic cylinder since the relative gain between the line source and the 
final antenna system is not sufficient to suppress the sidelobes of the source. Care must 
be given to the design of the aperture of the line source, particularly in control of the 
E-plane sidelobes.

The feed-blocking problem for a line source and parabolic cylinder is serious since 
the line source presents a large blockage. For this reason, it is usually desirable to use an 
offset reflector in which the line-source feed structure is removed from the path of the 
reflected radiation.

FIGURE 15-12 Various reflector configurations with parabolic curves
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The parabolic cylinder can be fed by a point-source feed horn. The horn illumina-
tion function is defined by energy that falls off with the square of distance. The reflected 
wavefront will be a cylinder with elements perpendicular to the elements of the parabolic 
cylinder. In one plane the point source is focused, and in the other plane the cylinder repro-
duces the pattern of the feed horn. The result can be a narrow beam in azimuth and a 
broad-coverage beam in elevation. The best work on such an antenna used a cylinder with 
its straight-line elements tilted from vertical. Close-in sidelobes were controlled, and the 
largest sidelobes (of the order of –28 dB) were removed from the main-beam region. This 
reflector operated at 9.3 GHz and measured 5 ft by 1 ft (1.5 m by 0.3 m), with a focal length 
of 1.5 ft (4.5 m). The tilt of the reflector was 12°.

Since the horn and cylinder will give a cylindrical wave and the parabolic cylinder 
focuses the cylindrical wave, a second reflector can be used. Use of a point-source feed and 
two parabolic cylinders gives a final wavefront identical to that of a paraboloid. If the equa-
tion of the first cylinder is y2 = 4fx, with f the focal length, the second cylindrical surface is 
given by (x + f )2 = 4f(z + f ), and the final rays are all parallel to the z axis. The plane curves 
of intersection for the cylinders before development are given in Spencer et al.37

The parabolic cylinder can also be used as the reflector in the pillbox, or cheese, antenna. 
The pillbox is formed by two parallel planes that cut through a parabolic cylinder perpen-
dicular to the cylinder elements. Typically the focal line of the cylinder is positioned in the 
center of the aperture formed by the open ends of the parallel plates. When a feed is placed 
at the focal line, it blocks a significant portion of the open region. The blockage causes large 
sidelobes in the pattern of the pillbox. The feed backlobes are significant, and a portion of 
the feed’s radiation is reflected back into itself to produce a standing wave. An improve-
ment in performance is obtained when a half pillbox is used in the same fashion as the 
offset parabolic cylinder. The arc of the parabola extends from the vertex to the 90° point. 
The feed horn is pointed at the 45° point, and although the illumination is asymmetrical, 
good sidelobes are obtained. The maximum sidelobe of –26 dB was from the spillover past 
the 90° point of the parabolic arc. A recent spaceborne concept was designed and tested in 
Rahmat-Samii et al.38

Hourglass Reflector39

The hourglass reflector is generated by rotating a parabolic arc (symmetrical or offset) about 
a vertical axis that is on the convex side of the arc. The feed system for the hourglass reflector is 
a circular array. The hourglass serves to give increased gain in the vertical plane. The circular 
array has the characteristics of the Wullenweber system,40 which provides scanning beams, 
fixed beams, and beams from a hybrid matrix system. The sidelobes in the elevation plane 
are controlled by controlling the elevation pattern of the array elements. In the horizontal 
plane the sidelobes are controlled by tapering the energy in the array elements.

Parabolic Torus41

This reflector is formed by rotating the parabolic arc about a vertical axis positioned on the 
concave side of the arc. It can be formed by a symmetrical arc or by the more widely used 
offset arc. This reflector is fed by multiple feed horns, each of which uses portions of the 
reflector surface used by adjacent horns. With multiple usage of the surface, a relatively 
compact structure can be obtained. The final surfaces with a parabolic arc are the elpar 
and hypar surfaces with an ellipse and a hyperboloid in the second principal plane. These 
reflectors are discussed in the next subsection. A recent spaceborne concept was suggested 
in Hoferer and Rahmat-Samii42 and Njoku et al.43
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15.4 OFFSET (SYMMETRIC)  
PARABOLOIDAL REFLECTORS

Since offset (symmetric) paraboloidal reflector antennas are still one of the most popular 
reflector antenna configurations, in this section the radiation characteristics of offset (sym-
metric) paraboloidal reflector antennas illuminated by a single-feed element (fixed-phase 
center) are presented with ample parametric studies. As is typical in any reflector design, 
there are too many almost-independent parameters that may be varied to achieve a particu-
lar design goal. For instance, to design an offset parabolic reflector, you must study the 
effects of such parameters as offset angles, illumination tapers, F/D ratios, locations and 
orientations of the feed, polarizations, etc., on such far-field pattern characteristics as scan 
loss, beamwidth, sidelobe level, cross-polarization level, efficiency, and so on. Obviously 
it is not possible to perform a comprehensive study of all these parameters; rather, attempts 
are made to present the most important reflector characteristics based on a few key param-
eters. The results of this section can therefore be used as a guideline for an initial design, 
which can then be refined by using computer programs and measured data.

Geometrical Parameters

The geometry of an offset parabolic reflector with focal length F, diameter D, and offset 
height H is shown in Figure 15-13. There are also other parameters used to characterize 
offset parabolic reflectors, which are defined next:

F = focal length
D = reflector diameter (diameter of the circular projected aperture)
H = offset height (H = –D/2 for symmetric reflectors)
d = offset height of the circular projected aperture center
 = D H/2 +
yU = angle subtended to the upper tip
 = 2 21tan [( )/ ]− +D H F
yC = angle subtended to the center of the projected aperture
 = 2 2 21tan [( / ) / ]− +D H F
yL = angle subtended to the lower tip
 = 2 21tan [ / ]− H F
yB = angle subtended in the bisect direction
 = ( )/ψ ψU L+ 2
yS = half-angle subtended to the upper and lower tips
 = ( )/ψ ψU L− 2
ySC = half-angle subtended to the right and left sides
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Dp = parent parabola diameter
 = 2( )D H+  for H D≥ − /2
In some cases F, yB, and yS are given, and from them D and H may be constructed. This 

can be done by using the following expressions:

D F S B S= +4 sin /(cos cos )ψ ψ ψ

 H F B S B S= − +2 (sin sin ) /(cos cos )ψ ψ ψ ψ  (15-16)
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In designing offset reflectors any combination of the preceding parameters may be given, 
and the others may be constructed. In this subsection the parameters D, F/D, and H/D are 
used as independent parameters and the others are obtained. For example, Figures 15-14 
and 15-15a through 15-15c show plots of F/Dp, yUC, yCL, ySC, and 20 log( / ), ,R RC U L S as  
functions of F/D for different H/D values. It is clear for symmetric reflectors that F/D = F/Dp and  
yUC = yCL = ySC, because H/D = –0.5. In the following subsections it will become apparent that 
these parameters play important roles to the extent that the far-field characteristics of reflectors 
are concerned. For example, different path losses at different edges (tips) of the reflector can 
cause different sidelobe levels in the far-field pattern cuts. In practice, H/D varies from 0.1 to 
0.3 to provide clearance for the feed assemblies.

Idealized Feed Patterns

As mentioned earlier, a reflector’s far-field pattern characteristics cannot be determined 
without a proper description of its feed patterns. A discussion of commonly used feed ele-
ments will be given in Chapter 13. However, to present parametric results concerning the 
performance of parabolic reflectors, idealized feed patterns, which have proven to be very 

FIGURE 15-13 Geometrical parameters of an offset parabolic 
reflector (H = −D/2 for the symmetric case)

FIGURE 15-14 The ratio F/Dp and for different values 
of H/D
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useful models, are used. For an idealized feed with a fixed phase center, its radiation pattern 
may be described as

 E r( )
ˆ ( )cos ˆ ( )sin

ˆ ( )sin
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 (15-17)

FIGURE 15-15 Reflector angles and path loss ratios, as defined in Figure 15-13, as a function of F/D:  
(a) for H/D = −0.5 (symmetric reflector case); (b) for H/D = 0.1 and (c) For H/D = 0.2
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where A0 is a complex constant and

CE
qE( ) (cos )θ θ= = E-plane pattern

 CH
qH( ) (cos )θ θ= = H-plane pattern (15-18)

for 0 ≤ q ≤ p /2 and zero otherwise. There are other versions of this idealized feed pattern 
with a half angle representation that covers the entire angular range.

The shape of the pattern is controlled by qE and qH, which are determined by matching 
Eq. 15-18 to the given feed pattern. A proper superposition of the x and y polarized compo-
nents in Eq. 15-17 also generates a circularly polarized field, namely,

 E r( ) [ˆ ( ) ˆ ( )]= +
−

A e C j C
e

r
j

E H0
τφ θ τ θq ϕϕ

jkr
 (15-19)

where t = +1 for left-handed circular polarization, and t = –1 for right-handed circular 
polarization. Note that Eq. 15-19 represents a perfect circular polarized wave only in the 
main beam direction (q = 0). Away from this direction it is generally elliptically polarized 
unless qE = qH.

An attractive feature of Eq. 15-17 is that the directivity is derived in closed form:

 D
q q
q q
E H

E H

( )
( )( )

θ = =
+ +
+ +0

2 2 1 2 1
1  (15-20)

which consequently allows computation of the directivity of the reflector illuminated by 
this feed.44 It must be noted that the back radiation of the feed pattern is ignored in deriving 
Eq. 15-20.

Edge and Feed Tapers

A widely employed parameter to characterize the effects of the feed element pattern on the 
far-field pattern of the reflector is the edge taper. In a broad sense this signifies the ratio 
of the field intensity at the reflector edge to the intensity at its center in decibels. Although 
this definition is unambiguous when it is applied to symmetric reflectors, it can become 
ambiguous for offset reflectors. For this reason another definition, referred to as feed taper, 
is defined.

Referring to Figure 15-13, the feed taper FTU in the upper-tip direction is defined as

 FT
C

CU
U C=

−



°20

0
log

( )
( )

ψ ψ
 (15-21)

where 0˚ refers to the central direction (i.e., OC in Figure 15-13) and C denotes the feed 
pattern as defined in Eq. 15-18. Similar definitions for FTL and FTS can also be given at 
the lower and side angles by using yC , yL, and yS, respectively. The edge taper ETU at the 
upper tip may now be expressed as

 ET FT R RU U C U= + 20 log( )  (15-22)

where RC and RU are the path lengths from the feed to the center and the upper tip of the 
reflector, respectively. The second term in Eq. 15-22 is also called the path loss term. 
Similar definitions can also be given for ETL and ETS. Note that for symmetric reflectors, 
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ET and FT only need to be defined at one edge (tip). For different values of F/D and F/D the 
path loss curves are shown in Figures 15-15a through 15-15c. It is worthwhile to add that 
for most cases of interest, ETU, ETL, and ETS have nearly equal values. Since ET directly 
controls the reflector’s aperture amplitude taper, it has a more dominant effect on the far-
field pattern than FT does. It is not only the taper level that controls the reflector pattern 
but also the overall shape of the illumination distribution. In particular, the slopes of the 
illumination pattern at the reflector’s edge can affect the sidelobe levels. The results of this 
section are primarily based on the cosq (q) type illumination patterns.

Reflector Pattern Characteristics for On-Focus Feeds

Reflector pattern characteristics are discussed for beams generated by feeds located on the 
focus. Results are shown for beamwidths, sidelobe levels, first-null positions, cross-polarization  
levels, directivity efficiency, etc., as functions of the edge taper ET (or feed taper FT) and the 
reflector geometries. To simplify the presentation and limit the number of graphs, cases are 
considered in which the path losses are small (less than 0.5 dB) and, therefore, no substantial 
differences can be observed for path losses at the different tips of the reflector. For these cases, 
yUC ≈ yCL ≈ ySC ≈ yS and FT ≈ ET. The reader should attempt to properly interpret the results 
when the path losses are substantial. This effect is clearly demonstrated in Figure 15-16, which 
displays far-field patterns for symmetric reflectors (H/D = –0.5) for the cases of F/D = 0.4 and 
F/D = 2.0, with an edge taper of ET = –10 dB. From Figure 15-15a it is concluded that the path 
losses are –2.86 dB and –0.13 dB for F/Ds of 0.4 and 2.0, respectively. Nevertheless, the pat-
terns are very similar, which indicates that ET = –10 dB is the controlling factor. Note that for 
these values of F/D the feed taper FT takes the values of –7.14 dB and –9.87 dB, respectively. 
In the latter case, ET ≈ FT. Similar results are shown in Figure 15-17, where the feed taper FT 
is kept constant at –10 dB. The patterns for cases in which F/D = 0.4 and 2.0 show differences 
of up to 2.8 dB at the first sidelobe level, which is obviously a manifestation of the effects of 
the path loss differences.

For offset parabolic reflectors the far-field patterns in different cuts are, in general, dif-
ferent even when the feed has a symmetric pattern. Also, the pattern can be slightly asym-
metric in the plane of offset depending on the F/D ratio (see Figure 15-18).45 However, for 
the results shown here, F/D is large in order to reduce the path loss effects and asymmetry 

FIGURE 15-16 Far-field patterns of a symmetric reflector 
antenna with an edge taper illumination of ET = −10 dB and 
different path losses (different F/D values)
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of the pattern. Figure 15-19 shows the half-beamwidth, first and second null positions, and 
first sidelobe positions as functions of the edge taper ET. It is worthwhile to mention that 
for edge tapers beyond –20 dB the pattern characteristics depend heavily on the actual feed 
pattern description, and results shown here are for cosq (q ) feed patterns. Also shown in 
Figure 15-20 are the first sidelobe levels and spillover and taper efficiencies as functions of 
edge tapers. From Figure 15-20 it is readily observed that the resulting efficiency h  = h sh t 
is maximized for edge tapers about –11 dB with a value of 81 percent. Some representative 
far-field patterns are shown in Figure 15-21 for different edge tapers. Again, it is obvious 
that for edge tapers in the neighborhood of ET = –20 dB, the first sidelobe starts to merge 
with the main beam, which results in a widened beam. For this level of edge taper the exact 
distribution of the feed pattern can have a significant effect on the pattern characteristics.

Another important reflector parameter is the level of generated cross-polarized field. This 
topic has been addressed in Love,3 Chu and Turrin,46 and Ludwig47 for both symmetric and 

FIGURE 15-17 Far-field patterns of a symmetric reflector 
antenna with a feed taper illumination of FT = −10 dB and 
different path losses (different F/D values)

FIGURE 15-18 Patterns of an offset reflector with  
H/D = 0.5 (F/Dp = 0.25) illuminated by a symmetric feed 
with a feed taper of FT = −10 dB
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FIGURE 15-19 Half-power beamwidth, first-null, second-null, and sidelobe positions as functions of the 
edge taper, where D/l is the diameter of the reflector in terms of the wavelength: (a) half-power beamwidth 
and (b) first and second nulls and sidelobe positions

FIGURE 15-20 Sidelobe level, taper efficiency, spillover efficiency, and overall efficiency as functions of 
edge taper ET for cosq (q) type feed patterns: (a) sidelobe level and (b) taper, spillover, and overall efficiencies

FIGURE 15-21 Reflector far-field patterns for different 
edge tapers
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offset reflectors. Here, some representative cases are presented. There are many different 
cases that can be studied. Commonly the unbalanced feed refers to a feed with different 
E- and H-plane patterns. For the symmetric reflector the mechanism of generation of the 
cross-polarized field is related to the aperture field decomposition, and some typical pat-
terns are given in Figure 15-22. Note that for a symmetric parabolic reflector illuminated 
by a linearly polarized feed, the maximum of cross-polarized fields occurs in the plane  
j = 45°. As the feed becomes more balanced, the level of the cross-polarized field decreases 
substantially, as demonstrated by the results in Figure 15-22. It is worth mentioning that these 
results are dependent on the F/D ratio and the edge taper.

Next, the cross-polarization characteristics of offset parabolic reflectors are considered. 
In contrast to symmetric reflectors, which have very low levels of cross-polarized fields 
for balanced and linearly polarized feeds, offset parabolic reflectors can have a high level 
of cross polarization. Even for balanced feeds located at the focal point, levels of cross-
polarized fields can be high, depending on the tilt angle of the feed axis with respect to the 
reflector axis for linearly polarized feeds. For example, Figure 15-23 shows the generation 
of cross-polarized fields for various feed-axis tilt angles for a fixed offset reflector configu-
ration. In this example the feed pattern is chosen to be isotropic in order to show clearly 
the generation of the cross-polarized fields. It should be mentioned that for offset parabolic 
reflectors the cross-polarized field is predominantly observed in the plane j = 90° (normal 
to the plane of the offset). Clearly, in practice, to reduce spillover the feed axis is always 
tilted toward the center of the reflector; hence a high level of cross-polarized field should 
be expected. The levels of cross-polarized fields for different values of bisect angle yB and 
the half-angle yS (see Figure 15-23) can be generated.46

When symmetric or offset parabolic reflectors are illuminated with balanced circularly 
polarized feeds, very low levels of cross-polarized fields result. For offset parabolic reflec-
tors illuminated by circularly polarized feeds, however, an additional feature is observed, 
which is referred to as the beam squint. This means that the beam peak is shifted from the 
axis on the plane normal to the plane of offset. The amount of squint depends on the tilt 
angle of the feed axis and the reflector geometry. It can be shown that the following expres-
sion is a good approximation:

 sin
sin

( / )
θ ψ

π λS
B

F
= ∓

4
 (15-23)

FIGURE 15-22 Cross-polarized field (normalized  
with respect to the main beam) of a symmetric reflector 
(F/D = 0.3) illuminated by a linearly polarized feed with 
unbalanced E- and H-patterns.
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where ∓ signs are for right and left circularly polarized cases and qS is the amount of squint. 
The amount of squint obtained from experimental data and diffraction analysis46 agrees 
well with the approximate formula. Additional results are shown in Figure 15-24,46 where 
again yB is used to characterize the reflector.

Reflector Pattern Characteristics for Off-Focus Feeds

In many applications, such as the design of multiple and contour beam reflectors, it becomes 
necessary to illuminate the reflector with feeds positioned away from the reflector focal 
point. This feed displacement introduces phase aberration, which results in pattern distor-
tion in terms of gain loss, sidelobe degradations, etc. In this subsection some of the key 
distortion characteristics of reflectors are presented for both the symmetric and offset para-
bolic reflectors and for both the axial and lateral feed defocusings.

FIGURE 15-24 Squinted far-field patterns in the plane  
j = 90° of an offset parabolic reflector illuminated by right 
and left circularly polarized feed located at its focal point

FIGURE 15-23 Cross-polarized fields in the plane  
j  = 90° (normal to the offset plane) for an offset parabolic 
reflector for various feed-axis tilt angles y  and illuminated 
by a balanced linearly polarized feed

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reflector Antennas



 REFLECTOR ANTENNAS 15-25

Axial Displacements For the symmetric reflector 
the results of feed axial defocusing for gain loss and 
patterns are shown in Figures 15-25 through 15-27. 
It is assumed that the feed provides a –10-dB edge 
taper when it is located at the focal point. Results 
are demonstrated for feed displacements toward 
and away from the reflector. A small asymmetry 
can be observed. These results are dependent on the 
edge taper as discussed in Ingerson and Rusch.48 
Furthermore, for the cases where d << F and the 
feed is an infinitesimal dipole with moment p polar-
ized in the ŷ direction, you can obtain the following 
approximate expression48 for the field on axis:

 E y( , , ) ( )ˆ exp( )
( )

R
jk p

kF
jkR

R F D
0 0

4
2

1
4 1

2

2= − −
+πε  

 exp
( )

( )
sin−

+








jk

F D
F D

δ 4
4 1

2

2

ξ
ξ  (15-24)

 ξ π δ λ
=

+
2

4 12

( )
( )F D  (15-25)

The dominant effect of the axial defocusing is the generation of the quadratic phase 
error across the reflector aperture. The axial field (see Eq. 15-24) becomes virtually zero 
for values of x = ±p, ±2p, ±3p, etc., which results in

 δ
λ = ± + =n

F D n
2

4 1 1 2 32[( ) ], , , ,...  (15-26)

For these values the beam widens considerably and may also be bifurcated  
(see Figures 15-26 and 15-27). You may have noticed a resemblance between these pat-
terns and those resultant from the field of an aperture in the Fresnel zone.

FIGURE 15-25 Relative on-axis field as 
a function of axial feed displacement

FIGURE 15-26 Reflector far-field patterns for  
j = 0° as a function of axial feed displacement 
away from the reflector
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Lateral Displacements For a parabolic reflector, lateral feed displacements result in 
scanned beams. It is well known that these reflectors have limited scan capability that 
strongly depends on F/D and F/Dp ratios for symmetric reflectors. An important parameter 
in dealing with scanned beams is the beam deviation factor (BDF), which is defined as

 BDF B

F

=
θ
θ

 (15-27)

where qB and qF are the beam scan angle and feed tilt angle, respectively, as shown in  
Figure 15-28. The BDF has a strong dependence on F/D and weakly depends on the edge 
taper and d /F (d  is the lateral feed displacement). A good approximation for BDF is49

 BDF
F k D F D F

=
+ +−

−
sin ( ){[ ( ) ] [ ( ) ]}

tan (

1 2 2

1

1 4 1 4δ
δ FF)  (15-28)

FIGURE 15-27 Reflector far-field patterns for j = 0° as a 
function of axial feed displacement toward the reflector

FIGURE 15-28 Beam deviation factor (BDF = qB/qF)  
as a function of the F/D ratio for symmetric reflectors  
(ET = −10 dB)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reflector Antennas



 REFLECTOR ANTENNAS 15-27

where 0 < k < 1 and k = 0.36 provide very accurate results when the BDF is compared  
with experimental and diffraction analysis data. For small d/F, Eq. 15-28 may be simplified 
to give

 BDF
k D F

D F0

2

2

1 4
1 4

=
+
+

( )
( )

 (15-29)

which is independent of d /F. Figure 15-28 shows the BDF as a function of F/D and for  
k = 0.36. For large feed displacements you may have to resort to diffraction analysis results 
in order to obtain more accurate values for the BDF.

Due to the phase aberration introduced by defocused feeds, the far-field pattern can be 
substantially degraded, as shown in Figure 15-29. This degradation depends very strongly 
on the F/D ratio and the angle of scan in terms of number of beamwidths scanned (bmws). 
Some approximate formulas are available for predicting the peak gain loss as a function of 
beamwidths scanned.50 In many applications, however, the knowledge of peak gain loss is 
not sufficient, and you must know the overall degradation effects on the far-field pattern. 
For this reason many selective but representative cases are given here to provide a clear 
picture of the pattern degradation. First, an F/D = 0.4 symmetric parabolic reflector illumi-
nated by a cosq(q) type feed with ET = –10 dB is considered. Far-field patterns for different 
numbers of beamwidths scanned are shown in Figure 15-30. It is important to note that the 
patterns are plotted versus the universal parameter ka Dp psin ( / )sinθ π λ θ= , in which qp 
is the angle measured from the axis passing through the peak of the beam that is directed 
in the θ δB BDF F= −tan ( / )1 direction. The peak values of these patterns are normalized 
with respect to the peak value of the nonscanned beam. Note that for large scan angles, 
BDF = 0.82 (for F/D = 0.4) does not predict the location of the beam maximum accurately. 
Furthermore, the feed axis is kept parallel to the reflector axis and has not been tilted toward 
the reflector center. This condition is more practical when feeds are used in planar array 
in contour and multiple beam applications. For directive feeds with large displacements, 
however, it may be necessary to tilt the feed toward the reflector center in order to reduce 
the amount of spillover. In this case the feeds may be arrayed on the spherical surface 
rather than the planar surface. Figure 15-30 clearly demonstrates how rapidly the reflec-
tor pattern can degrade for scan angles beyond two beamwidths scanned when F/D = 0.4. 

FIGURE 15-29 Radiation patterns for focused and laterally  
defocused feeds
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One simple way to improve this very limited scan capability is to increase the F/D ratio. 
Figure 15-31 show the far-field patterns for F/D = 1.0 as a function of beamwidths scanned.  
Note that for this value of F/D, beams with much larger scan angles can be generated with 
adequate characteristics. The prime drawbacks of employing large F/D values are the larger 
structural size and the need for more directive feeds to provide the required edge taper. 
Finally, Figure 15-32 shows the gain loss curves for different values of F/D as a function 
of the beamwidths scanned (bmws). Although most of the results are shown for the case  
of ET =  –10 dB, similar observations can be made for other edge tapers. For example, 
Figure 15-33 shows the results of experimental data.51 Excellent agreement has been 
observed as far as the effects of the feed displacements are concerned. There are, however, 
differences in the third sidelobe levels due to the fact that the experimental feed patterns 
are not exactly modeled by the cosq (q) type pattern.

FIGURE 15-30 Symmetric reflector far-field patterns for j  =  0° plane as a function of lateral feed  
displacement in terms of the number of beamwidths scanned (F/D = 0.4, ET = −10 dB, BDF = 0.82):  
(a) reflector parameters and (b) far-field patterns

FIGURE 15-31 Symmetric reflector far-field patterns  
for j = 0° plane as a function of lateral feed displacement 
in terms of the number of beamwidths scanned (F/D = 1.0, 
ET = −10 dB, BDF = 0.966)
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The previously mentioned results for symmetric reflectors only demonstrate the scan 
characteristics while ignoring the blockage effects, which could become very severe if 
large feed arrays are used to illuminate reflectors for multiple and contour beam applica-
tions. To overcome these blockage effects, the designers of satellite communications sys-
tems frequently employ offset reflectors that have scan characteristics as discussed here. 
For offset reflectors the beam deviation factor is computed as shown in Figure 15-34. Many 
studies have shown that the F/Dp ratio characterizes the offset reflector patterns better 
than the F/D ratio. Far-field patterns as a function of the number of beamwidths scanned 
are shown in Figure 15-35 for F/Dp = 0.4 and ET = –10 dB. For this case F/D = 0.96  
(F = 96l, D = 100l, H/D = 0.2), which is almost two and a half times larger than F/Dp. 
Notice the similarity between these patterns and those of the symmetric reflector with  
F/D = 0.4 (Figure 15-30b). Similar results are also shown for an offset reflector with  
F/Dp = 1.0 and F/D = 2.4. Figure 15-36 shows the patterns for the cases in which the feed 

FIGURE 15-32 Peak gain loss of symmetric parabolic 
reflectors as a function of beamwidths scanned for different 
F/D ratios

FIGURE 15-33 Measured secondary patterns as a function 
of lateral primary feed displacement for a symmetric 
parabolic reflector51
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direction is kept fixed as the feed is displaced in the plane orthogonal to the line joining 
the focal point with the reflector center. For this large value of F/Dp, the feed is very direc-
tive in order to provide the –10-dB edge taper and, therefore, for large scans the reflector 
would be very poorly illuminated. Results for the cases in which feed is tilted toward the 
reflector center while it is displaced in the focal plane are shown in Figure 15-37. Notice 
that a marked improvement can be observed in the patterns. Finally, the peak gain losses 
as a function of beamwidths scanned and for different values of F/Dp are plotted in Figure 
15-38. It is worthwhile to mention that there are a considerable number of ongoing attempts 
to improve the scan performance of single-reflector antennas by employing the concept of 
conjugate matched focal-plane feed arrays. This approach may also be utilized to overcome 
the deterministic reflector surface distortions.

FIGURE 15-35 Offset reflector far-field patterns as  
a function of lateral feed displacement in terms of the 
number of beamwidths scanned (F/Dp = 0.4, F/D = 0.96, 
ET = −10 dB, BDF = 0.983, j = 0°)

FIGURE 15-34 Beam deviation factor versus F/D for 
different offset angles yC
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FIGURE 15-36 Offset reflector far-field patterns as 
a function of lateral feed displacement in terms of the 
number of beamwidths scanned (F/Dp = 1.0, F/D = 2.4, 
ET = −10 dB, BDF = 0.998, j = 0°)

FIGURE 15-37 Offset reflector far-field patterns for 
tilted feed as a function of lateral feed displacement in 
terms of the number of beamwidths scanned (F/Dp = 1.0, 
F/D = 2.4, ET = −10 dB, BDF = 0.998, j = 0°)

FIGURE 15-38 Peak gain loss of offset parabolic 
reflectors as a function of the number of beamwidths 
scanned for different F/Dp ratios
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15.5 REFLECTORS OTHER THAN PLANE  
OR PARABOLIC

Some key feature of popular and non-parabolic reflector antennas are discussed in this 
section. Attempts have been made to provide design curves and an overview of their 
radiation characteristics.

General Surface

There are a number of useful surfaces in addition to the plane and the surfaces with a 
parabolic arc. The coordinates of these surfaces are determined by the required phase and 
amplitude at points on the reflected wavefront. The phase is associated with the length 
of the incident and reflected ray paths,52 and the amplitudes depend upon the density of 
the rays.53 The most widespread use of general surfaces has been in shaped beams and 
Cassegrain antennas, but other useful surfaces are included here.

Sphere

The first surface considered is the sphere (see Figure 15-39), which was shown in Kelleher52 
to have the phase error 2(1 − a2)1/2 + 2(da2 − 1), where d is the distance from the sphere 
center to the feed and a is the distance from the centerline to the spherical surface. The 
sphere has unit radius. A practical sphere is limited in extent. If an attempt is made to scan 
it to one side, the phase errors do not remain the same, but increase as the beam is moved 
off axis. That is, the value of r in the expression for phase error must increase on one side 
and decrease on the other. Consider a plane through the sphere containing the axis. The 
phase-error expression can be plotted in Figure 15-40 for a number of values of the feed 
position d. The reflector edges move across the phase-error curves as the feed horn is 

FIGURE 15-39 Reflectors other than parabolic
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moved off axis. The error will decrease slightly on one side and increase very rapidly on the 
other side. A careful analysis of the error will show that it has a strong cubic term (coma), 
just as the paraboloid has a strong cubic term. The sphere and the paraboloid have similar 
off-axis characteristics.

If the spherical reflector can have an efficiency on the order of 10 percent, it will give 
patterns that do not change with the beam moved off axis.54 In this instance, the sphere 
is fed from a large feed horn that confines its radiation to a small portion of the surface.  
The reflector edges that were the problem in the normal sphere are then eliminated. In 
effect, this solution uses a very-long-length system in which the paraboloid and the sphere 
become very much alike.

The design of the sphere is based upon the phase-error formula. The error curve is used 
out to the point at which the phase error is zero. An argument can be made that some phase 
error beyond this point can be accepted. A tapered illumination from the feed will mini-
mize these errors. In practical design, however, the phase error increases so fast that only a 
marginal improvement is achieved by considering the feed illumination. Some fine-tuning 
can be done with illumination, but the basic design depends upon the simple use of the two 
points on the phase-error curves, namely, the maximum value and the edge (zero) value 
that defines the maximum value of the aperture radius r. A simple ratio, namely, maximum 
phase error divided by r, is used. Let the phase error be l/16 and the radius be 10l (aperture 
diameter of 20l). The ratio is 160:1. The design consists of selecting a specific curve using 
the parameter d that gives a ratio of 160:1. Note that the y coordinate in the figure is greatly 
expanded compared with the r coordinate.

Point-Source to Point-Source Reflectors

For some applications, it is desirable to produce a virtual source from a given real source. 
For example, it may be desirable to position a real source at the vertex of a paraboloidal 
reflector and utilize some surface between the vertex and the focal point that images the 
real source into a virtual source located at the focal point. The resulting antenna system, 
a counterpart of the optical Cassegrain system, will then have a focused beam, since the 
paraboloid is energized by a source that is apparently at the focal point.

FIGURE 15-40 Phase error in a spherical reflector
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It is first obvious that the reflector surface desired must be symmetrical about the axis 
joining the two sources. If a cross section of the reflector is known, the complete surface can 
be formed by rotating this reflector arc about the axis. Figure 15-41 indicates the geometry 
of the two-dimensional problem. The reflected rays should appear to originate at the point v, 
or, in other words, rays from the real source shall be reflected to form a spherical wavefront 
with its center at v. Since in the figure we require that A + B be a constant and r + B should 
be a constant, we find that the surface is determined by the fact that A − r is a constant. 
From analytic geometry, it is known that the locus of points satisfying this condition is  
a hyperbola. The curve can then be written as

 r
a c

a c
= −

±
2 2

cosθ
 (15-30)

The quantities here are indicated in the figure. The plus-or-minus sign corresponds to 
two possible reflector surfaces, one concave and one convex.

Another possible reflector for translating a point source into a point source is an 
ellipsoid. The ellipse cross section is given by

 r
a c

a c
= −

±
2 2

cosθ
 (15-31)

where the quantities are the same as in Figure 15-41.
For application to the paraboloidal reflector mentioned in the first paragraph of this 

subsection, three surfaces, namely, the ellipsoid and the two hyperboloids, are possible. For 
practical application, the ellipsoid, which must be mounted at a greater distance from the 
reflector, is not satisfactory. Of the two hyperboloid surfaces, the one that can be mounted 
farther from the reflector illuminates typical reflectors better than the nearer, which requires 
a paraboloid with large F/D ratio. When the real source is moved from one focal point of 
the hyperboloid system, the image source will move away from the other focal point but 
will, at the same time, become distorted. Any great motion of the real source produces  
a poor image.

Point-Source to Line-Source Reflectors

It has been mentioned that the parabolic-cylinder reflection will convert a point source 
into a line source. However, this property is not unique for this reflector. Other surfaces55 

FIGURE 15-41 Geometry of hyperbola reflection
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capable of accomplishing the same result have been designated as hypar and elpar sur-
faces. These have principal pane sections that are hyperbolas, parabolas, and ellipses. It 
can be seen that in the plane of the parabola, rays from the feed source can be focused to 
be parallel, whereas in the plane of a hyperbola (or an ellipse), the rays can be reflected so 
that they appear to come from a virtual-source point. This does not prove that the reflected 
wave is a cylindrical wavefront, but indicates only that the cross sections of this wave in 
the two principal planes correspond to those of a cylindrical wave. A general reflector can 
be obtained by assuming that the point source lies at the coordinate value (d, 0, 0) and that 
the line source coincides with the z axis as in Figure 15-42. By taking a general ray not 
lying in either principal plane and requiring that it have a constant path length between the 
point source and the line source, it can be shown that the reflector surface is given by the 
following expression:

 ( sin ) ( cos )r r d z r x dθ θ2 2 2
02+ − + + = −  (15-32)

or

 ( )x d y z x y x d− + + + + = −2 2 2 2 2
02  (15-33)

All quantities in this expression are shown in Figure 15-42. If you set q  equal to a constant, 
it can be shown that all such sections of the reflector are parabolas, whereas setting z equal to 
a constant yields ellipses in those planes.

A reflector directly related to that indicated earlier involves cross sections that are hyper-
bolas rather than ellipses. The mathematics is similar. Using the quantities of Figure 15-42, 
we have the expression

 ( sin ) ( cos ) ( )r r d z r x dθ θ2 2 2
02+ − + − = ± −  (15-34)

The plus-or-minus signs indicate two possible surfaces, one concave and one convex. 
Here it can be shown that the phase q constant intersect at the surface in parabolas and the 
planes z constant intersect it in hyperbolas.

FIGURE 15-42 Geometry of elpar surface
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Conical Reflector56

The conical reflector is excellent in applications in which the complexity of a doubly curved 
large aperture is to be avoided. A simple feed with spherical wavefront is reflected from a 
unique surface into a conical wave that is reflected from the conical surface as a plane wave. 
Figure 15-43 shows a cross section of the three elements that are the basis of this system. 
The elements are the small horn, the small parabolic-arc reflector, and the conical reflector, 
which in the figure becomes a straight line. The complete system is obtained by rotating the 
cross sections about the axis. It can be seen that the tilted straight line when rotated about 
the axis becomes a cone with the center area open. The parabolic arc when rotated produces 
an unusual surface with a pointed vertex like a cone. The feed structure (small aperture and 
parabolic arc) blocks the center of the cone to give large sidelobes. An offset version of this 
system will eliminate the blocking, but the additional mechanical complexity reduces the 
advantage of using the simple cone.

The design of the conical reflector is based upon two angles: (1) the cone angle and  
(2) the angle that defines the subreflector. The cone angle is found to be 26°; the angle defining 
the subreflector is about 50°. The equation of the generating curve of the subreflector is  
r = 2F/[1 + cos (52° − q)]. The zero coordinate of this curve coincides with the phase center 
of the feed. Ludwig56 gives detailed design data that show that the optimum configuration 
has a usable annular ring of aperture with width 
1.25 times the radius of the parabolic-arc reflector. 
Experimental measurements showed a gain in 
excess of 40 dBi with sidelobes of –12 dB.

The conical reflector can also be used as a 
magnifier system in which a smaller aperture 
radiates a plane wave toward a conical subreflector 
of equal aperture. The reflected conical wavefront 
then is used to feed the same conical reflector 
of Figure 15-43. The concept is essentially the 
same as that of the figure except that the initial 
wavefront is a plane rather than the spherical wave 
from the horn antenna. The magnification gives an 
increased directivity of the order of 2.5:1.

Shaped-Beam, Singly Curved Reflectors

This problem is essentially two-dimensional, so that ray paths can be restricted to a plane and the 
cylindrical-reflector surface can be obtained from its plane-curve generator. The basic concepts 
for the design of a singly curved reflector are simple; the desired shaped-beam pattern is obtained 
point by point from the primary-feed pattern. The problem presented is that of forming the 
reflector to make any particular segment of primary-pattern energy appear at the desired point 
in space. Two basic conditions must be satisfied. The first is that of the energy correspondence 
between primary I(f) and secondary pattern P(q), which can be expressed as
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where f and q are the primary- and secondary-pattern angles and the subscript values 
correspond to the reflector limits. The second condition relates the angle of incidence to 
the radius vector defining the surface:
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ρ
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2

 (15-36)

FIGURE 15-43 Conical reflector
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The relationship between q  and f obtained from the first expression can be substituted 
in the second expression so that a differential equation is obtained between the radius vector 
r and the feed angle f ; this relationship defines the desired reflector curve.

The most difficult part of the shaped-beam problem is that of computing the desired 
curve from the preceding expressions. Quite often the first expression must be solved 
graphically so that the differential equation also requires a graphic solution. If the  
functions P(q ) and I(f ) are integrable, then the first expression can be solved for q (j ) and 
the second expression becomes

 ln tan
( )ρ

ρ
ϕ θ ϕ ϕ

ϕ

ϕ

1 21

= −
∫ d  (15-37)

and the integral is evaluated by numerical methods. If the pattern functions are not integrable 
directly, numerical methods are used. First, a plot is made of the pattern functions. Next, 
the four integrals in the first expression are evaluated by obtaining the corresponding areas 
under the curves. For the integrals with variable upper limits, many different values of the 
area must be found, corresponding to different values of the variable. With this information, 
it is possible to obtain the two curves of Figure 15-44. These curves are used to obtain the 
desired value of q for any given value of f. With this known, tan {[j − q (j )] /2} is plotted 
and the integral evaluated so that r(j ), the desired curve, can be obtained.

Doubly Curved Reflectors57

The problem of beam shaping becomes somewhat more complicated when the reflector is to 
shape the beam in one principal plane and focus it in the other plane. Since the problem is a 
3D one, the possibility also exists that the feed might not produce a simple spherical wavefront 
but might also yield a cylindrical surface, a football-type surface, or any of a number of other 
surfaces. Fortunately, all feed systems of interest have a circular wavefront in the plane of 
beam shaping, so that techniques similar to that employed in the preceding subsection can be 
utilized to determine the surface cross section in that plane. The existing techniques consist of 
forming the reflector surface from the plane-curve cross section, which serves as a spine, and 
a series of other plane curves that are attached as ribs to the spine. Some question has arisen 
regarding this general technique, but it has been found to produce satisfactory experimental 
results for cases in which beam shaping is desired over a limited angle. This problem may be 
studied more carefully for application to beam shaping over wider angles.

FIGURE 15-44 Relationship between feed angle and pattern 
angle in a shaped reflector
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The plane curve, just identified as a spine, has been called the central-section curve. 
This curve is found in a manner quite similar to that described in the preceding subsection. 
The design equations for the feed with spherical wavefront are obtained using the same 
quantities as before:
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The major difference between these expressions and the previous ones occurs in the 
presence of r under the integral sign. The integration can be carried out as before if first 
r is assumed to be a constant over the shaped portion of the central-section curve; then 
follow a parabolic arc [r = sec2(f /2)] over the region that produces the main beam. With 
this assumption, the procedure is identical with that of the last subsection for obtaining the 
function r(j ). This function represents a closer approximation to the correct value than 
the original assumption. When it is used as the value under the integral sign and the entire 
procedure is repeated, a new value of r(j ) that is as close to the true value as necessary in 
any practical case is obtained.

A discussion of the rib curves will indicate the 
limitations in the present techniques. To obtain the 
ribs, it is customary to consider an incoming bun-
dle of rays from the secondary-pattern angle q. For 
beam shaping in the vertical plane, this bundle of 
rays is confined to a plane making an angle q with 
the horizontal plane. It is required that the reflec-
tor surface direct these rays to the feed position. 
Figure 15-45 shows two parallel rays in this plane 
that intersect the reflector in the curve AA'. The rays 
between the points A and A' are reflected to lie on a 
conical surface with apex at the feed.

If we considered the transmit case and a plane 
sheet of rays emanating from the feedpoint, they 
would intersect the reflector in a curve AA', and the reflected rays would lie on a cylindrical 
surface tilted at an angle of q with the horizontal plane. It should be apparent that although 
they have the same endpoints, the plane curves AA' are not the same for the transmit and 
receive cases. This can be understood since it is known that if focusing is desired, the reflec-
tor surface in the neighborhood of the points of ray incidence must be a paraboloid. The 
plane curve cut by this paraboloid will be different if we consider the intersection caused 
by the transmit plane passing through a focal point and that caused by the receive plane 
inclined at an angle q to the horizontal. It is difficult to make a choice between the two 
curves, although the great majority of existing efforts have chosen the receiving-plane case. 
A compromise solution might be the plane bisecting the angle formed by the transmitting 
and receiving planes. The parabolic curve for the receive case mentioned earlier is

 y z2 24
2

= +ρ θ ϕ
cos  (15-39)

Here z is the coordinate measured from the point A' away from the reflector, and y is the 
orthogonal coordinate. It should be noted that each of the rib curves is a parabola lying in 
a different plane; when the reflector surface is formed, the planes of various parabola ribs 
must be inclined at the corresponding angles.

FIGURE 15-45 Geometry of a 3D 
shaped reflector
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All the previous expressions yield only normalized coordinates for the surface; these must 
be converted to usable dimensions before the reflector can be constructed. It is desirable to 
make the central-section curve as large as possible in order to minimize the diffraction effects 
on the shaped-beam pattern. In the other plane, the reflector size is chosen to produce the 
desired beamwidth. The feed angles associated with the reflector are chosen in a manner 
similar to those of the simple paraboloid. It is desirable that the aperture illumination be 
10 dB down at the reflector edges.

The most advanced technique58 for defining the reflector for beam shaping permits 
beam control in both principal planes. A two-variable generalized far-field pattern is used 
to define the reflector surface. The generalization is achieved by replacing the ray-to-ray 
correspondence by a curve of incident ray directions related to a curve of reflected ray 
directions.

The caution in the use of any ray relationship is that it ignores diffraction effects. 
Therefore the reflector defined by geometrical optics should be checked by defining the 
phase and amplitude across the reflector aperture and integrating for the far-field patterns.

Shielded-Aperture Reflectors

In some applications it is desirable to have very low sidelobes from a pencil-beam reflector. 
In this instance, considerable improvement can be obtained by the use of metal shielding 
around the reflector aperture (see Figure 15-46). The typical sidelobes are at about 0 dBi, 
which for most reflectors represents a value of the order of –30 to –40 dB below the peak 
gain. With a shielding technique, the far-out sidelobes can be reduced to –80 dB.

This simplest approach to shielding the reflector is a cylindrical “shroud,” or tunnel, 
of metal around the edge of a circular reflector (see Figure 15-46). If the aperture is ellip-
tical in cross section, an elliptical cylinder can be used. The tunnel forms a waveguide of 
large cross section with the paraboloid at one end. The radiated energy has low levels of 
current on the outside edge of the tunnel and so has little radiation at wide angles from 
the beam. There is energy in the waveguide that leaves the feed horn to reflect from the 
inside of the cylinder. This energy is then reflected by the paraboloid into angles away 
from the axis.

An improved shielding system that eliminates the reflection of the feed-horn energy is 
shown in Figure 15-47 as the horn reflector. The two versions employ a pyramidal horn and 

FIGURE 15-46 Shielded-aperture reflectors
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a circular-waveguide horn. These antennas are discussed in other chapters. The variation 
among cornucopia horns is associated with the variation in aperture illumination. In many 
applications, the low sidelobe capability is associated primarily with the horizontal plane 
where interfering sources are found. The circular aperture will give reduced lobes, and the 
diagonal aperture (see discussion of aperture illumination in the preceding subsection) will 
give the best performance. The references for experimental cornucopia design are given 
in other chapters.

The final shielded horn to be considered is the casshorn,59 which uses a secondary 
reflector to replace the horn structure in the cornucopia. The secondary reflector is designed 
in the same manner as the Cassegrain system. In the lowest-cost version the reflector is 
plane.60 The aperture of the casshorn can be formed in a variety of ways according to the 
illumination concepts discussed earlier. An elliptical aperture can be designed as easily as 
a trapezoid or circular aperture. The feed for the casshorn is mounted at one edge of the 
aperture (see Figure 15-46). The problems in the design are associated with making sure 
that the feed pattern is not distorted by the nearby reflector surface.

A comparison of the casshorn and the cornucopia indicates that the free-space feed 
of the casshorn be used to provide more illumination taper for the aperture (particularly  
in the E plane) than the cornucopia. However, the casshorn has not proved to be superior 
to the cornucopia in sidelobe performance. Greater application of shielded antennas can be 
expected as the number of microwave installations increases.

15.6 PASSIVE REFLECTORS

Some reflector systems do not contain a feed source. These reflectors, which are called 
passive, usually receive and reflect a plane wave. There are three general types of passive 
reflectors: (1) those used in microwave links, (2) those used as radar targets, and (3) those 
used in a beam waveguide.

Microwave Relay

The passive reflectors61–63 used in microwave links can be classified as repeaters or 
periscopes. The first reflector system controls a plane wave in the horizontal plane, and the 

FIGURE 15-47 Geometry of horn reflector
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second controls the plane wave in the vertical plane. The design information for repeater 
reflectors given in Figure 15-48 shows the geometry of a single-reflector and a dual-
reflector repeater system. The reflector surfaces should be within l/16 of a plane. The 
extent of the plane surface should be minimized to reduce costs. The figure shows dual 
and single reflectors with the dimensions required for various angles of the ray paths. The 
path loss for the two systems can be calculated by assuming that the projected area seen by 
the transmitter and receiver is the same (and assuming that in the case of the two-reflector 
system all the transmitter energy captured by one reflector is reflected from the second 
reflector). If the ranges from the transmitter and receiver are given by dt and dr, then the 
path loss is

10
4

1
2

2
2

log
λ d d
A A AT R

where the areas are designated for transmitter, receiver, and projected area of the repeater 
plane surfaces.

The periscope reflector system uses a large reflector at the top of a tower and a smaller 
reflector on the ground. This antenna can employ a plane reflector or a curved reflector at the 
top of the tower. The gain obtainable from the two type surfaces is shown in Figures 15-49 
and 15-50.

FIGURE 15-48 Variation of (normalized) mirror length with a and q 
for single- and double-mirror passive repeaters
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FIGURE 15-49 Relative gain of a periscope antenna system employing a plane elevated reflector

FIGURE 15-50 Relative gain of a periscope antenna system employing a curved elevated reflector
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Radar Targets64

Radar targets are passive reflectors that have a reflected-signal distribution similar to 
the patterns of an antenna. A number of classical targets are given in Figure 15-51. The 
basic problem in the design of radar targets is that of maximizing the target return. 

FIGURE 15-51 Characteristics of various types of radar targets. The columns labeled AT and s give the 
maximum values of these quantities for optimum orientation of the target. G is the gain of an antenna over 
an isotropic radiator.
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Mechanical tolerances of the reflector surface limit the performance. For targets of the 
order of 20l in extent, a l/3 error in the edges will give a loss of 3 dB in the returned 
signal compared with a perfect target. Figure 15-52 shows the loss for three different 
corner reflectors for angular errors of the order of 2°.

The simple corner reflector is usable over an angular sector of about 30°. For a wider-
coverage angle, an array of corner reflectors can be employed, or the Luneburg lens can be 
used with a spherical cap reflector65 (see Figure 15-53). The figure shows that the maximum-
coverage angle is of the order of 120°. Another lens that gives a theoretical return from all 
directions has been developed. This lens was fabricated by Emerson & Cuming, Canton, 
Massachusetts. The index variation is given by n2 = (2 − r)/r. The dielectric constant required 
for small r becomes very large (at quarter radius the value is 7.5). It is possible to replace 
the center of the lens by a metallic sphere in order to avoid the large dielectric constant.  
The center portion represents only a small portion of the aperture, so that an operable 
system could be achieved without the expense of specialized dielectrics.

For coverage in all directions of space, a combination of 20 corner reflectors (duodeca-
hedron) has been successfully tested.66 The difficulty in obtaining reproducible lenses has 
made this reflector approach more satisfactory.

Beam Waveguide

The final use of passive reflectors is in earth stations, where typical waveguide losses 
cannot be tolerated. The beam-waveguide concept uses a series of large-aperture reflectors 

FIGURE 15-52 Effect of error in all three corner angles upon a trihedral echo response. 
Incident radiation is parallel to the symmetric axis.

FIGURE 15-53 Lens reflectors: (a) 90° cap, (b) 180° cap, and (c) no cap
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to transmit energy with little loss. Initial work on such waveguides67 used lens-type 
apertures. The best existing beam waveguide uses a series of paraboloids, hyperboloids, or 
ellipsoids. The energy is carried along the guide from one focal point to another, and at each 
focal point it is received from one reflector aperture and transmitted to the next reflector.

Figure 15-54 shows the geometry of the most effective beam waveguide. The reflectors 
used are either paraboloid-paraboloid or ellipsoid-hyperboloid.68,69 With the configuration 
chosen, it is possible to eliminate rotary joints in the transmission line. There is very little 
loss in beam waveguides, and they can be shielded from external signals by the use of large 
metallic cylinders that encase the beams as they travel between reflectors.

Polarization-Sensitive Reflectors70

One or more reflectors in an antenna system can be made up of linear parallel reflectors that 
will reflect one polarization and transmit the orthogonal polarization. Such reflectors are 
called transreflectors. When they are aligned with the linear reflecting elements at 45° to 
the incoming polarization, half of the energy is passed and half is reflected. A second solid 
reflector will redirect the transmitted energy back through the linear elements with a phase 
that depends upon the spacing between the linear elements and the solid reflector. A spacing 
of one-eighth wavelength creates a 90° phase shift and circular polarization. A spacing of 
one-quarter wavelength creates a half-wave phase shift and a reflected polarization at 90° 
from the incident polarization. This system is called a twist reflector.

A transreflector can be used as a focusing device that has 360° coverage in the azimuth 
plane. The linear elements are aligned at 45°, so that half of the incident linear or circular 
polarization is passed and the remainder is scattered. The reflector appears as a dome that in 
the azimuth plane shows the near-side linear elements to be orthogonal to those on the far side. 
Therefore, the energy that passes through the near side of the dome is reflected at the far side. 

FIGURE 15-54 Geometry of a beam-waveguide feed system
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If the surface contour matches a sphere (helisphere) or parabolic torus, the energy that reflects 
from the far side is focused.

The transreflector in a planar configuration can be used to provide two-feed systems 
in a single reflector. That is, a horizontally polarized signal can pass through vertically 
polarized reflecting elements. The transreflector can be placed between a paraboloidal 
reflector and the horizontally polarized feed at the focus. A second, vertically polarized 
feed can be placed at the image of the focal point in the plane reflector. This has been 
termed focus splitting.

A unique use of the transreflector and twist reflector lies in providing a thin focusing 
system with a very low F/D ratio.* The paraboloid with focus in face has an F/D ratio 
of 0.25. A transreflector mounted across the face of the curved reflector will return the 
energy to the curved paraboloidal surface, where it is reflected. If this surface is a twist 
reflector, the reflected radiation is shifted through 90° in polarization so that it now passes 
through the transreflector. The parallel beam of rays from the system was created by reflec-
tion at two curved surfaces (two uses of the twist-reflector surface), and therefore the sur-
face curvature required is reduced. The F/D ratio is reduced to 0.125. A further reduction 
in the F/D ratio is obtained if a Cassegrain subreflector is added and the feed is placed at 
the vertex. The F/D ratio then is 0.08.

The transreflector or the twist reflector is made up of about ten linear elements per 
wavelength. Accurate planar surfaces can be easily obtained by printed-circuit card 
techniques. Curved surfaces are best formed with the same technology, and for this reason 
polarization-sensitive reflectors are most often used for physically small surfaces.

Frequency-Sensitive Reflectors71,31

It is possible to design a reflector that will pass signals of one frequency band and reflect 
signals of other frequencies. These reflectors are called dichroic or frequency-sensitive 
surfaces (FSS). Such reflectors are made up of a large array of closely spaced resonant 
elements. Slots or dipoles can be used. The dipoles reflect the chosen frequency band, and 
the slots transmit this band. When the dipoles become small compared with a wavelength 
of interest, there is limited reflection and most of the energy is transmitted. When the 
slots become small compared with the wavelength of interest, the energy is almost totally 
reflected. By a proper choice of dipoles or slots, the pass-band can be at a higher or lower 
frequency than the second band of frequencies.

The most important constraint in the design is the spacing between the two bands of  
frequencies. If there is an octave band or less, the design becomes difficult and greater losses 
are introduced. If two octaves separate the bands, the design restrictions are not severe.  
For sharper response between frequency bands, it is possible to use two or more surfaces, 
in a manner analogous to transmission-line filter design. The remaining serious design 
problem is associated with polarization. The surface should preserve the incoming polar-
ization for any angle of incidence. Most surfaces have a different response to polarization 
in the plane of incidence than to orthogonal polarization.

Polarization limitations have ruled out simple patch and crossed dipole elements in 
the frequency-sensitive array. The two most widely used elements are the tripole and the 
Jerusalem cross (see Figure 15-55). These elements can be more tightly packed in an array. 
The support of these elements presents a practical design problem since the substrate dielec-
tric will distort the design. Thin Mylar or Kevlar is used for the array, and foam dielectric is 
used for support of the reflector array.

* See J. P. Shelton, U.S. Patent 4,228,437, October 14, 1980.
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15.7 LARGE-APERTURE REFLECTOR ANTENNAS

Introduction

Reflector antennas with electrically large apertures, greater than 60 wavelengths, became 
relatively common in the 1970s. The design of such antennas is dominated by considerations 
of geometrical optics,72,73 which are often refined by considerations of physical optics.74,75 
There remain parameters of concern: gain, beamwidth, sidelobe level, polarization and cross 
polarization, antenna noise temperature, and, if more than one beam position is needed, 
the variation of these parameters with scan angle. The feed design or, in the case of more 
complex antenna optics, the design of the feed system and subreflector, intimately affect 
the parameters through illumination control, feed polarization properties, and spillover 
past the subreflector or the main reflector. Finally, the very structural design affects 
electrical performance through the scattering of energy from surface-panel irregularities 
and interpanel gaps, from subreflector and/or feed-support spars, and from the correlation 
of this scattering arising from the structural design and alignment procedures.

Since the birth of satellite communications, satellite-borne antennas have steadily 
increased in gain and complexity.76 Higher gain derives from a need to increase EIRP in a 
power-limited environment.77 Complexity may derive from several sources such as beam 
shaping or reconfigurability.78 Both lead to large reflectors. Currently, reflectors electrically 
as large as about 200 (ACTS) and mechanically as large as 12 meters have been launched. 
Even larger antennas are planned for future applications. Electrically large reflectors 
are usually fed by simpler antennas such as horns or arrays of horns or by folded-optics 
systems involving subreflectors and feeds. In many instances, the antennas are designed 
to produce two coaxial beams with orthogonal polarizations over near-octave bandwidths. 
The feed systems may then terminate in complex microwave circuits involving polarizers 
and orthomode transducers to separate or combine orthogonally polarized beams as well as 
in microwave multiplexers to separate or combine different frequencies.

Electrically large reflector antennas have their principal applications in radar, where 
their high gain and narrow beamwidths enhance radar range and angular resolution; in radio 
astronomy and other deep-space applications, where the same parameters enhance sensitiv-
ity and resolution of stellar radio sources; and in microwave communications, where high 

FIGURE 15-55 Elements of frequency-sensitive surfaces
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gain, low noise, and sidelobe control enhance effective radiated power relative to isotro-
pic (EIRP), receive sensitivity, and isolation from interference. For reflector antennas of 
diameter greater than 60 wavelengths, gains range from 40 dBi to about 70 dBi, half-power 
beamwidths (HPBWs) from about 1.5° to about 0.05°, and average wide-angle sidelobe 
levels down to −20 dBi (almost 90 dB below the peak of the main beam); dual-polarized 
radiation-pattern orthogonality provides isolations greater than 33 dB over the HPBWs.  
Of course, these properties depend upon the feed system as well as the reflectors.

Pencil-Beam Reflector Antennas

This section discusses characterization methodology for pencil-beam reflector antennas by 
incorporating various design options and comparing the performances of single and multi-
antenna configurations.

Front-Fed Paraboloidal-Reflector Systems

The paraboloidal-reflector antenna and its design are described earlier in this chapter. 
Since the design is geometry-controlled and since the larger electrical apertures considered  
here make geometrical-optics considerations even more valid, the choices of F/D ratio, edge 
taper, etc., remain the same. However, the simple front-fed reflector has disadvantages due 
to the blocking of the aperture by the feed system and by the feed supports.79,80 Figure 15-56 
shows two views of a front-fed paraboloidal-reflector antenna with feed supports extending 

FIGURE 15-56 Front-fed paraboloidal-reflector antenna
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from the reflector edge. It is seen that the feed supports intercept radiation reflected from the 
paraboloid. (Supports that are not on the edge intercept energy from the feed before it reaches 
the reflector.) In a geometrical-optics sense, the feed supports cast a shadow upon the aper-
ture plane, shown in the third view. This shadow, called aperture blockage, reduces gain and 
affects near-in sidelobes, raising some and lowering others. In addition, the blocked radia-
tion is scattered by the feed supports and can significantly increase wide-angle sidelobes. In 
general, the front-fed design with a simple feed horn has less blockage than the folded-optics 
designs. Additionally, the feed subtends a wider angle at the main reflector than a feed illumi-
nating a subreflector does, and therefore the feed is a simpler, lower-gain design. However, 
if the feed system is complex and the microwave package abutting it is large and heavy 
[containing polarizers, orthomode transducers (OMTs), low-noise amplifiers (LNAs), etc.], 
the blocking advantage is negated somewhat. Further, the focal point is an awkward location 
for such electronic gear, both structurally, because the weight is not desirable at the end of a 
large-moment arm, and from the point of view of equipment servicing. Finally, in electrically 
large reflectors, in which reflector size must be minimized, the folded-optics system can be 
made more efficient. The front-fed reflector has an efficiency of 55 to 60 percent. Folded-
optics designs can employ shaped subreflectors to increase efficiency.

Folded Optics

Pencil-beam reflectors may be illuminated by feed systems in which the path of energy 
from the feed (which terminates the guided-wave–waveguide assembly) is reflected by 
one or more subreflectors. Figure 15-57 portrays the geometry of the Cassegrain reflector 
system, whence it is seen that the incoming-ray trajectories are folded back in the direction 
of the vertex of the paraboloid P by reflection from the hyperboloidal subreflector H. The 
focusing properties of the system derive from the collocation of one focus of the hyperbo-
loid H with that of the paraboloid at F1. An incoming plane wave from the direction of the 
paraboloid axis is reflected from the paraboloid and from the hyperboloid and focuses at 
F2, the other focus of the hyperboloid H. A feed with its phase center at F2 will then receive 
the incident energy.

FIGURE 15-57 Cassegrain geometry
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Figure 15-58 portrays the geometry of the gregorian reflector system. Here the subre-
flector is an ellipsoid E with its near focus collocated at F1 with the focus of the paraboloid, 
the ellipsoid lying on the side away from the paraboloid vertex. The phase center of the feed 
should then lie at F2, the other focus of the ellipsoid. Another configuration is shown in 
Figure 15-59. Here the subreflector is paraboloidal, with its focus collocated at F with the 
focus of the paraboloidal main reflector. The result of the reflector of the rays representing 
the incoming plane wave is a collimated cylinder of rays parallel to the axis. This creates 
the possibility of another, smaller aperture plane parallel to XX′. A feed system associated 
with this aperture would have a plane wavefront, or the parallel rays could be associated 
with an appropriate beam-waveguide system.

An immediate advantage of all three folded systems is that the feed system is now 
located nearer the vertex of the main reflector and, in fact, can usually be reached from 
access provisions at the vertex. More subtly, introduction of the additional reflection at 
the subreflector provides an additional degree of design freedom. Aperture distribution 
can be controlled to increase efficiency and decrease blockage by shaping the subreflector 
and the main reflector so that the surfaces deviate from the hyperboloid, ellipsoid, and 
paraboloid.

FIGURE 15-58 Gregorian geometry

FIGURE 15-59 Planar-feed field geometry

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reflector Antennas



 REFLECTOR ANTENNAS 15-51

The Cassegrain system is more compact than the gregorian system for the same focal 
length. There have been claims that gregorian systems provide improved wide-angle 
sidelobes in apertures of the order of 200 wavelengths. However, because of blockage of 
the feed system, subreflector, and supports, the sidelobes of these folded antennas are not 
especially low. By careful design and construction, the sidelobe envelope can be made to 
conform to international and Federal Communications Commission (FCC) requirements. 
For example, INTELSAT old Standard A antennas, which have gain in excess of 57 dBi 
(generally 60 dBi), require sidelobe envelopes to be less than (29 − 25 logq) dBi, from 1° 
to 48°, and less than −10 dBi beyond 48°. (q is the pattern angle measured in a band of ±1° 
about the geostationary arc.)

One of the design principles used in minimizing subreflector and feed blockage is to 
make them equal, as shown in Figure 15-60. The subreflector blocks incoming rays, and 
the feed blocks rays that would hit the main reflector and be reflected to the subreflector. 
For the case shown, the shadows of the feed and subreflector intersect on P, the paraboloid 
main reflector, presenting the ideal case.

It has been found that keeping the subreflector diameter small (10 percent of the 
diameter of the main reflector) will keep the central-blockage sidelobes from exceeding the 
specifications given earlier. If this is not done, the sidelobes are high in the 1° to 10° region. 
The subreflector support spars tend to create sidelobe problems in a region of 5° to 20° in the 
plane perpendicular to the spars. It has been found useful to use a spar quadruped with all 
spars at 45° to the plane of concern. However, the best way to reduce sidelobes is to eliminate 
the blockage by the use of offset reflectors.

Sidelobes in Electrically Large Antennas

Sidelobes in a folded-optics system arise from a number of sources. These include 
(1) radiation-pattern sidelobes from the aperture illumination, (2) spillover and edge 
diffraction from the subreflector illuminated by the feed system, (3) spillover and 
edge diffraction from the main reflector illuminated from the subreflector, (4) central 
blockage (subreflector and feed system), (5) spar (subreflector support) blockage and 
scattering, (6) deviation of reflector surfaces from the desired contours, and (7) effects 
of gaps between panels.

FIGURE 15-60 Blockage by feed and subreflector
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Control of aperture illumination amplitude and phase to reduce sidelobes dates back 
to the earliest days of antenna theory and practice, and many references can be found in 
any basic antenna text. More recent techniques are discussed in two review articles.81,82 
One approach that has become quite important is the use of offset geometry, yielding an 
unblocked aperture that eliminates sidelobes arising from central blockage, spar blockage, 
and spar scattering. This will be discussed in greater detail next.

Departure of the aperture illumination in amplitude and phase from that desired can 
arise from feed-aperture phase errors79 and defocusing.80 These will cause the radiation 
(diffraction) pattern to depart from the design values, but are correctible by careful feed 
design and positioning. Spillover and edge-diffraction effects can be avoided by illumina-
tion of the subreflector with a more deeply tapered feed pattern to about 20 dB down at 
the edge. For the shaped subreflector, it is possible to obtain sharp illumination taper at the 
main-reflector edge.83,84 Spillover and edge diffraction of feed radiation will give increased 
sidelobes in the 10° to 20° region of the pencil-beam axis.

Minimizing the central blocking and optimizing the illumination are not compatible, 
since the first requires smaller feed systems and the second requires larger feed systems. 
Equalizing the subreflector and horn blockage as discussed in the preceding subsection is 
the best approach. Then if the subreflector diameter can be kept to less than 10 percent of 
the main-reflector diameter, shaping is possible and the blockage lobes will meet the sid-
elobe criterion of the preceding subsection. Central blockage casts a wide beam inversely 
proportional to the diameter of the central blockage and thus typically ten times the beam-
width and 20 dB down from the main beam. It is out of phase with the main beam and 
thus subtracts a fraction of 1 dB from the main beam, adds 2 to 3 dB to the first sidelobe, 
subtracts from the second sidelobe, etc. Spar blockage and scattering79,85 are not circularly 
symmetrical and depend upon spar shape and spar-reflector-subreflector geometry. If the 
spars are not mounted at the dish edges, shadows are cast on the main reflector to reduce 
efficiency, and blockage of the reflected energy is still present. Spar scattering effects are 
strongest in the forward hemisphere at an angle of 180° − x, where x is the angle between 
the spar axis and the aperture plane.79 The sidelobes are strongest in the forward direction 
in the plane containing the spar and the beam axis. This typically occurs in the region at 
5° to 15° off the main-beam axis. Spar design can minimize but not eliminate this effect. 
Streamlining the spar cross section is useful for the polarization perpendicular to the spar. 
Orienting the spars in a quadruped at 45° to the horizontal is effective for earth stations 
in keeping spar-induced sidelobes out of the region of the geostationary arc. Figure 15-61 
shows the effects of central blockage, spar blockage, and forward (subreflector) spillover 
on a radiation pattern.

The remaining two sources of sidelobe energy derive from the manner in which 
electrically large antennas are fabricated, assembled, and installed. Most electrically 
large reflectors are constructed of segments (panels) assembled onto a backup structure 
or with the backup structure as an integral part of the panels. The subreflectors are 
generally single units.

The rms errors associated with fabricating a single panel or a subreflector can be controlled 
with care to 0.1 mm (4 mils) for a reflector or panel up to 3 m across; however, commonly 
used fabrication techniques permit rms errors of 0.25 to 1.27 mm (10 to 15 mils) for panels 
of this size. Assembly and installation errors are each of the same order, provided careful 
checkout procedures are used. A rule of thumb for communication and radar reflectors in the 
8- to 30-m class is that the ratio of rms error to reflector diameter is 2 to 5 times 10−5. Some 
electrically large antennas have been built to better tolerances for radio astronomy, but they 
usually require special protection from the environment. The pattern effects of the errors 
depend upon their statistical nature.79,86–89

It has been shown90 that when error correlation intervals are small, the results obtained 
by Ruze86,87 for axial gain apply (see Figure 15-62). However, because panel-fabrication 
error contributions tend to be of the same order or smaller than assembly and installation 
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FIGURE 15-61 Blockage effects on sidelobe structure

FIGURE 15-62 Normalized loss due to finite surface error
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error contributions, the large correlation errors of the assembly can dominate. Therefore, 
you cannot reasonably assume small correlation intervals in most large antennas. Bao90 has 
shown that the effect of these large correlation intervals is to reduce the gain loss and that 
the sidelobes are significantly lower than predicted under Ruze’s assumptions regarding 
correlation. In a similar fashion the distortions due to wind and gravity have long correla-
tion intervals and hence less effect than predicted by the small-correlation-interval theory. 
The large correlation intervals increase the sidelobes in the region near the main beam, 
while the small correlation intervals (random errors) contribute significantly to wide-angle 
sidelobes. Papers by Rahmat-Samii et al 91–94 and a review paper by Corkish95 on the effects 
of reflector surface distortions on sidelobe levels cover the various approaches to this sub-
ject in some detail and provide a wealth of references.

An excellent treatment on very large earth station antenna sidelobes was given by Korvin 
and Kreutel,80 who presented results of both theoretical and measured studies for apertures 
ranging from 100 to 600 wavelengths. Figure 15-63 presents some of these results.

As real-time control techniques and data processing have become more capable in the past 
decade, the possibility of correcting for distortions has become a reality. Real-time adaptive 
optics for optical telescopes was demonstrated in 1989, mainly to remove distortion due to 
the atmosphere.96 Adaptive phased-array feeds can be used in a similar manner to compensate 
for deterioration of scanning.97 Schell’s multiple antenna,98 while invented for other purposes, 
embodies all the necessary characteristics for adaptive removal of both atmospheric and 
surface distortions. The advent of modern control electronics and drive mechanisms should 
make the multiple antenna a candidate approach for large-aperture reflectors.

The increased interest in large, spacecraft-borne antennas and in sidelobe control has 
given rise to increased interest in and use of offset configurations, especially for multibeam 
and scanning applications.99,100 The conventional pencil-beam Cassegrain and gregorian 
configurations have been studied to provide design techniques for the offset cases.101–103 
A technique for increasing antenna efficiency by extending the subreflector in an offset 
Cassegrain antenna has been analyzed.104 When offset Cassegrain or gregorian reflector 
systems are used in beam-scanning or multibeam applications, feeds must be moved or 
located in the positions that provide optimal beam performance. This turns out to be a 
hyperboloid for the offset Cassegrain105,106 and an ellipsoid for the offset Gregorian.107

High-Efficiency Dual-Reflector Systems

Electrically large pencil-beam antennas are costly. Cost is almost a linear function of aper-
ture area (reflector surface). The higher the efficiency, the smaller the aperture required 
to collect incoming waves or to provide gain for a transmitted wave. Antenna efficiency 
is the product of a number of factors, each of which represents the degree with which the 
energy is protected against diversion from the desired direction or polarization by a particu-
lar mechanism. The factors include effects of (1) aperture illumination (hi), (2) spillover 
around the main reflector and subreflector (hs1, hs2), (3) blockage (hb), (4) reflector-surface 
deviations (hr), (5) polarization purity (hp), and (6) losses in waveguide and feed (h0). 
These efficiency factors are defined in Table 15-1.

Spillover, blockage, and surface tolerance effects have been discussed earlier in terms of 
sidelobe control. Improvement in efficiency and reduction of sidelobe effects go hand in hand 
for these factors. Polarization purity is controlled by feed-system polarization properties, by 
curvature of the reflector, by symmetry, by scattering properties of the blockage elements, 
and, for circular polarization, by internal reflections in the waveguide and feed system.

Control of aperture illumination108–110 is a major factor in improving efficiency. 
Techniques for controlling illumination can also minimize the effects of central blockage, 
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as will be seen. If maximum gain is desired, the object is to shape the subreflector and the 
main reflector so that the aperture illumination is as nearly uniform as possible, with mini-
mum spillover and with minimum energy blocked.

Three basic conditions are used to shape the two reflectors: (1) Path length from phase cen-
ter of feed to aperture plane is constant for all paths. For the jth ray, as shown in Figure 15-64,  

FIGURE 15-63 Practical sidelobe-level envelope
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( )F S S M M Aj j j j j2 + + = path length from feedpoint to aperture plane = rj + zj +  
(rj cos qj − l + zj)/cos qj = constant. (2) Aperture illumination is constant. It can be 
shown109,110 that this requirement leads to

 x x E d E dj f f
j2 2 2

0

2

0
/ max sin sin

max= ( ) ( )∫ ∫θ θ θ θ
θ θ

 (15-40)

where Ef = Ef(q ) is the circularly symmetric pattern of the feed horn. (3) Snell’s law must 
apply. This leads to the expressions

 
1

2 2r
dr
d
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dxθ

θ ψ ψ= +





− =tan tan  (15-41)

TABLE 15-1 Antenna Efficiency Factors

  ηi A
FdA F dA= ∫ ∫

1 2 2| | / | | (F is illumination over aperture A.)

hs1 = power on main reflector/(power from subreflector–scattered power)

hs2 = power on subreflector/power from feed system

hb = power blocked/total power from main reflector

hr = exp [− (4p,/l)2] (= rms error. This is worst-case approximation.)

h0 = power radiated by feed/power input to feed system

hp = aperture power of desired polarization/total aperture power

FIGURE 15-64 Geometrical optics (GO) shaping of main reflector and subreflectors
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These three conditions (four equations) can be solved on a computer to yield the two 
surfaces desired. But the general nature of the solution can be deduced from the physical 
problem. It is desirable to make the aperture illumination more uniform when it is too 
high in the center. If the slope of the subreflector near the center were altered to reflect 
central rays from the feed away from the center of the main reflector, this would have the 
desired effect. The dotted curve in front of the subreflector represents such a distortion. 
The main reflector must now be reshaped to maintain the focused beam. This results in 
the dotted curve behind the main reflector.

If the process is exaggerated near the middle of the subreflector, a hole would result in the 
illumination of the main reflector. The energy here is normally blocked by the subreflector 
so that there is no basic change in the radiation pattern near the main beam. There will be a 
reduction in the energy scattered by the subreflector and, therefore, lower scattered sidelobes 
at wider angles. It has been indicated111 that you can optimize the shaping of dual-reflector 
systems for G/Tantenna, rather than G alone. Since Tantenna has a major component arising from 
sidelobes intercepting the earth, this entails sidelobe control as well as gain optimization.

At the edge of the subreflector the surface can be shaped to direct energy inward and so give 
a shorter and deeper illumination taper at the edge of the main reflector to reduce spillover. The 
shaping of the subreflector edges can compensate for deeper tapering of the energy incident 
upon this surface. Therefore, a system with less spillover past the subreflector and with under-
illumination of the main reflector can use the shaping of the subreflector edges to compensate 
for the under-illumination. Thus, it is seen that reflector and subreflector shaping not only can 
improve the aperture illumination but can also reduce spillover past both reflectors.

It has been found that the simple geometrical-optics analysis of shaping is not sufficiently 
accurate.112 Improved performance can be obtained by considering diffraction effects at the 
subreflector.84 The system improvement has been limited in bandwidth, and a third approach84 
modifies geometrical-optics design to give good performance over a wider bandwidth.

With the growing popularity of offset configurations, shaping theory has been applied to 
improve the efficiency of offset-fed dual reflectors. The geometric-optics approach developed 
by Galindo108 has been particularized for the Cassegrain and gregorian configurations113–115 
and extended to show that the geometric-optics–based design produces very similar results 
when geometric-optics–based predictions are compared with those of physical optics and the 
geometric theory of diffraction in the aperture.116

15.8 DIFFRACTION SHAPING

To overcome the limitations of GO shaping, several methods have been attempted. In an 
early work,84 reflector shaping by diffraction synthesis was carried out using the method of 
spherical wave expansion (SWE). The more general framework of “reflector surface expan-
sion coefficient optimization” was effectively applied to synthesizing the aperture field using 
the GO method117 and later employed in methods that incorporate GO algorithm and physical 
optics (PO) analysis such as Nomoto and Watanabe118 and Bergmann et al119 (the indirect 
method). This concept was further extended to methods that carry out full PO synthesis (shap-
ing) of reflector antennas with circular aperture and single feed, such as the single-reflector 
contoured beam antennas in Bergmann et al119 (the direct method), and the dual-reflector 
pencil-beam antennas in Nomoto and Watanabe118 and Schlobohm and Arndt.120 The expan-
sion functions used in these works, such as the Fourier series and polynomials, are usually 
heuristically chosen. In the PO diffraction synthesis (shaping) method introduced in Rahmat-
Samii and Mumford,121 a set of orthogonal global expansion functions was applied effectively 
to represent reflectors with circular apertures. This orthogonal representation will be used and 
generalized in the diffraction synthesis technique presented in this chapter.
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A generalized diffraction synthesis technique that can be used to synthesize single- and dual-
reflector antennas with a single feed or an array feed is shown in Figure 15-65. There are several 
features that distinguish this technique from others. First, the previous notion of “reflector sur-
face expansion and coefficients optimization” has been generalized to “antenna system char-
acterization and parameters optimization,” in which the reflector surface expansion becomes a 
portion of the characterization process, and the expansion coefficients consist of a subset of the 
antenna parameters to be optimized. This conceptual generalization allows us to solve the prob-
lems of (1) reflector shaping with general array feed and (2) simultaneous synthesis of reflectors 
and feeds, which are not addressed in the PO synthesis methods published so far.

Another feature that makes the current technique powerful is that the global surface 
expansion121 is used and generalized to reflector aperture boundaries that may be circular 
(elliptical), square (rectangular), or any intermediate rounded-corner shapes described by 
the superquadric functions.122 The shaped reflectors are characterized by having smooth 
surfaces, well-defined circumferences, and continuous surface derivatives.

Also unique in the method is that the PO/physical theory of diffraction (PTD) technique 
is used to analyze the antennas. The PTD fringe field123,124 is particularly useful when 
PO analysis is not sufficiently accurate for very stringent requirements on, for example,  
sidelobe levels at far-angular regions and cross-polarization control. The edge diffraction 
and near-field effects are included automatically in the course of diffraction synthesis.

The generalized diffraction synthesis technique can be applied to produce various radiation 
patterns such as pencil-beams and contoured beams, and to improve the radiation characteristics 
of an existing canonical or distorted system. It is believed that the scope of the application of 
this technique embraces the majority of commonly used reflector antenna configurations.125
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FIGURE 15-65 An overview of the generalized diffraction synthesis 
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16.1 INTRODUCTION

Microstrip antennas were born of microstrip circuit technology and inherited many charac-
teristics, such as low radiating efficiency and narrow bandwidth, that are undesirable for a 
radiator. However, they offered many desirable features in terms of size, low profile, ease 
of integration with circuits, and forming arrays. Consequently, research has been conducted 
to improve their performance as radiators. Fundamentally, there are two types of microstrip 
antennas: the traveling wave type and the resonant type. The traveling wave microstrip 
antennas are for the most part some forms of printed lines that have been modified to radiate 
more efficiently. Examples are the comb lines, rampart lines, and other microstrip disconti-
nuity lines.1 These antennas generally have wide impedance bandwidths, but are negatively 
affected by the frequency dependence of their radiation characteristics such as the beam 
squint and sidelobe. The resonant microstrip antennas have relatively well-defined radia-
tion characteristics, but suffer from narrow bandwidths. This class of microstrip antennas 
has received most of the attention in designs and bandwidth improvement. This chapter 
will provide a summary of the broadbanding techniques and examples of different designs 
capable of providing wideband characteristics. Since resonant microstrip antennas gener-
ally have broader bandwidths for their radiation characteristics like gain, sidelobe, and 
polarization, the bandwidth in this chapter will refer primarily to the impedance bandwidth 
of the antenna unless otherwise stated.

Resonant microstrip antennas usually take the form of a conducting printed patch. The 
patch shape can be arbitrarily determined, but the most common types are rectangular, 
square, circular, triangular, elliptical, rings, and their derivatives. Because a printed patch 
is usually over a conducting ground plane, it stores electric charge and energy and acts as 
a reactive circuit element. Consequently, the impedance bandwidth of a microstrip patch 
is typically very small, and depending on its substrate parameters and thickness, it can 
be less than 1 percent, or at best, a few percent. This range of bandwidths is smaller than 
the bandwidths of other antenna types and is insufficient for most current applications in 
communication and remote sensing, especially in new areas like microwave and medical 
imaging. Thus a need has arisen for broadening the bandwidth of microstrip patch anten-
nas. Fortunately, researchers always respond to a challenge, and a number of effective 
techniques have been developed to increase the bandwidth of microstrip antennas from 
a few percent to around 50 percent and more, well beyond that of other antenna types. 
Consequently, microstrip patch antennas are no longer narrowband antennas. However, a 
price has been paid for broadening the bandwidth of the patch antenna, either in gain, polar-
ization, or in the complexity of the antenna configuration. The drawbacks will be reviewed 
and discussed in relation with each wideband antenna type.

A number of recent books2–4,8 and articles5–7 have surveyed various broadbanding tech-
niques for microstrip patch antennas. These have been referred to here for brevity in lieu of 
the original papers. There have been two main techniques for broadening the bandwidth of 
microstrip antennas: the structural technique and the circuit theory approach. The former 
deals mostly with the properties of the substrate over which the patch is etched or with the 
patch shape. The latter uses impedance matching techniques originally developed in cir-
cuit theory and then adapted to microwave networks, and here to antennas. However, the 
relationships are seldom obvious; the application of impedance matching techniques has 
not been systematic. This is mostly because the majority of broadbanding techniques were 
found and developed initially by antenna engineers using experimental procedures, and 
recently by use of commercially available software packages. This is unfortunate, because 
understanding the principles of impedance matching techniques in circuits can provide 
analytic methods to supplement the numerical method for determining the most suitable, 
or at least practically desirable, solutions.
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The structural technique has been evolving. Initially, it involved primarily the antenna 
substrate. Recently, however, it has been expanded to include both the antenna substrate 
and its geometry, which have commonality with the circuit theory techniques. Microstrip 
patches are modified in shape and incorporated with slots of various sizes and shapes. 
Optimization codes have also been used with full wave analysis software to determine 
patch shapes for given applications. In reality, however, these techniques cause loading 
of the patch with impedance elements and are implicit applications of the impedance 
matching techniques.

The major innovation in the substrate area has come from applying the electromag-
netic band gap (EBG) materials and metamaterials to microstrip antennas. In conventional 
substrates the ground plane electrical conductivity causes the image effect of the patch 
and limits its bandwidth and radiation efficiency. With these new materials, which are 
basically simulated materials using ordinary substrates, other electromagnetic boundary 
conditions, like a perfect magnetic conductor and a reactive surface, can be simulated. The 
image effect and the electrical properties of the patch are modified, and consequently the 
bandwidth and radiation efficiency of the antenna change. Naturally, these phenomena can 
also be explained and improved by the circuit theory approaches. However, they are easier 
to implement and understand by antenna engineers using electromagnetic theorems and 
boundary conditions.

In the sections to follow, antenna bandwidth is defined and related to its input param-
eters. Then the microstrip antenna bandwidth dependence on its substrate parameters is 
described. The impedance matching techniques using the circuit theory approach are pre-
sented briefly next. Because this method is most effective in enhancing the patch antenna 
bandwidth, the cases that follow are based on its applications. Sample examples using EBG 
materials are also provided. References are provided to help in reviewing other designs and 
innovations not listed in this chapter. Recently, there have been efforts to design ultra wide-
band (UWB) antennas for new UWB system applications. However, these antennas are 
required to have dipole-like omnidirectional patterns, not directive like microstrip anten-
nas. For this reason they have not been discussed here.

The impedance bandwidth of a microstrip antenna is determined by its impedance char-
acteristics. However, this is not a useful method in practical application, as the circuit 
model of the antenna is approximate and changes during the design and experimental tun-
ing. A more practical approach is to define it in terms of its input parameters. The reflec-
tion coefficient Γ, or S11, is readily measured by a network analyzer and is commonly 
used to define the antenna bandwidth. It is also a meaningful parameter, as it signifies the 
reflected power not available to the antenna, i.e., the return loss. Naturally, one is expected 
to minimize Γ. However, the antenna input impedance is a complex quantity that is also 
frequency dependent. The situation is more problematic in microstrip antennas because of 
the uncertainty due to fabrication tolerances in the substrate parameters. For these reasons 
the return loss of microstrip antennas is normally assumed satisfactory if it is better than  
10 dB, and the antenna bandwidth is defined as

 BW
f f

f
H L

o
= Γ( )− =−10dB  (16-1)

where

 Γ =
−Z Z

Z Z
in o

in o+
 (16-2)
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and Zin and Zo are the antenna and feed impedances respectively. Alternatively, the band-
width is defined in terms of the antenna input VSWR in the form of

 BW
Q

= −VSWR

VSWR

1  (16-3)

where Q is the antenna quality factor, normally defined in terms of the stored energy and 
power loss as

 Q = Energy stored
Power lost

 (16-4)

In terms of the return loss, the antenna VSWR is given as

 VSWR
1 | |
1 | |

=
+ Γ
− Γ

 (16-5)

A VSWR of less than 2 refers to a return loss of about 9.54 dB. A lower VSWR of about 
1.5 is often desirable and relates to a return loss of about 14 dB. Much lower VSWR values 
and consequently, much lower return losses, may also be desirable in some applications. 
However, this can realistically be achieved if the substrate parameters are well defined and 
the antenna fabrication tolerances are kept low. For these reasons, in this chapter a return 
loss of 10 dB will be assumed for the antenna bandwidth definition.

16.2 SUBSTRATE EFFECT ON BANDWIDTH

When a patch antenna is etched directly on the dielectric substrate, the permittivity er and 
thickness h of the dielectric influence its bandwidth. For small thicknesses the effects can 
be estimated intuitively, where the patch antenna can be viewed as a lossy capacitor. Thus 
the energy stored in the patch antenna increases by increasing the substrate er and reduc-
ing its thickness h. This increases the Q of the patch antenna and reduces its bandwidth. 
These effects are shown in Figure 16-1. For er = 2.2, as the thickness h increases from  

FIGURE 16-1 Effect of substrate thickness and dielectric constant on 
the impedance bandwidth (VSWR < 2) and radiation efficiency (after  
D. M. Pozar7 © IEEE 1992)
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0 to 0.1 lo, the bandwidth increases from 0 to 15 percent. For the same thickness, but  
er = 10, the rise in the bandwidth is only about 5.8 percent. The variation of the band-
width is within expectation, but is not linear, due to other factors such as resistive and 
radiation losses.

In practice, decreasing the substrate permittivity is feasible and depends on the material 
selection criteria. However, increasing the thickness h is not as easy or desirable. Substrate 
modes become excited at discontinuities that scatter at other discontinuities radiating with 
undesirable polarization and radiation patterns. This phenomenon can become a source of 
serious performance degradation in microstrip arrays. Higher-order modes of the patch 
also become excited and contribute to the radiation, again degrading the antenna efficiency, 
polarization, and radiation patterns. In addition, increasing the substrate thickness also 
increases the antenna volume, thus increasing its weight and cost. Increasing the substrate 
thickness h, therefore, is not a good choice for enhancing the bandwidth.

The preceding substrate effects are valid for a patch over a ground plane, which is an 
electric conductor. The negative image of the patch currents on the ground plane degrades 
the antenna radiation efficiency and bandwidth. For instance, if the ground plane of the 
patch were replaced by a magnetic conductor generated using EBG materials, then the 
ground plane effects would reverse, and the patch antenna radiation efficiency and band-
width would improve significantly. An example of such a design will be provided later 
in this chapter. The performance of a simple patch antenna designed to operate over a 
simulated magnetic ground plane will be compared with that of a conventional patch. 
Bandwidths in excess of 20 percent are obtained, which compares well with around  
3 percent for the conventional patch antennas of similar design.

16.3 EFFECT OF PATCH SHAPE ON BANDWIDTH

The shape of the patch is its main parameter and naturally affects the antenna bandwidth. 
However, the possibilities are endless and the patch shape also affects its other electrical 
characteristics such as polarization and gain. It is therefore difficult to provide a general 
rule and guideline for the patch shape selection entirely based on its bandwidth. In addi-
tion, some of the patch shape deformations involve resonant slots that couple to the patch 
to increase the bandwidth. These configurations act as coupled resonators and are discussed 
later in this chapter. In this section we address the conventional patch shapes.

For solid patch shapes like square and circle, the bandwidths are nearly the same and 
proportional to their size. The deviations start when the shape changes significantly and 
becomes a narrow or wide rectangle. If the radiation edge becomes narrow, the radiation 
loss decreases and the antenna Q increases, reducing the bandwidth. The opposite is true for 
a patch with a wide radiating edge. More noticeable effects are found when the central part 
of the patch is removed to make a ring. Historically, annular ring (or square ring) antennas 
were considered to be wideband. This is true, however, only for the second mode of the 
patch, when it operates in the TM12 mode. For the first mode, the patch operates in the TM11 
mode similar to a circular disk, and the antenna is a hybrid of a solid patch and a printed 
loop. For this mode the antenna bandwidth decreases rapidly as more central conductor is 
removed, making it a thinner ring.9

A more effective means of designing wideband microstrip antennas is by using coupled 
resonators, which can yield bandwidths in excess of 50 percent. The patch antenna need not 
be very special, but must be able to couple to another patch or to resonant elements. Resonant 
elements that are commonly used are a near resonant slot in the ground plane, a resonant 
slot on the patch itself, or a near resonant feed probe like a bent monopole. This technique 
stems from the lumped element circuit theory involving the impedance transformation,  
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specifically in coupled tuned circuits and transformers. If the resonant frequencies of two 
circuits are the same or nearly the same, then a critical coupling coefficient can be found 
to match two dissimilar impedances of the generator and load. Much larger bandwidths are 
obtained if the impedance matching is relaxed and other coupling coefficients are selected.

Note that in using the coupled resonator approach for broadbanding, it is possible to 
obtain an optimum configuration for wideband match but still fail to achieve the match. This 
situation usually arises from the presence of reactive components or from the dissimilarity 
of the patch and the feed impedances. The presence of a loop on the Smith Chart indicates 
coupled resonators, and the antennas have potential to be broadband. However, the loop may 
not be centered, due to an extra inductive or capacitive component. When the extra input 
reactance is removed, the loop moves to the chart center and improves the bandwidth.

16.4 PROXIMITY COUPLED  
MICROSTRIP ANTENNAS

As indicated earlier, increasing the height of the substrate increases the impedance band-
width of the patch antenna. However, this causes additional problems, especially in using 
a transmission line feed. It increases the line width that together with the increased sub-
strate height enhances the feedline radiation. This in turn causes difficulties in array design, 
where the feed network radiation deteriorates the antenna efficiency and polarization as its 
radiation is randomly polarized. A solution for this problem is found in using a proximity 
coupled feed, where the transmission line is etched on a separate lower substrate. In this 
manner, the parameters of the patch and its feed can be selected separately to optimize their 
individual performance. For instance, the patch radiation efficiency improves by lower-
ing the permittivity and increasing the thickness of its substrate, but the opposite must be 
selected for the feedline.

The use of separate substrates for the patch and the feed also allows the use of matching 
stubs. Two different matching stubs are normally used, one in series with the line at its end, 
and the other orthogonal to the line before the patch. The end stub is in parallel with the 
patch input impedance and can influence its reactive component. Consequently, it can be 
used effectively to move the input impedance loop to the center of the Smith Chart, or to 
tune the resonance frequency of the patch. Also, its coupling to the resonant circuit of the 
patch provides a condition for broadbanding. This stub is also located below the patch and 
its radiation is negligible. The stubs orthogonal to the feedline can similarly be used for 
broadbanding.10 However, they are lossy due to the standing waves generated between the 
stub and patch. Also, the stub becomes a source of radiation that deteriorates the antenna 
polarization and efficiency. Therefore, it is preferred not to use them for improving the 
antenna impedance bandwidth.

The original configuration was investigated by Pozar and Kaufman11 (see Figure 16-2). 
By using a circuit simulator and the experimental data, they showed that the microstrip line 
coupled to the patch is equivalent to a capacitor in series with the patch RLC equivalent 
circuit. The size of the impedance loop on the Smith Chart was controlled by the length of 
the series stub at the end of the line, and an orthogonal stub was used to move the loop to 
the chart center. Typical results are shown in Figure 16-3. When the tuning orthogonal stub 
is not connected, the input impedance at resonance is about 40 Ω. Adding the tuning stub 
moves the impedance loop to the right, where it can be centered to maximize the band-
width. In this example the height of both substrates was selected to be equal, h = 0.158 cm, 
and their permittivity was er = 2.2. The measured impedance plot gives a bandwidth of 
13 percent for VSWR < 2 (3.375 GHz to 3.855 GHz). It was also shown that the orthogonal  
tuning stub strongly affects the cross polarization, and shorter stubs must be preferred. 
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In the preceding design a cross polarization of –20 dB was achieved. The performance of 
this antenna with different permittivities for the substrates and their heights was later stud-
ied in Splitt and Davidovitz.12 Both rectangular and circular patches were considered, and 
their impedance bandwidths and efficiencies studied. It was shown that their impedance 
bandwidth can be increased to as high as 20 percent.

The performance of this microstrip antenna type 
was further investigated recently by shaping the end 
stub. In Tethakumary et al13 the end stub was bent 
orthogonally to form an L-shape with the feedline. 
Its impedance and radiation characteristics were stud-
ied experimentally, and an impedance bandwidth of 
around 20 percent (3.00–3.66 GHz) was achieved. 
The hook and T-shape14,15 stubs have also been inves-
tigated, but the bandwidth increase has been marginal. 
Wide bandwidths were also obtained without tuning 
stubs but by using parasitically coupled patches (see 
Legay and Shafai16). With two parasitic patches, band-
widths in excess of 15 percent at 4 GHz or high gains 
around 10.3 dBi were obtained and could be increased 
by adding additional patches. Figures 16-4 and 16-5 
show the antenna geometry and its input impedance 
with two coupled patches.

16.5 APERTURE COUPLED  
MICROSTRIP ANTENNAS

In the proximity coupled and single-layer transmission line feeds, both feedline and radi-
ating patch are on the same side of the ground plane. These structures are topologically 
simple and are easier to fabricate or investigate. However, the feedline also radiates in the 

FIGURE 16-2 Geometry of proximity-coupled 
microstrip antenna: Substrate parameters: er = 
2.20, d1 = d2 = 0.158 cm. Dimensions: L = 2.5 cm, 
W = 4.0 cm, Wf  = 0.5 cm, ls = 0.65 cm, ds = 3.3 cm, 
S = 1.25 cm (after D. M. Pozar and B. Kaufman11 
© IEE 1987).

FIGURE 16-3 Smith Chart plot 
of measured impedance locus of the 
proximity-coupled microstrip antenna: 
(a) with a phase reference at edge of 
patch, without tuning stub and (b) with 
a phase reference at stub location, 
with tuning stub (matched antenna) 
(after D. M. Pozar and B. Kaufman11  
© IEE 1987)

FIGURE 16-4 An EMC patch sur-
rounded by parasitic elements (after
H. Legay and L. Shafai16 © AEU 2002)
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same direction as the patch and causes deterioration of the antenna gain and especially the 
polarization. The problem becomes more severe in large arrays, where the feed network 
grows complex and contains numerous power dividers and impedance matching sections. 
These junctions generate reflections, surface waves, and multiple resonant modes in the 
feed circuit. The surface waves, although evanescent, scatter from the nearby junctions 
and cause radiations with random phase and polarization. The reflected waves, resonant or 
otherwise, cause enhanced current distributions that increase the feed network loss and alter 
the power and phase distributions in the array. Consequently, the array gain and efficiency 
deteriorate and become frequency dependent. Similarly, its sidelobes and cross polarization 
also increase and become frequency dependent. Thus there is a need for a different feed 
type. The slot coupled feed is one such feed, where the entire feed network is moved below 
the ground plane and coupled to the radiating patch through a slot in the ground plane. 
However, the fabrication of the antenna becomes more complex and costly.

The original slot coupled feed was proposed and investigated by Pozar,17 where the 
coupling slot was selected to be small to prevent its radiation. The geometry of this type of 
antenna is shown in Figure 16-6. Since then, numerous investigators have studied the prop-
erties of this structure and have introduced variations in both shape and size of the coupling 
slot and the radiating patch to improve its impedance bandwidth, gain, and polarization. 
Zurcher18 investigated an inverted patch antenna. The patch was etched on a thin dielectric 
that acted as the protective cover when inverted. The combination was then separated from 
the ground plane by a thick foam substrate. The slot was enlarged to improve the band-
width, which was fed by a microstrip line etched on a thin substrate below the ground plane. 
The antenna was called SSFIP, after its structure of Strip-Slot-Inverted Patch, as shown in 
Figure 16-7. An impedance bandwidth of 11.7 percent for the antenna was achieved that 
was increased to 21.1 percent for its 4 × 4 array.

FIGURE 16-5 Input conductance of a wideband three coupled 
patch antenna: o-o-o Theory, + + + Experiment (after H. Legay and 
L. Shafai16 © AEU 2002). Parameters: er1 = er2 = 2.5, H1 = H2 = 
1.58 mm, L1 = 22 mm, L2 = 19 mm, W1 = 8.4 mm, W2 = 8.4 mm, 
s1 = 2.1 mm.
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The coupling through the slot was shown to be dependent on the slot shape.19,20 In 
Pozar and Targonski19 both rectangular and dog-bone-shaped apertures were investigated. 
In the latter aperture, the rectangular slot was loaded at both ends by half-size transverse 
slots with rounded corners. The end loading of the slots extended the aperture electric field 
across the slot well into the slot ends. This extended strong electric field in the slot increases 
the coupling between the patch and the feedline. In other words, loading the slot ends 

FIGURE 16-6 Aperture-coupled microstrip antenna: (a) exploded and (b) top views (after G. Kumar and 
 K. P. Ray3 © Artech House 2003)

FIGURE 16-7 Exploded view of SSFIP antenna structure (after 
J. F. Zurcher18 © Electronics Letters 1988)
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increases its effective length. The coupling efficiencies of different apertures, namely nar-
row and wide rectangular apertures and H, bowtie, and hourglass shapes, were investigated 
in Rathi et al.21 They are shown in Figure 16-8, with dimensions in mm. The antenna was 
a rectangular patch with L = 4 cm, W = 3 cm, and the top and bottom substrates were the 
same with parameters as er = 4.3 and h = 0.16 cm. The width and length of the microstrip 
feedline were Wf = 0.3 cm and Ls = 2 cm. Measured input impedances showed that the end 
loading and end broadening increase the coupling. They had the opposite effect at the slot 
center. The bowtie performed better than the rectangular apertures, followed by the H and 
hourglass apertures. In the last case, the hourglass aperture combines the end loading of the 
H aperture with the end broadening of the bowtie, thus providing the strongest coupling.

Further bandwidth enhancement was obtained by using nearly resonant apertures.22 In 
this manner, the problem is essentially that of two coupled resonators: the coupling aper-
ture and patch. The input impedance plot of the antenna, with its parameters at 5.6 GHz, is 
shown in Figure 16-9. For VSWR < 1.5, the achieved bandwidth is about 23 percent, which 
becomes nearly 29 percent for VSWR < 2. This is considerably higher than the bandwidths 
achieved by previous configurations and also maintains the quality of its radiation patterns, 
shown in Figure 16-10 for the copolar component, and in Figure 16-11 for the cross-polar 
component. Also, within the band the measured gain remained at or above 8 dBi. The 
significant performance of this design is the fact that its measured copolar contours are 
symmetric. The measured cross-polarization contours are also symmetric and very low 
and about –40 dB at the boresight; they remain very low in a large angular range of about 
25° about the main beam axis. The cross polarizations in the diagonal planes are maximum 
at about −15 dB but at large angles off the main beam. These characteristics are due to a 
strong excitation of the microstrip patch dominant TM11 mode and to weak excitation of 
the higher-order modes.

A further bandwidth enhancement was obtained by using a CPW feedline23 (see Figure 
16-12). It is interesting to note that the coupling aperture is placed coplanar, on the CPW 
line, and the CPW external ground planes act as the reflecting ground of the patch antenna.  

FIGURE 16-8 Shapes and dimensions of different  
apertures (after V. Rathi et al21 © IEEE 1995)
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FIGURE 16-9 C band resonant aperture coupled 
microstrip antenna impedance locus (after F. Croq 
and A Papiernik22 © Electronics Letters 1990):  
-------  Theoretical. _____ Measured. Feed: erf = 
2.2, tan d  = 0.001, Hf = 0.762 mm; Wf = 2.32 mm, 
Ls = 2.85 mm. Slot: Aw = 0.8 mm, Al = 15.4 mm. 
Square patch: Wp = 17 mm, Hp = 5.5 mm, erp = 1. 
Radome: Hs = 1.6 mm, ers = 2.2, tan d  = 0.001.

FIGURE 16-10 Copolar contour plots at 5.6 GHz of 
the resonant aperture coupled microstrip antenna (after 
F. Croq and A Papiernik22 © Electronics Letters 1990): 
q = 0° − 90°; D = −1.0 dB; C = −3.0 dB; B = −10 dB;  
A = −20 dB. The antenna dimensions are mentioned in 
Figure 16-9.
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Consequently, this antenna needs only one substrate, and its configuration is simpler. The 
tuning stub is also placed coplanar with the line and at its end. The CPW structure also 
makes the active element integration much simpler. A moment method optimization of the 
antenna provided a wide impedance bandwidth of about 36 percent, at 3.4 GHz, as shown 
in Figure 16-13. This is larger than the bandwidth achieved by a microstrip line feed, dis-
cussed earlier. However, its cross polarization is larger. The measured radiation patterns are 
shown in Figure 16-14, showing cross polarization around –25 dB, and a front-to-back ratio 
of 12 dB. The computed gain was 9 dBi.

FIGURE 16-11 Cross-polar contour plots at 5.6 GHz 
of the resonant aperture coupled microstrip antenna (after 
F. Croq and A. Papiernik22 © Electronics Letters 1990): 
q  = 0°–90°; D = −40 dB; C = −30 dB; B = −20 dB; A = −15 dB. 
The antenna dimensions are mentioned in Figure 16-9.

FIGURE 16-12 CPW-fed aperture coupled microstrip antenna 
(CPWFA) tuned to open-circuited stub (after Giauffret et al23 © 
Electronics Letters 1995)
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Designs with ring and U-slot apertures have also been attempted, showing improved 
impedance bandwidths. An example is shown in Figure 16-15 and Figure 16-16, which 
uses a ring slot for aperture coupling.24 The patch and slot configurations are complex 
in shape and use notches for optimization. The feedline end is wider and forms a 
patch-shaped stub. The configuration was optimized using the moment method soft-
ware Ansoft Ensemble v8.25 The simulated and measured VSWR results are compared 
in Figure 16-17, which also shows the antenna dimensional parameters. The H-shaped 
patch was etched on a thin 1.6-mm FR4 substrate, with a relative permittivity of 4.3. 
A 50-Ω microstrip line with a tuning stub is located on the lower surface of the lower 
substrate. A 10-mm air-filled substrate separates the ground plane and H-shaped patch. 
The structure consists of two resonators: the H-shaped patch and the ring slot. A mea-
sured bandwidth of 50.6 percent (2.46 – 4.09 GHz) for VSWR < 2 was achieved. The 
measured gain remained above 6 dBi in the entire band, as shown in Figure 16-18, 
and the cross polarization in both principal planes was below −25 dB. However, the 
measured back radiation was large and about –10 dBbelow the main beam. To reduce 
the back radiation, a second ground plane was placed behind the first, with an air 

FIGURE 16-13 Measured and theo-
retical input impedance of the CPWFA 
in Figure 16-12 (after Giauffret et al23 © 
Electronics Letters 1995): H = 9.5 mm,  
er = 1.04, tan d = 0.001. -x-x- Experiment, 
-o-o- Theory.

FIGURE 16-14 Measured copolar and cross-polar patterns of CPWFA 
in Figure 16-12 (after Giauffret et al23 © Electronics Letters 1995)
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gap of 5.6 mm. With this configuration the antenna impedance bandwidth deteriorated  
to 44 percent. This indicates that the back radiation is the reason for enhanced band-
width, which may also be the case for other aperture coupled antennas with large 
coupling apertures.

FIGURE 16-15 (a) Geometry of the antenna with a ring slot aperture; 
(b) Side view of the square-ring-slot coupled patch antenna (after 
Y. Qin et al24 © Microwave and Optical Technology Letters 2005)

FIGURE 16-16 Detailed dimensions of the antenna in Figure 16-15 (after Y. Qin et al24 
© Microwave and Optical Technology Letters 2005)
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16.6 STACKED MICROSTRIP PATCH ANTENNAS

Among various wideband microstrip patch antennas, the coupled patch antennas are sim-
pler to understand and design. Each patch is a resonator and equivalent to an RLC network. 
Thus two adjacent patches can be viewed as two coupled resonators and can be designed 
for wideband operation by using the circuit theory approach available in literature and 
discussed briefly at the beginning of this chapter. For instance, if the resonant frequen-
cies of two coupled patches are nearly the same, then a wide impedance bandwidth can 
be obtained simply by adjusting their coupling to find the optimum coupling level, which 
is a single parameter optimization. You should recognize, however, that such a wideband 
design will not be the true optimum since the parameters of each patch, i.e., each resonator, 
may not be optimum. In practice, you must optimize the entire antenna geometry, including 

FIGURE 16-17 Predicted and measured VSWR of the antenna in Figure 16-15 
(after Y. Qin et al24 © Microwave and Optical Technology Letters 2005)
Dimensions of the design (in mm):
L1  = 28 L2  = 9.5 L3  = 23 L4  = 14.8
L5  = 6.5 L6  = 10.6 L7 = 15.7 W1 = 9.5
W2 = 6.5 W3 = 5.7 W4 = 11.8 W5 = 3.012

FIGURE 16-18 Measured gain vs. frequency of the antenna in Figure 16-15 
(after Y. Qin et al24 © Microwave and Optical Technology Letters 2005)
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the parameters of the coupled patches, together with their coupling level. Nevertheless, the 
technique of one parameter optimization is a very useful approach in designing coupled 
patch antennas. When only two stacked patches are used, then a simple adjustment of their 
vertical spacing provides a quick method of broadbanding their input impedance. In such 
cases only the lower patch is fed, and the size of the upper patch is made slightly larger to 
increase its coupling to the lower one.

Coupled patch antennas can be made of two or multiple patches. The case of two stacked 
coupled patches can be viewed as a single wideband microstrip patch antenna that can be 
used alone or in an array. Its gain will be slightly larger than that of a single-layered patch, 
due to its increased height above the ground plane, and controlled by its value in wave-
length; that is, the larger the height of the stacked configuration, the larger its gain. This is 
the secondary benefit from the stacked structure, in addition to its broadband impedance 
bandwidth. The case of multiple coupled patch antennas can increase significantly both 
the input impedance bandwidth and the gain.26 However, since such structures are coupled 
multiple resonators, they can have multiple resonances, some of which can be undesirable. 
For instance, different patches can have induced surface currents in opposite directions, 
reducing the gain and increasing the sidelobes. Since the coupling is frequency dependent, 
such phenomena are also frequency dependent and cause rapid variation of the antenna 
gain and radiation patterns. Thus multiple coupled patch antennas are significantly more 
difficult to design and must be investigated carefully.

The coupled patch antennas have fundamentally two different configurations, the planar 
structures and stacked configurations. Both these configurations were investigated con-
currently.27,28 In the planar configuration the coupling is from the edges of the adjacent 
patches. Since the geometry represents two coupled resonators, the coupling coefficient 
is the most important parameter for broadbanding of the input impedance. However, the 
coupling in this case is normally weak and below the coupling level necessary for optimum 
broadbanding. Thus the degree of bandwidth broadening is limited to around 10 percent, 
unless multiple planar patches are used. Nevertheless, this type of impedance bandwidth 
increase becomes attractive in the design of planar arrays, like microstrip Yagi arrays, 
where the planar structure makes this type of impedance broadening very natural. In other 
cases this configuration becomes appealing only if there is a limitation on the antenna 
height and adequate planar surface is available for the coupled patches.

The stacked coupled patch structures have been favored in most applications because of 
the ease with which the coupling coefficient can be controlled by adjusting their separation 
height. Their other parameters such as the size of the patches and substrate parameters can 
also be modified independently to facilitate the designs. Consequently, much research has 
been done on these antennas, and impedance bandwidths of 10–30 percent for VSWR < 2 
have been achieved. From broadband network theory, if the coupling between the two 
patches is too strong, i.e., above the required critical coupling, there are two resonance 
frequencies that increasingly separate by increasing the coupling coefficient. Since in stack 
patches their spacing controls the coupling, the antenna becomes dual band when patches 
are too close to each other. As the spacing is increased, the coupling reduces and the two 
resonances merge at the critical coupling to provide a broadband antenna. Further increase 
of the spacing reduces the bandwidth gradually.

In practice, the feed network and the substrate parameters also influence the antenna cir-
cuit parameters and the bandwidth. Normally, the feed, such as a coaxial probe or an aper-
ture in the ground plane, is also a resonant circuit. Below resonance, they are equivalent 
to a reactive element and do not introduce additional resonances; however, they affect the 
circuit parameters of the stacked patches or move the input impedance curve of the antenna 
on the Smith Chart away from its center. A typical geometry of a coaxial probe-fed stacked 
microstrip patch antenna is shown in Figure 16-19a,29 where the probe feed inductance is 
in series with the equivalent circuit of the antenna. If additional matching stubs should not 
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be used to cancel this reactance, then the antenna parameters must be changed to achieve a 
broadband. Alternatively, the feed location with respect to the patch center may be changed 
to partially compensate for the reactance. If, on the other hand, the feed size is large and 
near, or at resonance, within the antenna operating band, then the coupling to the antenna 
can further increase the input impedance bandwidth. This case corresponds to the near 
resonance aperture sizes in the aperture coupled microstrip antennas, discussed previously. 
With conventional probes this phenomenon does not occur, due to small substrate heights 
of conventional microstrip antennas. It can be introduced by bending the probe to reduce 
its vertical height. This configuration is also capable of broadband operation and will be 
discussed in a later section.

From earlier discussions, the lower patch requires stronger coupling and must be on a 
thin dielectric substrate (thickness ≤ 0.04l0), which will also reduce the problems associ-
ated with thick substrates, like surface wave losses, weight, and cost. The upper patch 
requires weaker coupling and should be on a thicker low permittivity substrate (er ≈ 1 and 
thickness ≈ 0.06l0),

30 and is normally suspended in the air or placed on a foam substrate. In 
such cases, and since optimum couplings require a reasonable separation between the two 
patches, the upper patch is effectively over a substrate with a permittivity of close to unity. 
The design process, therefore, becomes somewhat easier. A good starting point is to design 
the lower patch using the low frequency limit, or for a slightly higher frequency, using 
conventional design equations. The upper patch in most cases is a few percent larger. The 
coupling between the two patches pushes the resonant frequency of the antenna toward the 
required limits. Such a design will be a good starting point for numerical optimization by 
use of full wave analysis codes. Figure 16-20 shows the effect of the lower and upper patch 
sizes on the resonance loop on the Smith Chart. Their effects are opposite. As the lower 
patch size increases, the loop moves to the left toward lower impedance, but for the upper 
patch it moves to the right and higher impedance.30 Bandwidths in excess of 25 percent are 
obtained. A larger bandwidth of 40 percent is obtained using a CPW feed of Figure 16-21,31 
which is nearly the same as the CPW-fed aperture coupled antenna of Figure 16-12.

A drawback of the stacked microstrip patch antennas is the direct radiation from the probe, 
which becomes significant at high frequencies at large lower substrate heights, especially in 
cross polarization. This phenomenon can be better understood by comparing the results for 
both probe and aperture feeding types. Figure 16-19 shows the geometry of these antennas,  

FIGURE 16-19 Exploded views: (a) dual patch coaxially fed antenna and (b) aperture 
coupled (after F. Croq and A. Papiernik22 © Electronics Letters 1990)

(a) (b)
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(i) Substrate 4: er4 = 2.2, tan d4 = 0.0009, h4 = 0.254 mm
(ii) Substrate 3: er3 = 1.07, tan d3 = 0.0009, h3 = 3 mm
(iii) Patch 2: l2 = 13.5 mm, w2 = 13.5 mm
(iv) Substrate 2: er2 = 2.2, tan d2 = 0.0009, h2 = 0.78 mm
(v) Substrate 1: er1 = 2.2, tan d1 = 0.0009, h1 = 3.1 mm
(vi) Patch 1: l1 = 12 mm, w1 = 12 mm
(vii) Feed substrate 1: erf = 10.2, tan df = 0.0002, hf = 0.254 mm
(viii) Aperture: la = 14.7 mm, wa = 0.4 mm
(ix) CPW feed: W = 0.25 mm, G = 0.375 mm

FIGURE 16-21 Geometry of broadband CPW-fed patch antenna (after W. S. T. Rowe and R. B. Waterhouse31 
© Electronics Letters 1999)

(a)

(b) (c)

FIGURE 16-20 (a) Cross-sectional views of probe-fed rectangular stacked-patch geometry: Effects  
of patch dimensions on impedance locus (frequency range: 6–11 GHz). Parameters: L1 = 13.5 mm,  
W1 = 12.5 mm, er1 = 2.2, d1 = 1.524 mm, tan d1 = 0.001, L2 = 15 mm, W2 = 16 mm, er2 = 1.07, d2 = 2.5 mm, 
tan d2 = 0.001, xp = 5.4 mm, ro = 0.325 mm. (b) R1 variation (R2 = 7.4 mm). (c) R2 variation (R1 = 7.0 mm) 
(after R. B. Waterhouse30 © IEEE 1999).
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which are a probe-fed stacked patch antenna and a single-layer aperture coupled patch 
antenna.29 They have impedance bandwidths in excess of 30 percent at 12 GHz. Figure 16-22 
and Figure 16-23 provide the measured radiation contours for the copolar and cross-polar 
components of these feeds at the X-band. The probe-fed antenna shows asymmetry in the 
contours of both copolar and cross-polar components, due to the probe radiation. They are 
symmetric for the aperture-coupled antenna.

(a) (b)

FIGURE 16-22 Coaxially fed dual patch antenna in Figure 16-19a: X-band antenna, radiation pattern at 
12 GHz (measured): (a) Copolar component: A = −1 dB, B = −3 dB, C = −5 dB, D = −10 dB. (b) Cross-polar 
component: A = −30 dB, B = −20 dB, C = −12 dB. Antenna parameters: W1 = 8 mm, W2 = 6.9 mm; probe 
position: XP = YP = 2.5 mm, er1 = 2.2, er2 = 1, er3 = 2.2, H1 = 1.53 mm, H2 = 1.53 mm, H3 = 3.09 mm (after 
F. Croq et al29 © IEE 1993).

(a) (b)

FIGURE 16-23 Aperture fed (one patch) antenna in Figure 16-19 and (b) X-band antenna, radiation  
pattern at 12 GHz (measured): (a) Copolar component: A = −1 dB, B = −3 dB, C = −1 dB, D = −20 dB.  
(b) Cross-polar component: A = −35 dB, B = −28 dB, C = −22 dB, D = −17 dB. Antenna parameters: W1 = 7 mm,  
Al = 8 mm, AW = 0.4 mm, Wf = 4.9 mm, Ls = 2.4 mm, erf = 2.2, er1 = 1, er2 = 2.2, Hf = 1.54 mm, H1 = 2.5 mm,  
H2 = 1.54 mm (after F. Croq et al29 © IEE 1993).
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For further enhancement of the bandwidth, additional resonances are needed that can 
be introduced by adding more patches. In the stacked configuration the antenna height fur-
ther increases. A more suitable configuration is to combine the aperture coupled geometry 
with stacked patches. Such a configuration is shown in Figure 16-24 and investigated in 
Targonski et al.32 The electromagnetic couplings are between three resonators consisting 
of a near resonant aperture and two stacked patches. In this design the aperture is coupled 
to the lower patch, and its size must be selected appropriately to increase the bandwidth 
through the correct value of the coupling coefficient and the resonance frequencies. The 
individual coupling between the aperture and the lower patch and that between the patches 
were investigated by a parametric study of their dimensions. The results are shown in 
Figure 16-25 to 16-27. The best coupling levels are shown in Figures 16-25b, 16-26b, and 
16-27b, along with their dimensional parameters.

Similar studies were also conducted for the substrate thicknesses of the first and second 
layers and are shown in Figure 16-28 and Figure 16-29. These results show the interrela-
tionship between the coupling of the resonators and the dimensional parameters that can 
be used to arrive at a desirable design solution, discussed in detail in Targonski et al.32 An 
example design was then selected to maximize the bandwidth. Its computed and measured 
return loss and gain are shown in Figures 16-30 and 16-31, which also show the antenna 
design data. The computed and measured bandwidths were 67 percent (5.05–10.1 GHz) 
and 69 percent (5.07–10.38 GHz). Considering the complexity of the antenna geometry, 
the agreement between the computed and measured results is satisfactory. Over most of the 
band, the gain is above 7 dBi and drops rapidly near the band edges. The computed front-
to-back ratio ranged from 8 to 14 dB over most of the band.

Multiple resonances can also be established in dual-layer patch antennas by using 
multiple planar patches on the second layer.26 The geometry of such an antenna is shown 
in Figure 16-32, where a single rectangular patch is placed on the lower substrate. On 
the upper substrate four rectangular patches are etched, such that when symmetrically 
located on the lower patch, they overlap at the corners.

FIGURE 16-24 Geometry of multilayered aperture coupled stacked patch antenna (after S. D. 
Targonski et al32 © IEEE 1998)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Wideband Microstrip Antennas



 WIDEBAND MICROSTRIP ANTENNAS 16-21

FIGURE 16-26 Input impedance as a function of lower patch size: (a) PL1 = PW1 = 8 mm, (b) PL1 =  
PW1 = 9 mm, and (c) PL1 = PW1 = 10 mm (after S. D. Targonski et al32 © IEEE 1998)

(a) (b) (c)

(a) (b) (c)

FIGURE 16-27 Input impedance as a function of upper patch size: (a) PL2 = PW2 = 9 mm, (b) PL2 = PW2 =  
10 mm, and (c) PL2 = PW2 = 12 mm (after S. D. Targonski et al32 © IEEE 1998)

(a) (b) (c)

FIGURE 16-25 Input impedance as a function of aperture length: (a) SL = 8 mm, (b) SL = 10 mm, and  
(c) SL = 12 mm. Other parameters: Wf = 4.75 mm, Lstub = 3.4 mm, SW = 0.8 mm. Patches: PL1 = PW1 = 9.1 mm,  
N1 = 1, PL2 = PW2 = 9.1 mm, N2 = 2. Dielectric layers: N = 3, erf = 2.33, tan df = 0.0012, df = 1.6 mm, er1 = 2.2, 
tan d1 = 0.0009, d1 = 3.175 mm, er2 = 1.07, tan d2 = 0.0009, d3 = 3 mm, er3 = 2.2, tan d3 = 0.0009, d3 = 0.127 mm. 
(after S. D. Targonski et al32 © IEEE 1998).
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(a) (b) (c)

FIGURE 16-28 Input impedance as a function of Layer # 1 dielectric thickness: (a) d1 = 2.5 mm,  
(b) d1 = 3 mm, and (c) d1 = 4 mm (after S. D. Targonski et al32 © IEEE 1998)

FIGURE 16-29 Input impedance as a function of Layer # 2 dielectric thickness: (a) d2 = 2 mm,  
(b) d2 = 3 mm, and (c) d2 = 4 mm (after S. D. Targonski et al32 © IEEE 1998)

(a) (b) (c)

FIGURE 16-30 Computed and measured return loss for aperture coupled 
stacked patch antenna: Feed parameters: Wf = 0.5 mm, doff = 5.4 mm, 
Lstub = 5.8 mm, erf = 2.2, tan df = 0.0009. Aperture: SL = 16 mm, SW = 1 mm. 
Antenna substrate: N = 4, er1 = 1.07, d1 = 1.2 mm, tan d1 = 0.0009; er2 = 2.2, 
d2 = 3.175 mm, tan d2 = 0.0009, er3 = 1.07, d3 = 3.1 mm, tan d3 = 0.0009, 
er4 = 2.53, d4 = 0.508 mm, tan d4 = 0.003. Patch elements: PL1 = 10.8 mm, 
W1 = 20 mm, N1 = 2, PL2 = 11.2 mm, PW2 = 20 mm, N2 = 3 (after S. D. Targonski 
et al32 © IEEE 1998).
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The degree of coupling between the lower patch and the upper patches is controlled by the 
amount of the overlap area, as well as by the spacing between the lower and the upper patches. 
The latter condition is similar to dual stacked patches, where a low permittivity foam substrate 
is used to separate the two patches. The level of coupling between the lower and one of the 
upper patches is small, but the combined coupling levels become sufficient to reach the criti-
cal coupling coefficient needed for the broadband input impedance. For the configuration of  

FIGURE 16-31 Computed and measured gain for aperture coupled stacked 
patch antenna. Antenna parameters are mentioned in Figure 16-30 (after  
S. D. Targonski et al 32 © IEEE 1998).

FIGURE 16-32 Geometry of the stacked microstrip 
antenna consisting of electromagnetically coupled four 
patches to a driven patch (after H. Legay and L. Shafai26 

© IEE 1994)
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Figure 16-32 the computed and measured impedance bandwidths were 20 percent. One added 
benefit of this configuration is its high gain of about 12 dBi. In fact, the original antenna in 
Legay and Shafai26 was designed to provide high gain without an array. In microstrip arrays 
the feed network losses deteriorate its performance in sidelobes, cross polarization, gain, 
and the noise temperature. In the configuration of Figure 16-32, the entire feed network is 
eliminated to remove its detrimental effect. This stacked configuration was designed as a high 
gain element for a thinned active microstrip array. Its high gain and wide bandwidth allowed 
considerable simplification in the feed network of a large array, with improved efficiency and 
electrical performance. Its measured gain is shown in Figure 16-33.

Further increase in the bandwidth can be obtained by adjusting the spacing between the 
lower patch and upper patches. In this case, the level of coupling depends on the corner over-
laps as well as the spacing. In the bandwidth optimization the two parameters must be adjusted 
simultaneously to maintain the needed coupling levels. Bandwidths in excess of 45 percent 
have been obtained. The antenna gain was found to be high for large overlaps and lower inter-
layer spacing. It is decreased by reducing the overlap or increasing the second substrate height. 
It was found that the radiation from the lower patch was out of phase with those of the upper 
patches, and that it tends to reduce their radiation intensity, and thus the antenna gain. Any 
means of reducing its radiation tends to improve the gain. Increasing the overlap or reducing the 
interlayer spacing results in covering the central patch and thus reducing its radiation.

16.7 MICROSTRIP ANTENNAS  
WITH L-SHAPED PROBE

Coaxial probe feeding is attractive in many practical applications, especially in single antennas, 
because of its simplicity and ease of fabrication. However, wide impedance bandwidths are 
obtained only by using stacked patches, and the probe height is usually too small to be resonant. 
Longer probes become too inductive and also radiate in the dipole mode, which is in cross 
polarization. Thus with longer probes the antenna must become capacitive to compensate for 
the probe inductance. These properties were generated by a bent L-shaped probe,33,34 shown in 
Figure 16-34. A long probe is used as a feed and is bent below the patch. The horizontal section 
of the probe couples capacitively to the patch and compensates for its inductance. In this man-
ner a resonant probe length can be selected to couple to the patch and increase its bandwidth. 
With a rectangular patch a parametric study was carried out to investigate its bandwidth and 
gain. The results are shown in Figure 16-35. Bandwidths in the order of 36 percent, centered at 
4.5 GHz, are obtained. The copolar gain is frequency dependent, but remains high over most 
of the band. It drops rapidly near edges of the band. For better antenna performance the vertical 
section of the probe must fall slightly outside the patch, i.e., S < 0. The radiation patterns are 

FIGURE 16-33 Radiation patterns for the antenna in Figure 16-32 at 4.3 GHz: (a) Directivity. (b) Measurement: 
Substrate parameters: er1 = er1 = 2.55, h1 = h2 = 1.58 mm. Upper patches: L1 = 20 mm, W1 = 16 mm. SX = SY = 
16 mm. Lower patch: L2 = 21.3 mm, W2 = 20 mm (after H. Legay and L. Shafai26 © IEE 1994).
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FIGURE 16-34 Basic geometry of the L-shaped probe-fed patch 
antenna and the coordinate system (after C. L. Mak et al33 © IEEE 2000)

FIGURE 16-35 SWR and gain curves for the six cases in Table 16-1 (after C. L. 
Mak et al33 © IEEE 2000)

H = 5 mm -------------, H = 6.6 mm _________, H = 7 mm -..-..-..-

(b)

(a)
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shown in Figure 16-36. The copolar patterns have nearly symmetric shape, but the cross polar-
ization is asymmetric and increases near the band edges, causing the gain loss. In the region 
between 15° and 30°, off the main beam, it increases to around –15 dB.

The performance of the antenna with an L-shaped probe over cylindrical and conical grounds 
was also investigated.35 The bandwidth improved to about 48 percent (2.01 to 3.2 GHz), and 
peak gain increased to 8.6 dBi. The cross polarization remained high at about −14.2 dB in 
the H-plane. The L-shaped probe was similarly investigated with circular and triangular patch 

Set H/mm Lv/mm Lh/mm S/mm
Bandwidth 
(SWR ≤ 2)

Average 
Gain

  1
5

(0.075l o)
10.42

(0.1563l o)
4.44

(0.0666l o)

S 
<

 0

−1.5
(−0.0225l o) 28% 7dBi

  2
6.6

(0.099l o)
10.5

(0.1575l o)
5.68

(0.0852l o)
−3

(−0.0450l o) 36% 7dBi

  3
7

(0.105l o)
9.88

(0.1482l o)
6.2

(0.0930l o)
−1

(−0.0150l o) 39% 6.5dBi

  4
5

(0.075l o)
7.64

(0.1146l o)
4.8

(0.0720l o)

S 
>

 0

+1.5
(0.0225l o) 32% 6.5dBi

  5
6.6

(0.099l o)
5.18

(0.0777l o)
6.48

(0.0972l o)
+2

(0.0300l o) 42% 6dBi

  6
7

(0.105l o)
6.98

(0.1047l o)
6.68

(0.1002l o)
+1

(0.0150l o) 42% 6dBi

TABLE 16-1 Bandwidth and Gain of the L-Shaped Probe-Fed Patch Antenna with Different Values 
of Parameters

W W Rx y× = × =30 25 0 52mm mm, .

FIGURE 16-36 Radiation patterns of the antenna  
using parameters in set 2 of Table 16-1 at 4.53 GHz  
(after C. L. Mak et al33 © IEEE 2000)

________ H-Copol __..__..__ E-Copol

------------ H-Xpol _._._._ E-Xpol
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antennas,36 and similar performances were obtained. In lieu of an L-shaped probe, the T-shaped 
probe has also been investigated.37 Its performance in bandwidth, gain, and cross polarization 
was found to be similar to the L-shaped probe. However, adding a second T-shaped probe, sym-
metrically under the patch, reduced the cross polarization to below −20 dB.

16.8 SLOTTED WIDEBAND PATCH ANTENNAS

In aperture coupled patch antennas, the coupling between a near resonant slot and the 
patch broadened the bandwidth to about 30 percent or higher. Another location for the slot 
is the patch surface. However, since the slot is long, the patch must be wide and the slot 
must be bent but remain symmetrical on the patch. Using this concept a U-shaped slotted 
patch was experimentally investigated in Huynh and Lee,38 and an impedance bandwidth of  
47 percent, from 0.812 to 1.282 GHz, was obtained. Later, the same configuration was 
investigated numerically.39 It was found that within the impedance band the antenna polar-
ization changes at the upper frequencies. The realistic bandwidth, for the same polarization, 
was found to be about 30 percent. Even then the cross polarization was increased signifi-
cantly near the end of its impedance band.39,40 Figure 16-37 shows the geometry of this 
antenna and its dimensional parameters. The slotted patch is over a thick foam substrate, 
and a coaxial probe is used to feed it at the patch center. Figure 16-38a shows its return loss 
plot, and Figure 16-38b the gain at two orthogonal polarizations. It is clear that the antenna 
polarization starts switching around 1 GHz.

Attempts were also made to design this antenna on a dielectric substrate er > 1. However, 
these initial attempts were not too successful, and impedance bandwidths were limited to 
around 20 percent. Instead, numerous authors have investigated successfully the same and 
derivatives of this antenna. In Bhalla and Shafai41 approximate expressions for minimum 
return loss frequencies of the U-slot antenna were proposed and investigated. They are 
given in Eqs. 16-6 and 16-7:

 

f
c

W
W W

bs
eff

1

2
3
2 2

=
+ + −



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(16-6)

 

f
c
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W
F a
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eff

1

2
3
2 4 2 2

=
+ + − + − +





∆ ε  
(16-7)

FIGURE 16-37 Geometry of coaxially fed rectangular patch with a U-shaped slot: (a) top view and (b) side 
view (after R. Bhalla and L. Shafai41 © Microwave and Optical Technology Letters 2002)

(a) (b)
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where c is the velocity of light in free space and ∆W is the fringing effect calculated from

 

∆W h

L
heff

eff

=
+ +



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−
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0 3 0 264

0 25
.

( . ) .

( .

ε

ε 88 0 8) .
L
h

+



  

(16-8)

and ee is the effective permittivity calculated from

 
ε ε ε

eff
r r h

W
= + + − +



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−
1

2
1

2
1

10
1
2

 
(16-9)

The parameters in these equations are defined in Figure 16-37 and Figures 16-39 
through 16-41. The rationale for choosing these equations is based on observation of the 

FIGURE 16-39 Return loss of the microstrip antenna with a single  
U-shaped slot:41 L = 37.5 mm, W = 26 mm, Ls = 19.5 mm, Ws = 12 mm,  
a = 3.7 mm, b = 2.8 mm, t = 2.1 mm, foam height h = 5 mm.  
----------- F = 14.50 mm, ________ F = 15.0 mm, -.-.-.-.- F = 15.5 mm.

 ______        x polarization
 ---x---x--     y polarization

(a)

(b)

FIGURE 16-38 (a) VSWR against frequency for the coaxially fed rectangular patch with a U-shaped slot 
on foam. Dimensions of the antenna in centimeters: W = 12.45, L = 21.97, Ws = 6.86, Ls = 8.22, a = 2.29,  
b = 1.94, t = 1.02, h = 2.69, F = W/2 (after T. Huynh and K. F. Lee38 © Electronics Letters 1995). (b) Maximum 
gain of x- and y-polarizations of the U-slot antenna.39
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patch current distributions at the null frequencies f1 and f2, shown in Figure 16-40 and 
Figure 16-41. At f1, currents appear to start at the center point behind the slot and terminate 
at the opposite edge. These currents resemble the patch current distribution due to the TM11 
mode. Thus, the length of the average current path will be half wavelength. At the second 
null the currents appear to start at the feed point and end at the center point behind the slot. 
This length is one wavelength at f2. These equations may be used for calculating approxi-
mately the null frequencies that can be used in determining the initial antenna dimensional 
parameters. However, since the substrate height is not present in these equations, they will 
only provide the patch and slot parameters.

FIGURE 16-40 Surface-current distribution on microstrip patch at f1 = 4.12 GHz (a) and (b) surface- 
current line on the patch at f1 = 4.12 GHz. Here F = 15.0 mm. Other dimensions are the same as in  
Figure 16-39 (after R. Bhalla and L. Shafai41 © Microwave and Optical Technology Letters 2002).

FIGURE 16-41 Surface-current distribution on microstrip patch at f2 = 5.08 GHz (a) and (b) surface- 
current line on the patch at f2 = 5.08 GHz. Here F = 15.0 mm. Other dimensions are the same as in  
Figure 16-39 (after R. Bhalla and L. Shafai41 © Microwave and Optical Technology Letters 2002).
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A rectangular patch with a circular slot was also studied and designed.42 It provided a 
bandwidth of 31.1 percent, at a center frequency of about 4 GHz. Its geometry with dimen-
sional parameters is shown in Figure 16-42. The return loss plot is shown in Figure 16-43. 
Again, approximate expressions for the return loss null frequencies were developed and 
are given next.

 

f c

R W W
W d

eff

1
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2
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



( )
( )∆ ∆ ε

 

(16-10)

FIGURE 16-42 Geometry of the microstrip patch antenna with a 
circular arc slot (after R. Bhalla and L. Shafai42 © IEEE 2002)

FIGURE 16-43 Return loss of the microstrip patch antenna with a circular arc slot, shown in Figure 16-42:
L = 55.5 mm, W = 29 mm, (xc, yc) = (0 mm, −2.5 mm), (a1, b1) = (5 mm, 2.5 mm), (a2, b2) = (7 mm, 5.5 mm), 
t = 2.83 mm, d = 1.37 mm, F = 16 mm, foam substrate height = 5.5 mm (after R. Bhalla and L. Shafai42 

© IEEE 2002).
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These equations were also developed using the current distributions at the null frequen-
cies and found to be accurate within 4 percent.

A more elaborate, but approximate, design approach for a U-slotted rectangular patch 
is developed in Weigand et al43 based on a detailed numerical investigation. They have 
defined four resonant frequencies: fres1, fres2, fres3, and fres4. They are related to the slot 
resonance, the TM01 mode of the patch, the antenna center frequency, and the slot reso-
nance frequency in free space. The first resonance frequency is not radiating efficiently 
and is discarded. The second, third, and fourth resonant frequencies are related to the 
antenna dimensional parameters and the substrate relative permittivity. Based on these, a 
design approach is developed that, although approximate, helps in determining the initial 
design of the antenna. A final tuning may be necessary to yield the desired antenna. An 
important feature of this study is the fact that it includes the substrate permittivity in the 
design, and a wideband antenna on a dielectric substrate with er = 2.2 is designed that 
provides a bandwidth of 39 percent, between 4.21 and 6.26 GHz. Figure 16-44 defines 
the antenna dimensional parameters, and the approximate equations for the last three 
resonance frequencies are given by
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where ∆B and ∆B-E-H are the fringing effect at the patch edge and the slot, respectively. 
Based on these equations, a design procedure is developed, which is described next.

 1.  Specify the center frequency and 2:1 VSWR bandwidth of the desired antenna. 
Approximate the center frequency as fres3 and the lower and upper frequency bounds 
of the bandwidth as fres2 and fres4, respectively.

 2.  Select a substrate permittivity er and a substrate thickness T. There is a lower limit 
on T below which broadband operation is unlikely. Therefore, the substrate thickness 
and permittivity should satisfy the following rule of thumb derived from the existing 
literature and parametric studies:

T
r

≥ 0 06 3.
( )λ
ε

res air

 3. Estimate the quantity B + 2∆B as follows:

B B
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2 3
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 4. Calculate A as

 
A B B= +1 5 2. ( )∆

 

 5. Calculate eeff and 2∆B using the following common equations:
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A
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B
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C
(mm)

D
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E
(mm)

F
(mm)

H
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R
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T
(mm)

Offset
(mm)

er

36.0 26.0 12.0 16.0 2.0 2.0 4.0 0.5 5.0 0.0 2.20

FIGURE 16-44 Geometry of the rectangular U-slot microstrip patch antenna (after S. Weigand et al43 
© IEEE 2003): Dimensions and material properties of the initial U-slot antenna used in the parametric studies 
(after S. Weigand et al43 © IEEE 2003):
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 6. Back calculate the value of B:
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= −
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∆

 7. Select a starting value of slot thickness using the following rule of thumb:

E F= =
λres air3

60
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 8. Calculate D by solving Eq. 16-12:
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 9. Select C such that

C
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C
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10.  Calculate the effective permittivity and effective length extension of the pseudo patch 
of the fourth resonance with the effective width as D − 2F:
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11. Calculate H by solving Eq. 16-14:
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12. Check that the sum C + E + H is less than B. If not, adjust C by changing the ratios in 
step 9 and the value of H until the design is physically realizable.

16.9 VARIATIONS OF U-SLOT PATCH ANTENNA

Edge-Slotted V-Slot Antenna: The V-slot antenna was studied in Rafi and Shafai,44 which 
showed that the V angle can be used to improve its performance. The bandwidth of a U-slot 
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antenna was increased from about 30 percent to 36.5 percent by replacing the U-slot with 
a V-slot. The V angle is quite small and around 10°. A major problem with both U-slot and 
V-slot antennas is the cross polarization in the H-plane that increases rapidly at high fre-
quencies. This problem was investigated and resolved in Rafi and Shafai.45 Two additional 
slots were incorporated at the edge of the patch, as shown in Figure 16-45, which shows 
three different possibilities. Their return loss plots are shown in Figure 16-46. Antenna I 
shows a wideband performance similar to the original V-slot antenna without the edge slots. 
The cross polarizations in the H-plane are shown in Figure 16-47. For the original antenna, 
it increases rapidly beyond 5 GHz. However, for Antenna I, which has edge slots open  
at the top, the cross polarization is low and nearly independent of frequency. To investigate 
the effect of this cross-polarization improvement, its gain performance is compared with 
the original antenna in Figure 16-48. It is clear that the gain of the edge slotted antenna has 
increased by as much as 3 dB at high frequencies. This indicates that the radiated power of 
the cross-polar component has returned to the copolar component. Figure 16-49 shows the 
principal plane radiation patterns of the original and edge slotted Antenna I. The improve-
ments in gain and cross polarization are evident.

FIGURE 16-46 Return losses for the V-slot microstrip patch anten-
nas of Figure 16-45: -.-.-.-.- Without parallel slots; ________ With two 
parallel edge slots open at the top (Antenna I); ------- With two parallel  
edge slots at the middle (Antenna II); …… With two parallel edge 
slots open at the bottom (Antenna III) (after G. H. Rafi and L. Shafai45 
© Microwave and Optical Technology Letters 2004)

FIGURE 16-45 Geometries of wideband V-slotted microstrip patch antennas with two parallel-edge slots 
of different configurations: er = 1.05, h = 5.5 mm, LG = WG = 60 mm, L = 26 mm, W = 36 mm, q = 10°,  
LV = 2.7 mm, WV = 8.8 mm, t = 2 mm, d = 2.3 mm, Lp = 22 mm, tp = 1.5 mm, dp = 3 mm45

(a) (b) (c)
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FIGURE 16-47 Cross-polarization levels in H-plane vs. fre-
quency for different V-slot antennas of Figure 16-45:
-.-.-.-.- Without parallel slots; _____ With two parallel edge slots 
open at the top (Antenna I); ------ With two parallel edge slots at 
the middle (Antenna II); ……. With two parallel edge slots open  
at the bottom (Antenna III) (after G. H. Rafi and L. Shafai45 
© Microwave and Optical Technology Letters 2004)

FIGURE 16-48 Available gain of V-slotted microstrip patch antenna 
in Figure 16-45: _______With parallel slots; ------Without parallel 
slots (Antenna I) (after G. H. Rafi and L. Shafai45 © Microwave and 
Optical Technology Letters 2004)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Wideband Microstrip Antennas



16-36 CHAPTER SIXTEEN 

Circular-Arc V-Slot Antenna: The patch shape in this antenna is changed from a rect-
angle to a double arc, as shown in Figure 16-50.46 The bandwidth of this new antenna is 
increased to 40 percent, from 30 percent of the U-slot antenna. Other parameters remain 
similar.

Diamond-Shaped V-Slot Antenna: The patch in this antenna is diamond shaped, as 
shown in Figure 16-51.47 Its return-loss plot in Figure 16-52 and the input impedance in 
Figure 16-53 show that there is an additional resonance, and the bandwidth increases to 
50 percent.

(a) (b)

FIGURE 16-49 Radiation patterns and cross polarization of V-sloted antenna in Figure 16-45 at 
6.5 GHz in the (a) E-plane and (b) H-plane: -.-.-.-.- Copol. V-slot; ______ Copol. V-slot with parallel  
slots (Antenna I); -------- Cross-pol. V-slot; ......... Cross-pol. V-slot with parallel slots (Antenna I) (after  
G. H. Rafi and L. Shafai45 © Microwave and Optical Technology Letters 2004).

FIGURE 16-50 Geometry of the nonrectangular 
microstrip antenna with V-slot (after G. H. Rafi and  
L. Shafai46 © IEEE 2003). The antenna parameters are 
er = 1.0006, L1 = 44 mm, W1 = 27.4 mm, WL = 8 mm,  
R = 29.2 mm, q = 7°, LV = 20 mm, WV = 8.8 mm,  
t = 2 mm, d = 2 mm, df = 18 mm (after Rafi and Shafai47 
© Electronics Letters 2004).
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FIGURE 16-51 Geometry of wideband microstrip patch antennas with  
V-slot and diamond-shaped patch: LG = 100 mm, WG = 80 mm, h = 5 mm, 
er = 1.05, L = 58 mm, W = 32 mm, WL = 28 mm, w = 8 mm, l = 8 mm,  
q = 12.5o, LV = 19 mm, WV = 8.8 mm, t = 2 mm, d = 4.3 mm (after Rafi and 
Shafai47 © Electronics Letters 2004)

FIGURE 16-52 Comparison of simulated and measured return losses 
of V-slot microstrip antenna with diamond-shaped patch and data as in 
Figure 16-51 (after Rafi and Shafai47 © Electronics Letters 2004).
…………. Measured ________ Calculated
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Double U-Slot Antenna: In this antenna a second U-slot is placed inside the first one48 
(see Figure 16-54). Its bandwidth has increased to 44 percent (1.24−1.95 GHz), as shown 
in Figure 16-55. The new resonance is evident from the second loop on the Smith Chart 
of Figure 16-56.

Circular Patch L-Probe Antenna: An L-probe is used to feed a circular patch with a cir-
cular-slot, as shown in Figure 16-57.49 Its bandwidth is 40 percent, from 3.55 to 5.32 GHz, 
as shown in Figure 16-58. Within the bandwidth, its gain was above 8 dBi.

FIGURE 16-53 Impedance plot for V-slotted diamond-
shaped patch antenna and data same as in Figure 16-51 
(after Rafi and Shafai47 © Electronics Letters 2004)

FIGURE 16-54 Geometry of double U-slot patch antenna on a foam 
substrate (Y. X. Guo et al48 © Electronics Letters 1998)
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Stacked slotted antennas have also been investigated for achieving even larger 
bandwidths. In Clénet et al50 a U-slotted page is stacked with a conventional patch, 
and bandwidth of 45 percent is obtained. In Rafi and Shafai51 two U-slotted patches 
are stacked and investigated (see Figure 16-59). An impedance bandwidth of 46 per-
cent is obtained. In Rafi and Shafai52 a V-slotted patch antenna is first stacked with  
a conventional patch (see Figure 16-60) and obtained a bandwidth of 47 percent.  
Then it is stacked with another V-slotted patch (see Figure 16-61). The bandwidth of 
the new antenna was increased to 54 percent.

FIGURE 16-55 SWR against frequency of the antenna with double U-slot in  
Figure 16-54 (Y. X. Guo et al48 © Electronics Letters 1998)

MARKER 1
1.24 GHz

1.96
MARKER 2
1.94 GHz

1.96

C

1.2

STOP
2.25 GHz

START
1.15 GHz

FIGURE 16-56 Input impedance of the antenna with  
double U-slot in Figure 16-54 (Y. X. Guo et al48 © Electronics 
Letters 1998)

START
1.15 GHz

STOP
1.25 GHz
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FIGURE 16-58 Return loss of a circular patch antenna with a circular arc slot and an L-shaped probe:49 

Cd = 34 mm, (xc, yc) = (0 mm, 1.75 mm), (a1, b1) = (5 mm, 8.75 mm), (a2, b2) = (7 mm, 10.75 mm),  
t = 2.83 mm, Lh = 14 mm, LV = 5.5 mm, R = 1 mm, D = 3 mm, foam substrate height H = 9 mm

FIGURE 16-57 Geometry of a circular patch antenna with a circular arc slot and an L-shaped probe49
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FIGURE 16-59 Stacked U-slot antenna51

FIGURE 16-60 Geometry of a double-layer V-slotted rectangular patch stacked with 
simple rectangular patch: er1 = er2 = 1.05, h1 = h2 = 5 mm, L1 = 37 mm, W1 = 28 mm, a1 = 
10o, LV = 19 mm, WV = 7.2 mm, d1 = 6.3 mm, t = 2 mm, L2 = 26 mm, W2 = 19.4 mm (after  
G. H. Rafi and L. Shafai52 © IEE 2002)
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16.10 EBG LOADED SLOTTED PATCH ANTENNAS

Electromagnetic band gap structures interact strongly with the substrate field and have been 
used to reduce surface wave excitation and losses in microstrip antennas. In this case an 
attempt was made to use them for further increasing the patch bandwidth. The results have 
been surprisingly good. In Rafi and Shafai53 small shorted patches were placed parallel to 
the antenna radiating edges to intercept the substrate mode fields. They generate a high 
impedance barrier to the substrate fields and reradiate their power, improving the band-
width and gain. The resulting antenna geometry is shown in Figure 16-62, and its return 

FIGURE 16-61 Geometry of double-layer V-slotted rectangular 
microstrip patch stacked with another V-slotted patch: er1 = er2 = 1.0006, 
h1 = h2 = 5 mm, L1 = 37 mm, W1 = 28 mm, a1 = 7o, LV1 = 19 mm,  
WV1 = 8 mm, d1 = 6.3 mm, t = 2 mm, L2 = 26 mm, W2 = 19.4 mm, 
a2 = 24o, LV2 = 18 mm, WV2 = 6 mm, d2 = 1.7 mm (after G. H. Rafi 
and L. Shafai52 © IEE 2002)

FIGURE 16-62 Geometry of the wideband microstrip patch antennas with V-slot and patch-via 
resonators: L = 26 mm, W = 35 mm, LG = 52 mm, WG = 80 mm, q = 16.5o, LV = 20.7 mm, Wv = 
8.8 mm, d = 2.3 mm, er = 1.0006, h = 5.5 mm, t = 2 mm, dpr = 4 mm, Dpr = 5 mm, Lpr = 5 mm  
(after G. H. Rafi and L. Shafai53 © IEEE 2004)
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loss in Figure 16-63. An impedance bandwidth of 58 percent was obtained. This is signifi-
cant, since it is obtained with a single-layer design. Its radiation characteristics remained 
similar to the original antenna.

A similar approach was also used for loading a slotted-diamond patch antenna.54 The 
loading EBG structures, however, were two periodically shorted narrow patches, in lieu 
of arrays of small EBG patches. The antenna geometry is shown in Figure 16-64. The 
VSWR plots for both rectangular and diamond-shaped patches are shown in Figure 16-65. 
The achieved bandwidth of the latter antenna was 66 percent, much higher than that of 

FIGURE 16-63 Comparison of return loss for V-slot microstrip patch with and without patch-via 
resonators: ………… V-slot microstrip patch without patch-via resonators. ________ V-slot microstrip 
patch with patch-via resonators (after G. H. Rafi and L. Shafai53 ©IEEE 2004).

FIGURE 16-64 Geometry of the wideband diamond-shaped patch antennas with V-slot 
and strip-via resonators:54 L = 46 mm, W = 28 mm, LG = 52 mm, WG = 80 mm, q = 12.5°, LV = 
19 mm, Wv = 8.8 mm, d = 4.3 mm, h = 5 mm, er = 1.1, Dpr = 10 mm, Lpr = 6 mm, t = 2 mm
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even stacked patches. Figure 16-66 shows the gains and cross polarizations. The gain of 
the loaded antenna is enhanced, especially at high frequencies, making it independent of 
frequency. Because in slotted patch antennas the gain decreases rapidly at high frequencies, 
the improvement in the gain is also remarkable. The midband radiation patterns are shown 
in Figure 16-67.

FIGURE 16-65 VSWR of wideband diamond-shaped patch antenna with 
strip-via resonators, Figure 16-64, and original V-slotted rectangular patch 
microstrip patch antenna.54   
………… Rectangular patch ________ Diamond shape patch  

FIGURE 16-66 Antenna gain and cross polarization (X-pol.) 
vs. frequency for diamond-shaped patch antenna with strip-via, 
Figure 16-64, and original V-slotted rectangular patch54
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16.11 MICROSTRIP PATCH ANTENNAS  
WITH EBG SUBSTRATE

In microstrip patch and other low-profile antennas over a conducting ground plane, the nega-
tive image of the radiating electric current detrimentally influences its radiation efficiency and 
bandwidth. In contrast, a magnetic ground plane would enhance the radiation, and thus the 
efficiency and bandwidth. However, since 
a perfect magnetic ground plane does not 
exist, it should be developed using peri-
odic materials such as EBG structures, 
which have finite band gaps. As a result, 
the bandwidth of a so-generated mag-
netic ground plane will also be finite, and 
restricted to its band gap, outside which it 
will have a complex surface impedance 
similar to tuned circuits. In this section the 
properties of a microstrip patch antenna 
over a high-impedance EBG substrate is 
investigated within its band gap.

The geometry of the antenna is shown 
in Figure 16-68. A rectangular patch 
antenna is placed over a high-impedance 
EBG whose band gap occurs within a 
frequency band of 5.8−7.5 GHz.55 A ref-
erence patch antenna, i.e., the same rect-
angular patch over a dielectric substrate 
of similar thickness (1.59 mm) and size 
with a perfect electric ground plane, was 
also designed for operation at 6.6 GHz.  

FIGURE 16-68 Geometry of a microstrip patch 
with an EBG substrate, patch length L  = 14 mm, width 
W = 6 mm, er = 2.5, h1 = h2 = 1.59 mm, feed distance 
from patch center Lf = 5.2 mm (after D. Qu et al55  

© IEE 2006)

FIGURE 16-67 Antenna E- and H-plane (f = 0, f = 90) 
patterns at 5.5 GHz; data same as in Figure 16-6454
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Because of the small size of the ground plane (80 mm × 80 mm), its performance in gain 
was poor and provided a boresight gain of only 3.92 dBi. Its bandwidth was also small 
and about 3.85 percent. The microstrip patch over the EBG substrate was also designed 
for 6.6 GHz and had the parameters Length L = 14 mm, Width W = 6 mm, er = 2.5,  
tan d = 0.001, substrate heights h1 = h2 = 1.59 mm, and probe distance from the patch center 
Lf = 5.2 mm. The two central EBG patches are 8 mm × 7 mm, to accommodate the feed 
probe. Other EBG patches are 8 mm × 8 mm, with a spacing of 0.2 mm. The ground plane 
size is 80 mm × 80 mm.

A parametric study was conducted for this antenna. First, the feed location Lf was 
assigned different values. Its effects, which are significant, on the patch minimum S11, 
bandwidth, and gain are shown in Table 16-2. When Lf = 5.2 mm, the impedance band-
width reaches 20.20 percent (6.23−7.63 GHz), and minimum S11 is −44.77 dB. The gain 
is not sensitive to the feed location, and its maximum of 10.32 dBi is obtained for this 
feed location, as the mismatch loss is minimal. The gain bandwidth was larger than its 
impedance bandwidth and remained within 1.0 dB of its peak in about 15 percent band-
width. Next, the effect of patch width was studied. The results are shown in Table 16-3, 
again showing significant effects on the impedance bandwidth. The gain bandwidth was 
large similar to the previous case.

For this antenna, with W = 6 mm, Lf = 5.2 mm, effects of different ground plane sizes 
were also studied. The results are shown in Table 16-4, indicating a relatively minor effect 
on the patch bandwidth. The selected ground plane sizes are around 1 to 1.5 wavelengths, 
where the patch gain and bandwidth remained nearly constant, larger than that of the 
impedance bandwidth. The gain and its bandwidth remained large, as long as the ground 
plane size was larger than one-half wavelength.

Feed Location Lf 
       (mm)

Minimum S11 
(dB) Impedance Bandwidth

Gain at q  = 0° 
(dBi)

         4.6 −22.44 19.91% (6.24−7.62 GHz) 10.31

         5.2 −44.77 20.20% (6.23−7.63 GHz) 10.32

         5.8 −35.75 16.38% (6.50−7.66 GHz) 10.32

TABLE 16-2 Minimum S11, Bandwidth, and Gain for the Antenna in Figure 16-68 vs. the Feed 
Location Lf 

Patch Width 
     (mm)

Minimum S11 
(dB) Impedance Bandwidth

Gain at q = 0° 
(dBi)

       5.5 –33.93 16.12% (6.50–7.64 GHz) 10.34

       6.0 –44.77 20.20% (6.23–7.63 GHz) 10.32

       6.5 –23.42 16.34% (6.35–7.48 GHz) 10.32

TABLE 16-3 Minimum S11, Bandwidth, and Gain for the Antenna of Figure 16-68  
vs. the Patch Width
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For the antenna with 80 mm × 80 mm ground plane, the effect of EBG patch spacing 
was studied next. The results are shown in Table 16-5, affecting all antenna parameters. The 
impedance bandwidth is broadest (21.08 percent) when the EBG spacing is 0.3 mm. Its S11 
plot is shown in Figure 16-69.

The radiation patterns of the antenna of Figure 16-68 with the EBG substrate are shown 
in Figures 16-70a and 16-70b, at 6.26 GHz. The maximum gain is 9.81 dBi at q = 0°, which 
is much higher than that of the reference patch (3.92 dBi). The H-plane cross polarization 
has a peak level of −21 dB.

The results in this study showed that a microstrip patch antenna over an EBG ground 
plane and within its band gap has a significantly improved performance in its impedance 
bandwidth, gain, and cross polarization. In addition, the patch gain was relatively insensi-
tive to its parameters and remained high within its impedance bandwidth. The improve-
ments in gain and bandwidth are expected from antennas over a magnetic ground plane, 
and the selected EBG substrate behaves similarly within its band gap.

FIGURE 16-69 The S11 of microstrip antenna of Figure 16-68 with EBG patch spacing of 0.3 mm (after 
D. Qu et al55 © IEE 2006)

Ground Plane Size L × W 
              (mm)

Minimum S11  

(dB) Impedance Bandwidth
Gain at q = 0° 

(dBi)

            55 × 55 –29.75 18.64% (6.42–7.74 GHz) 10.20

            65 × 65 –26.62 18.13% (6.42–7.70 GHz) 10.39

            80 × 80 –44.77 20.20% (6.23–7.63 GHz) 10.32

TABLE 16-4 Minimum S11, Bandwidth, and Gain for the Antenna of Figure 16-68 vs. Its 
Ground Plane Size

EBG Spacing 
    (mm)

Minimum S11 
(dB) Impedance Bandwidth

Gain at q = 0° 
(dBi)

      0.1 –34.42 17.97% (6.23–7.46 GHz) 9.67

      0.2 –44.77 20.20% (6.23–7.63 GHz) 10.32

      0.3 –22.41 21.08% (6.24–7.71 GHz) 9.81

TABLE 16-5 Minimum S11, Bandwidth, and Gain for the Antenna of Figure 16-68  
vs. the EBG Spacing
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17.1 INTRODUCTION

History of Dielectric Resonator Antennas

The term dielectric resonator (DR) first appeared in 1939, when Ritchmyer1 of Stanford 
University showed that unmetallized dielectric objects in the form of toroids could func-
tion as microwave resonators. However, his theoretical investigations failed to generate 
significant interest and practically nothing happened in this area for over 25 years. In the 
early 1960s, researchers from Columbia University, Okaya and Barash,2,3 reported the first 
ever DR in the form of a single crystal TiO2. In the mid-1960s, Cohn4 and his coworkers at 
Rantec Corporation performed the first extensive theoretical and experimental evaluation 
of DR. Nevertheless, the DR was still far from being used in practical applications. A real 
breakthrough in the dielectric ceramic industry occurred in the early 1970s when Masse  
et al developed the first temperature-stable, low-loss barium tetratitanate ceramics.5 In 
1975, Van Bladel6 reported detailed theory to evaluate the modes of DR. The emergence 
of DR as a circuit element for several microwave wireless devices has injected tremendous 
interest into the research of such material.7–9 With the development of low-loss dielectrics, 
resonators with high Q elements for circuit applications such as filters and oscillators were 
developed, thus increasing the possibilities for developing more compact integrated micro-
wave circuits.8 For these circuits, resonators, which are typically cylindrical in shape, are 
made out of high dielectric constant materials (er > 35) and are usually shielded to maintain 
the high quality factor needed for applications in oscillators, filters, etc.

DRs of different shapes have various modes of oscillation. With the proper excitation 
of certain modes and with no shielding, these resonators can actually become efficient 
radiators instead of energy storage devices. This concept led to the exploration of DRs as 
antennas. Although open DRs were found to radiate many years ago,10,11 the idea of using 
DR as a practical antenna materialized in 1983, when Long et al12 published a paper on 
cylindrical dielectric resonator antennas (DRAs). Subsequently, other researchers inves-
tigated rectangular13 and hemispherical14 DRAs. These works laid the foundation for 
later extensive investigations on various aspects of DRAs. Considerable work done on 
analyzing their resonant modes, radiation characteristics, and various feeding schemes 
has demonstrated that these “new” radiators could offer new and attractive features in 
antenna design. Many new elements and arrays with attractive characteristics for wire-
less and other applications have been implemented and descriptions of some of these are 
included in the literature.15–17

Advantages of DRAs

As has been recently demonstrated, DRAs offer a high degree of flexibility and versatility 
over a wide frequency range, allowing for designers to suit many requirements. DRAs offer 
the following advantages:

● The DRA size is proportional to lo /er
1/2, where lo is the wavelength at resonant frequency 

and er is the dielectric constant of the DR. Thus for the same frequency there is a natural 
reduction in size, compared with their conventional counterparts like microstrip anten-
nas. Also, different values of er (ranging from 4 to 100) can be used, thus allowing the 
designer the flexibility in controlling the size and bandwidth.

● Depending on the resonator shape, various modes can be excited within the DRA element. 
These modes can produce different radiation patterns for various coverage requirements. 
Also, the Q-factor of some of these modes will depend on the aspect ratio of the DRA, thus 
allowing one more degree of flexibility in the design.
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● Many of the existing feeding schemes can be used (slots, probes, microstrip, coplanar 
waveguides, dielectric image guide, etc.). This makes them easy to integrate with existing 
technologies.

● Compared with the microstrip antenna, DRA has a much wider impedance bandwidth. 
This is because the microstrip antenna radiates only through two narrow radiation slots, 
whereas the DRA radiates through the whole antenna surface except the grounded part. 
Moreover the operating bandwidth of a DRA can be varied by suitably choosing the 
dielectric constant of the resonator material and its dimensions.

● DRAs have been designed to operate over a wide frequency range (1 GHz to 44 GHz) 
compared with other antennas existing in the literature.

● DRAs have a high dielectric strength and hence higher power handling capacity. Moreover 
the temperature-stable ceramics enable the antenna to operate in a wide temperature range.

Fundamental Modes and Their Radiation Mechanisms

A microwave resonator has an infinite number of resonant modes, each corresponding 
to a particular resonant frequency at which the stored electric energy is equal to the 
magnetic energy. To simplify the discussion, we use the cylindrical resonator as our 
reference in the free space. Based on that, the excited modes can be classified into three 
distinct types: TE, TM, and hybrid. The fields for TE and TM modes are axisymmetric, 
whereas hybrid modes are azimuthally dependent. According to the mode nomenclature 
described by Kobayashi et al,18,19 the variation of fields along the azimuthal, radial and 
Z-direction inside the resonator is denoted by adding mode indices as subscripts to each 
family of modes. The TE, TM, and hybrid modes are classified as TEmnp+d, TMmnp+d and 
HEmnp+d respectively. The first index denotes the number of full-period field variations in 
azimuthal direction, the index n (n = 1, 2, 3…) denotes the order of variation of the field 
along the radial direction and the index p + d (p = 0, 1, 2…) denotes the order of variation 
of the fields along the Z-direction. Here, the third index denotes the fact that the dielectric 
resonator is shorter than integer multiples of half the dielectric wavelength. The actual 
value of d depends on the relative dielectric constant of the resonator and the substrate 
and on the proximity to the top and bottom conductor planes. An interesting feature of 
DR is the variation in field distribution of different modes, because the modes behave 
like electric and magnetic multipoles such as dipole, quadrupole, octupole, etc. The mode 
nomenclature makes possible the accurate prediction of far-field radiation of dielectric 
resonators in their application as antennas. For example, the TE01d mode radiates like a 
short magnetic dipole oriented along its axis, whereas its TM counterpart radiates like a 
short electric dipole and the HE11d mode radiates like a horizontal magnetic dipole. The 
modes that are most commonly used for radiating applications are TE01d , TM01d , and HE11d . 
The corresponding field distributions for cylindrical DRs are shown in Figure 17-1.

The equations for the resonant frequency and radiation Q-factor of the TE01d , TM01d  and 
HE11d modes of a cylindrical DRA with dielectric constant er , radius a, and height h kept 
above an infinite ground plane and fed by an electromagnetic signal of free space velocity 
c are given next. These equations have been derived by a combination of dielectric wave-
guide model and curve fitting (koa vs. a/h) based on extensive numerical and experimental 
investigations.15,20

TE01d mode:

 f
c

a
x xo

r= + −
−2 921

2
0 691 0 319 0 035

0 465
2.

[ . . . ]
.ε

π
 (17-1)

 Q x x er= + −0 012 5 270 1106 1881 2076 0 625 1 02. [ . .. . .ε 772x ]  (17-2)
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where x = a /2h. The ideal radiation pattern of TE01d  mode is as shown in Figure 17-2, if the 
DR is split along its axis and placed on a ground plane.

TM01d mode:

 f
c

a
xo

r
r= − − −

−2 933
2

1 0 075 0 05 10
0 468.

{ [ . . ]( )
.ε

π ε // }{ . . . }28 1 048 0 377 0 071 2+ −x x  (17-3)

Q e xr r
r= − − −0 009 1 0 3 0 2 380 888 0 040. { [ . . ]( ) /. .ε εε 228 9 498 2058 33 4 322 3 501}{ . . }. .x x e x+ −  (17-4)

The ideal radiation pattern of TM01d  mode when it is cut to half and placed on a ground 
plane is depicted in Figure 17-3.

HE11d  mode:

 f
c

a
x xo

r= + −
−2 735

2
0 543 0 589 0 050

0 436
2.

[ . . . ]
.ε

π
 (17-5)

 Q x xer
x= + − +0 013 2 135 228 0431 202 2 046 0 11. [ . .. . .ε 11 2x ]  (17-6)

The ideal radiation pattern of HE11d  mode when it is cut to half and placed on a ground 
plane is illustrated in Figure 17-4.

FIGURE 17-1 Sketch for the field distributions of the first three common modes

TE01δ TM01δ HE11δ

FIGURE 17-2 Ideal radiation pattern of TE01d mode

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Dielectric Resonator Antennas



 DIELECTRIC RESONATOR ANTENNAS 17-5

The resonant frequencies and radiation of ideal modes for other geometries can be 
obtained with some approximations or with complete numerical eigenvalue solutions. The 
exception are hemispherical shapes for which modes can be obtained exactly by enforcing 
the boundary conditions on the surface of the sphere to obtain a characteristic (eigenvalue) 
equation from which numerical solutions can be obtained to get the resonant frequencies.

Excitation Techniques of DRAs

The operational mode of a DRA depends on the method of excitation employed. Moreover, 
the coupling mechanisms significantly affect the resonant frequency and radiation Q-factor 
of a DRA. A number of excitation techniques have been adopted. These include coaxial 
probe,21,22 aperture coupling with a microstrip feedline,23,24 aperture coupling with a coaxial 
feedline,25,26 waveguide coupled aperture,27,28 direct microstrip feedline,29,30 coplanar feed,31 
soldered through probe,32 slot line,33 conformal strip34 and direct image guide.35 Some of 
these excitation methods are illustrated in Figure 17-5.

In aperture coupling methods, the aperture can be of any shape, such as narrow slot, 
loop, cross, or C-shape cut in the ground plane and can be fed by a microstrip line/coaxial 
feedline beneath the ground plane or aperture cut on the surface of a waveguide. Here 
the aperture behaves like a magnetic current running parallel to the length of the slot, 
which excites the magnetic fields in DRA. In this case moving the DRA with respect to the 

FIGURE 17-3 Ideal radiation pattern of TM01d  mode

FIGURE 17-4 Ideal radiation pattern of HE11d  mode
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aperture or controlling the aperture size can adjust the coupling level. This method has the 
advantage of feeding networks kept below the ground plane and hence avoids the spurious 
modes. Moreover, slot aperture coupling is widely used for integrating DRAs with printed 
feed structures.

The excitation of DRs using coplanar waveguide lines appears to be highly promising 
because they enable easy coupling with MMICs. In this case, coupling level can be adjusted 
by positioning the DRA over the coplanar structure. Impedance tuning can be done by 
adding stubs, slots, or loops at the end of the coplanar line. Though coaxial probes and 
coplanar loops work alike, the latter has the advantage of unobtrusive and planar structure 
to benefit integration. By moving the position of DR over the loop, the operational mode 
can be selected.

Dielectric image guide excitation of DRAs offers advantages over microstrip line 
methods in that they do not suffer from conductor losses, especially at millimeter wave 
frequencies. Here the coupling between the guide and the DR is usually small, but can be 
increased by operating the guide closer to the cutoff frequency. This method is similar to 
the waveguide slot method, but with the image line replacing the waveguide. These types 
of excitations find many applications, especially in series fed linear DRA arrays.

In coaxial probe feed excitation, the center pin of a coaxial transmission line is extended 
through the ground plane. It can also be soldered to a flat metal strip. This can be considered 
as an electric current running vertical to the DRA height. The probe can either be located 
adjacent to the DRA or can be embedded within the body. The strength of coupling depends 
on the length and location of the probe. Various modes can also be excited based on the 
probe location. The extent of coupling can be adjusted by modifying the probe height. In 
this method, various modes are excited depending on the position of the probe. Another 
advantage of this method is that the antenna system can be directly connected to a 50 Ω 
circuit without the aid of any matching network.

Use of the direct microstrip line mechanism is the simplest method to energize DRAs. 
In this method, a microstrip line printed on the same substrate excites a DR that could be 
placed directly over the microstrip line or nearby over the dielectric substrate. The level of 
coupling can be adjusted by the lateral position of the DR with respect to the microstrip line 
and by using substrate with different permittivity. For wider bandwidth, er of the substrate 
should be kept low, but requires a reasonable value for better coupling. To have acceptable 
radiation efficiency, microstrip-line excited DRA arrays are being used. Microstrip line offers 
the advantage of easy and cost-effective fabrication of DRA arrays because feedlines can be 

FIGURE 17-5 Different excitation mechanisms for the DRA

(b) Slot-microstrip (c) Microstrip

(d) Slot-waveguide (e) Slot-image
line

(f) Image guide

(a) Coaxial probe
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simply printed over the substrate. But these have the disadvantage that polarization of the 
array is dictated by the orientation of the microstrip line. Moreover, this excitation scheme 
may also generate surface waves in the dielectric substrate, which is highly undesirable.

It should be clear that once we use the real source, different modes could be excited and 
in some cases the radiation patterns could be deformed from the intended mode pattern. 
Such deformation may be controlled or reduced by adjusting the excitation position or 
coupling level.

17.2 POSSIBLE METHODS OF ANALYSIS

The approaches to solving DRA problems theoretically can be broadly classified into two: 
(1) theoretical models like cavity, waveguide, and curve fitting methods and (2) numerical 
methods based on frequency domain and time domain techniques.

Theoretical Models

Theoretical models are appropriate for conical structures. Then modal analysis and Green’s 
functions can be derived getting analytical expressions.

Cavity Model (Cylindrical DRA) Cavity model12 is the first and simplest analysis tech-
nique applied to a DRA. As an approximation, the DRA can be considered as a dielectric 
cavity with the surfaces as perfect magnetic conductors. In that case, the TE and TM modes 
are the only modes possible. This model is used to compute the resonant frequency and the 
radiation patterns. Because of this approximation, high error is expected in predicting the 
resonant frequency.

Dielectric Wave-Guide Model (Rectangular DRA) This method was first employed36–38 
to analyze the resonant frequency and radiation fields of a rectangular DRA. Consider a 
rectangular DRA of length l, width w, and height h, mounted on an infinite ground plane. 
Typically the TEz

11d  mode will be the prominent one excited, for l, w > h. As an approxima-
tion the top surface and two sidewalls (mostly in the propagation direction) assume perfect 
magnetic boundaries, whereas the other two sidewalls assume imperfect magnetic walls 
and the bottom surface that is in contact with the ground plane acts as an electric wall. With 
this, the electric and magnetic components of the field in the DRA can be expressed as

 H
k k
j

k x k y k zx
x z

o
x y z=

( )
( ) ( ) ( )ωµ Sin Cos Sin  (17-7)

 H
k k

j
k x k y k zy

y zz

o
x y z=

( )

ωµ Cos( ) Sin( ) Sin( )  (17-8)

 H
k k

j
k x k y k zz

x y

o
x y z=

+( )2 2

ωµ Cos( ) Cos( ) Cos( )  (17-9)

 E k k x k y k zx y x y z= Cos Sin( ) Cos( )( )  (17-10)

 E k k x k y k zy x x y z= − Sin Cos Cos( )( ) ( )  (17-11)

 Ez = 0  (17-12)
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where

 k k k k k k l k kx y z r o z z z
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The transcendental equation (see Eq. 17-13) is solved to yield the resonant frequency of the 
radiating mode. A modified dielectric waveguide model has been proposed39 to yield more 
accuracy in the calculation of the resonant frequency.

Cylindrical Ring Resonator In the case of a cylindrical ring40 DRA of outer diameter 2a, 
inner diameter 2b, and height h, the resonant frequency of the TM01d can be given41 as

 f
c

h
X
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r
0

2
0

2

2 2
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 (17-15)

where Xo is represented as
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where J1(x) and Y1(x) are the first-order Bessel functions of the first and second kind, 
respectively. By solving Eq. 17-16, one could have a plot of Xo as a function of b/a. The 
normalized Q-factor is obtained as a ninth order polynomial equation.

Numerical Methods

Numerical methods can be classified into frequency domain methods (such as spectral 
domain method, modal expansion, and method of moments) and time domain techniques 
(like FDTD, TLM, and FEM). Some of these techniques adopted for the analysis of DRAs 
that appeared in literature are shown next.

● MOM to investigate the effect of air gaps of cylindrical DRAs42

● MOM to calculate internal field patterns of various modes of CRDA43

● Model expansion used to compute mutual impedance between probe-fed hemispherical 
DRAs44 and split CDRAs45

● Use of mode matching techniques and Green’s functions for hemispherical DRAs46,47

● FDTD used to calculate circularly polarized patterns of cross-shaped DRAs48

● FDTD methods to find input impedance of slot-fed RDRA49

● TLM methods to compute input impedance of microstrip-fed multisegment DRAs50

● FEM-based simulation techniques like HFSS
● Hybrid approach (modal expansion and spectral domain method) to analyze aperture-

coupled DRA17
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Green’s Function Analysis of Hemispherical DRA The hemispherical DRA can be 
analyzed by using the Green’s function of the spherical structures. Such analysis enables 
deriving Green’s function for multilayer spherical DRA.

17.3 PROGRESS IN DRA RESEARCH

Various Geometries of DRAs

One of the attractive features of a DRA is that it can assume a number of shapes. Moreover 
the mode of operation and performance of a DRA can be varied by selecting a DR with 
desired structure. Hence a number of DRA geometries have been tried experimentally. 
The first systematic, theoretical, and experimental study was made on cylindrical12 disk 
DRA geometry. Later geometries such as split cylinder,51 sectored cylinder,52 cylindrical 
rings,53 metallized DRAs,54 triangular,55 rectangular,13 notched rectangular DRA,56 
chamfered DRA,57 conical,58 elliptical,59 spherical,14 hemispherical,60 spherical cap,61 
tetrahedral,62 perforated DRA,63 stepped DRAs,64–66 and hybrid DRAs,67–71 have been 
reported. Some typical examples are illustrated in Figure 17-6. It was found that53 DRAs 
operating at their fundamental modes radiate like an electric or magnetic dipole, which 
depends on the mode of excitation and geometry of the bulk dielectric material. Though 
several geometries have been introduced, the most studied and common structures are 
still the cylindrical and rectangular DRAs because of the simplicity in their design, 
fabrication, and analysis.

Wideband Techniques

The important and most common methods adopted for the fabrication of wideband DRAs 
can be broadly classified as single element methods, multiple DRAs, hybrid antennas, and 
DRA arrays. The single element method includes:

● Optimizing the feeding mechanisms and the DRA parameters
● Use of modified feed geometries (stub matching)
● Changing the shape of the DRA

FIGURE 17-6 Pictures of DRs with various shapes
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● Introduction of air gap between the ground plane and DR
● Reducing the dielectric constant of DR
● Use of parasitic coupling with different resonators

There are reports72–74 regarding the bandwidth enhancement of rectangular, cylindri-
cal, and elliptical DRAs employing microstrip matching stub. Though the bandwidth is 
enhanced, this technique worsens the cross-polarization level, which is undesirable in 
many applications.

The DRA geometries have been tailored to yield better performance. The different DRA 
geometries reported are described in the preceding subsection. A wide range of bandwidths 
has been reported based on the feeding techniques and DRA parameters. Modification of 
the DRA structure (see Figure 17-7) in the form of a stepped pyramid has been reported to 
have an ultra wideband as high as 60 percent.66 The similar stepped stair structure has also 
been reported with cylindrical DRA.67

Conical75 and split conical76 DRAs shown next (see Figure 17-8) are also reported as 
potential wideband candidates. A further enhanced bandwidth was observed with inverted 
conical DRAs. Split conical DRAs77 offer still higher bandwidth (about 50 percent for DR 
of er = 12, a = 22.5 mm, b = 49 mm, and h = 52 mm), as shown in Figure 17-9. However, the 
split structures have the drawback of exciting higher-order modes, which perturbs uniform 
radiation within the middle of the band, as shown in Figure 17-10.

Another novel single-element DRA structure that attracted attention because of higher 
bandwidth is tetrahedral. An inverted (truncated) tetrahedral DRA78 as shown in Figure 17-11 
exhibits a wide bandwidth of about 40 percent with parameters as described in Figure 17-12. 
Compared with conical DRA, this structure has the advantage of a uniform radiation pattern 
(see Figure 17-13).

Yet another novel geometry (shaped DRA), which has attracted recent attention, is shown 
in Figure 17-14. The geometry is an inverted L-shaped cylindrical DRA, which is examined79 
for wireless applications covering four wireless bands as labeled in Figure 17-15. About  
40 percent impedance bandwidth with 8 dBi peak gain is demonstrated.

Introduction of air gaps between the ground plane and DRA has proved80 an efficient 
method to enhance the bandwidth. This normally results in an increase of resonant frequency 
and decrease in Q-factor. This method could attain an impedance bandwidth of up to  
40 percent.81 Insertion of low-permittivity substrates in place of air gaps was also tried.82

FIGURE 17-7 (a) Geometry; (b) Measured vs. computed reflection coefficients of stepped DRA

(a) (b)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Dielectric Resonator Antennas



 DIELECTRIC RESONATOR ANTENNAS 17-11

Use of cylindrical rings83 instead of cylindrical DRAs reduces the effective dielectric 
constant and hence increases the bandwidth. In this case also, introduction of an air gap 
between the DRA and the ground plane84 can further improve bandwidth.

Significant improvements in bandwidth of rectangular DRAs have been reported by the 
use of notched structure85 (see Figure 17-16). The idea is to effectively lower the dielectric 
constant and Q-factor to enhance bandwidth. Further tuning in dimensions can result in 
a dual band operation. With this technique a notched rectangular DRA with 32 percent 
bandwidth is reported, while the solid equivalent structure (rectangular DRA) resulted in 
only 10 percent bandwidth. In addition to the increased bandwidth, this geometry needs  
a hole drilled to insert the probe, which results in easier fabrication.

The second class of broadband DRA fabrication (multiple DRAs) methods consists of

● Loaded DRA with different dielectric materials
● Cavity backed DRAs
● Stacked DRAs
● Embedded DRAs
● Hybrid antennas (include DRA loaded with microstrip patch, DRA loaded monopole, etc.)

FIGURE 17-8 Conical and split conical DRA geometries for wide-
band operation

(a) (b)

FIGURE 17-9 Split cone DRA (a) parameters and (b) its input impedance

(a) (b)
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Disk loaded DRAs86 were reported mainly for frequency tuning and bandwidth 
improvement. The loaded disk can be either metallic or dielectric. However, in either case 
the disk perturbs the resonant frequency of the DRA; hence, disk size should be carefully 
selected.

Cylindrical DRAs backed by hemispherical cavity have been used87 as a broadband 
antenna. The structure yielded 38 percent impedance bandwidth. The only drawback of this 
antenna is the bulky structure.

FIGURE 17-10 Radiation patterns of the antenna in Figure 17-9, with b1 = 4.9 cm, b2 = 2.25 cm, h = 5.2 cm, 
wL = 1.92 cm, hw = 0.5 cm, and er = 12 at different frequencies

(a) f =1.2 GHz (b) f = 1.5 GHz

(c) f =1.8 GHz (d) f = 2.0 GHz

FIGURE 17-11 Geometry of truncated 
tetrahedral DRA

Ground Plane
FIGURE 17-12 Computed and mea-
sured reflection coefficients of a truncated  
tetrahedron with LU = 6.4 cm, LL = 2.5 cm, 
h = 2.6 cm, wx = 0.55 cm, wL = 1.15 cm, 
and er = 12
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Stacking of DRAs88–90 was reported as an efficient technique to improve the gain, 
bandwidth, and radiation performances. Further increase in bandwidth can be achieved by 
the introduction of air gaps. Another advantage is that a single probe can be used for the 
excitation of all DRs. Bandwidth in the range of 25–35 percent has been reported with this 
geometry.

Embedding of one DRA in another is a new method for bandwidth enhancement. This 
can be done either with both the DRs having the same permittivity,91 or with the inner 
and outer DRAs having different permittivity.92 The latter has reported an impedance 
bandwidth of over 50 percent, when a2 = 4 mm, h2 = 2 mm, and er2 = 12.3 and a1 = 5.5 mm,  

FIGURE 17-13 Computed radiation patterns of a truncated tetrahedron at different frequen-
cies with LU = 6.4 cm, LL = 2.5 cm, h = 2.6 cm, wx = 0.55 cm, wL = 1.27 cm, and er = 12

f = 2.1 GHz f = 2.5 GHz

f = 3.1 GHz

FIGURE 17-15 Return loss characteristics of shaped 
DRA with possible bands of operation
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FIGURE 17-14 Shaped DRA: DCS-WLAN 
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h1 = 6 mm, and er1 = 4.1. The antenna is placed on top of a narrow slot with length 5.5 mm 
and width 0.5 mm. The slot is excited parasitically with a 50 Ω microstrip line on a substrate 
of thickness 0.813 mm, dielectric constant 3.38, and extended stub of 4 mm.

It has also been observed that the geometry with higher dielectric constant material 
touching the slot provides better matching.

Mainly two types of DRA-based hybrid antenna structures are reported: DRA-loaded 
microstrip patch antennas and DRA-loaded monopole antennas.

Microstrip patch antennas possess many advantages like light weight, compactness, 
high gain, low profile, easy fabrication, etc. However, they suffer from conduction losses 
and low-impedance bandwidth. There are reports that the bandwidth performance of a 
microstrip antenna can be improved by loading with a DRA.71,93 Bandwidth of about  
24 percent has been achieved with this technique. Patch antennas loaded with stacked 
DRAs94 were also reported to yield better bandwidth.

FIGURE 17-16 Geometry and measured return loss of notched DRAs

FIGURE 17-17 Embedded DRA
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One of the recent techniques developed to have an ultra wideband hybrid antenna69 is 
shown in Figure 17-19. Here a dielectric ring resonator surrounds a monopole antenna. 
Both are centered at the same axis and the monopole acts as a quarter-wavelength radiator 
as well as a feed for DRA. The DRA is designed to excite in the dominant TM01d mode, 
which has a circular symmetric field distribution similar to that of a monopole. A further 
in-depth investigation on the design parameters of this structure was also reported.95 For 
wideband operation the monopole is designed to operate at the lower end of the frequency 
spectrum, while DRA operates toward the upper end. The design parameters can be selected 
to have separate frequencies, so that dual band operation occurs.

FIGURE 17-18 (a) Measured reflection coefficients and (b) radiation patterns of 
embedded DRA excited by narrow slot

(a) (b)

f = 10 GHz

FIGURE 17-19 (a) Cross sectional view of monopole-fed DRA and (b) wideband  
characteristics

(a) (b)
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More recently, a compact coplanar waveguide-fed 
planar monopole-DRA structure has been reported96 with 
about 50 percent bandwidth when a DR of permittivity 
38 was used (see Figure 17-20).

17.4 DRA ARRAYS

DRA elements of proper geometry can be assembled and 
fed in a suitable way to modify their gain, bandwidth and 
radiation performances and hence can be advantageous 
over a single element. These DRA arrays97–102 find 
applications in terrestrial applications as well as radars. 
The performance of an array depends on the geometry and 
dimensions of individual elements, number of elements, 
their spacing, mode of operation and feeding techniques 
adopted. The developed DRA arrays can be broadly  
classified as linear DRA arrays and planar arrays.

Linear DRA Arrays

A linear DRA array produces radiation patterns with narrow beamwidth in a plane 
parallel to the array axis and a broad beamwidth in the orthogonal plane. The phase 
and amplitude of excited radiation in the element can be controlled to have a specific 
beam shape. The most common excitation technique employed in this case is microstrip 
line methods. Linear DRA array excitation can be of (1) microstrip parallel feed, 
(2) microstrip series feed, (3) microstrip branch line feed, and (4) dielectric image 
guide feed. Figure 17-21 shows103 the radiation patterns of a uniformly excited  
32-element linear array of dielectric resonator disks. The elements are separated by a half  
wavelength, excited by coaxial probes, and arranged in the E-plane of the array. The 
radiation patterns are shown both without mutual coupling effects and with the mutual 
coupling effect. The radiation patterns are scanned at 0ο, 30ο, and 60ο. It can be seen that 

FIGURE 17-20 Geometry of hybrid 
CPW-fed planar monopole/dielectric 
resonator antenna. LG = 25 mm, WG =  
10 mm, LM = 18 mm, er = 4.4, h = 
1.6 mm, LS = 50 mm, WS = 30 mm,  
S = 3 mm, G = 0.3 mm, edr = 38, hdr = 
3 .83 mm, Ddr = 16.4 mm

FIGURE 17-21 E-plane radiation patterns of 32 DRA elements with and without mutual 
coupling effect
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the desired scanning direction is achieved. The mutual coupling shows its effect with 
the low elevation angles from 60ο to 90ο.

Microstrip Parallel Feedline

This type of feed results in a more compact and smaller antenna network loss. Adjusting 
the spacing between the DRA and the stripline can control the coupling between them. 
Consider a linear array104 as shown in Figure 17-22.

In this case four rectangular DRAs are fed via a slot aperture using a microstrip parallel 
network. The antenna system operates at 40 GHz. The measured gain is 6.2 dBi. The main 
disadvantage of this kind of feeding is the conductor and surface wave losses from the 
microstrip line.

Microstrip Series Feedline The use of series feeding results in a more compact and 
lower-loss antenna system compared with parallel feeds. However, series feeding suffers 
from reduced bandwidth due to increased phase errors from the designed frequency, since 
electrical path lengths are a function of frequency. In this case, two approaches can be 
applied for designing: the resonant approach105 and the leaky-wave approach.106 In the 
resonant approach (see Figure 17-23), the microstrip line terminates to an open circuit, 
which creates standing waves on the line.

In this case, when the number of elements is small, the amount of coupling from the 
microstrip line to each DRA element is low and this method better predicts radiation 
patterns. On the other hand, if the number of elements is high, very little energy will be left 

FIGURE 17-22 Linear arrays of DRAs excited with corporate feed  
network

FIGURE 17-23 Linear array of DRAs with series fed microstrip lines
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over to reach the open termination point to create the standing waves. In such cases, the 
radiation patterns can be more accurately predicted using leaky wave analysis.

The main drawback of series and parallel fed microstrip arrays is the need for more 
elements for better radiation performance, making the antenna system bulky.

Microstrip Branch Line Feed Branched microstrip line feed has been proposed as an 
alternative for series and parallel fed antenna arrays, which results in better coupling 
of energy between the elements and transmission line. An example of this type of DRA 
array107 is depicted in Figure 17-24. Furthermore, this method enables a much more precise 
amplitude control than previous methods.

Dielectric Image Guide Feed The use of a low-loss dielectric image guide as a transmission 
line can reduce the losses due to conductor and surface waves that are generated in microstrip 
lines. This method could produce a significant radiation performance (especially in gain 
and efficiency) of a DRA array. A linear DRA array fed by a dielectric image guide108 is 
shown in Figure 17-25.

However, it was observed that this kind of feeding could still result in lesser gain  
compared with a microstrip line unless transition was carefully designed. This is because 

FIGURE 17-24 Linear DRA array fed by branched microstrip lines

DRAs

Microstrip feeding network

FIGURE 17-25 Dielectric image guide fed DRA array

DRAs

Image
guide

Ground
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the spurious radiation from the feed transition into the dielectric image guide could degrade 
the benefits of low-loss dielectric.

Planar DRA Arrays

An example of an 8 × 8 array of DRA is provided to show the effect of the mutual coupling. 
The array geometry is shown in Figure 17-26. The radiation patterns for the array are shown 
in Figure 17-27. Again the effect of the mutual coupling is noticed only in the radiation 
patterns at the low elevation angle below 60ο.

Figure 17-28 shows the geometry and the radiation patterns of a 4 × 4 stacked DRA 
array. Narrow slots excite the array. The radiation patterns show a front-to-back ratio of 
16 dB.

One of the practical problems of the DRA array is assembling the individual elements 
and aligning them. Perforation techniques can be used to fabricate an array of DRAs from 
a single dielectric sheet, as shown in Figure 17-29. This also eliminates the difficulty of 
placing and bonding individual elements. Investigations on grid element DRA109 arrays 
have shown that this array has better gain and bandwidth performance compared with 
microstrip fed arrays.

FIGURE 17-26 Geometry of 8 × 8 planar DRA array

FIGURE 17-27 Radiation patterns of 8 × 8 uniformly excited planar DRA array

(b) With coupling(a) Without coupling

___  E-plane

----   H-plane
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Sequential Rotation Arrays Sequential rotation arrays110 are mainly intended to improve 
the axial ratio performance of the DRA elements. Figure 17-30 shows some typical 
examples of these arrays. The main challenge in the design and fabrication of this type of 
array is to allocate the feed network that can provide the required amplitude and phase to 
each radiating element.

Reflect Array DRAs DRA is used as a reflect array operating at 30 GHz. A 529-element 
reflect array DRA111 was machined from a single sheet of dielectric substrate. Later the 
surface was fused with rigid metallic flat plate. The measured radiation patterns showed 
again over 24 dB at 30 GHz and sidelobe level below 18 dB.

FIGURE 17-28 Geometry and radiation patterns of 4 × 4 planar stacked DRA array

FIGURE 17-29 Perforated DRA array

DRAs

Perforated
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18.1 BASIC LENS OPERATION

Lenses and reflectors (see Chapter 15) are used as collimating elements in microwave 
antennas. Reflectors have a single degree of freedom (the reflector surface), have no inter-
nal loss, have low reflection loss, have no chromatic aberration, are relatively easy to sup-
port, and can be perforated to reduce weight and wind loads. Lenses have up to four degrees 
of freedom [inner surface, outer surface, index of refraction n, and (for constrained lenses) 
inner- versus outer-surface radiator positions], have no aperture blockage by the feed, have 
internal and surface-reflection losses, must be edge-supported, and are relatively heavy and 
bulky. In general, if a reflector can provide the required performance for a given applica-
tion, it should be used. However, since lenses are more versatile, especially in wide-scan-
angle performance, they are used in many applications that do not require greater flexibility 
of a phased array.

The methods for determining radiation-pattern characteristics from an aperture (ampli-
tude and phase) distribution, including deviations from desired distributions, are derived 
and discussed in Chapter 3. Lens applications are discussed in several other chapters and 
are only suggested in this chapter. The literature1–6 contains summaries of most lens types 
and list a number of references. The material in Jasik1 is the basis of this chapter, and 
many sections are only updated; however, the section on artificial dielectric materials is 
not repeated here.

Some microwave lenses are adapted directly from optics, but microwave antennas gen-
erally use only a single element since multielement designs common in optics are generally 
too bulky and heavy for microwave applications. However, several techniques are available 
at microwave frequencies that permit specialized designs which are difficult, if not impos-
sible, to use at optical frequencies; these techniques include nonspherical lens surfaces, 
artificial dielectric materials, constrained and geodesic media, and variable n with position 
in the media.

Lenses are designed to collimate one wavefront into another by using ray tracing on 
the basis of the law of the optical path that all rays between wavefronts (or phase fronts) 
have equal optical path lengths and on the application of the Fresnel equations (Snell’s 
law plus polarization effects) at the lens surfaces. The lenses discussed in this chapter 
collimate a spherical or cylindrical wavefront produced by a point or line-source feed 
into a planar or linear wavefront; i.e., they are focused at infinity. In practice, however, 
complex feeds can be used since performance does not deteriorate rapidly with small 
off-axis feed displacement. Other lens designs have limited application at microwave 
frequencies.

Figure 18-1 shows two ways of achieving lens designs; in methods a and b rotational 
lenses are used in conjunction with a point-source feed (the term rotational means that 
the surfaces of the lens are obtained by revolution of a curved line about the lens axis), 
while in methods c and d cylindrical lenses (i.e., lenses whose surfaces are generated 
by moving a curved line perpendicularly to itself) are used in conjunction with a line-
source feed.

At microwave frequencies, natural homogeneous dielectric media always have n > 1 
(i.e., a phase velocity less than that of light in free space), which leads to the convex lens 
shapes of Figure 18-1a and c. However, artificial or fabricated media may be constructed 
with a range of n from n  1 to n  1. Examples of lenses constructed with n < 1 are shown 
in Figure 18-1b and d, where it is seen that a concave shape is required to focus a beam. In 
general, the types having n < 1 are highly dispersive (i.e., n varies rapidly with frequency), 
while those having n > 1 are nondispersive. Thus lenses having n < 1 are usually limited 
to small frequency bandwidths, while lenses having n > 1 may be designed to operate over 
an octave or more.
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 LENS ANTENNAS 18-3

18.2 LENS-SURFACE FORMULAS FOR n > 1

Common shapes for n > 1 media lenses are shown in Figure 18-2; all are single-degree-of-
freedom, single-focal-point lenses because either they refract at only one surface, or one 
surface is fixed during the design. The formulas given in the figure apply to both rotational 
and cylindrical surfaces.

Single Refracting Surface, n > 1

The lenses in Figure 18-2a–d refract at only one surface. In lenses a–c, refraction occurs 
at the inner surface (adjacent to the focal point) and in lens d, at the outer surface. In each 
case, the nonrefracting lens surface is parallel to a wavefront. The lens-surface formulas in 
Figure 18-2 are derived by equating the optical-path length of a general ray to that of the 
central ray from an on-axis point at a distance f from the inner surface to a planar wavefront 
perpendicular to the axis; for example, for the lens in Figure 18-2a, the relation is r = f + n 
(r cos q − f ), which can be easily manipulated into the form given in Figure 18-2a, a hyper-
bola. The feed is located at the focal point farthest removed from the inner surface.

A disadvantage of this type of lens is that reflections from the nonrefracting surface will 
converge at the focal point, since the surface is coincident with a wavefront, and cause a 
feed-line mismatch approximately equal to the surface-reflection coefficient. It is desirable 
that this surface reflection be either prevented from entering the feed line or eliminated. 
A high feed-line voltage-standing-wave-ratio (VSWR) may be avoided by using a ferrite 

FIGURE 18-1 Basic lens configurations
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isolator, by tilting the lens slightly (as in Figure 18-3a) so that the reflected energy will be 
refocused off the feed, or by displacing half of the lens a quarter wavelength (in the lens 
medium) along the axis with respect to the other half (as in Figure 18-3b) so that reflections 
from the two lens halves are 180° out of phase and create a null at the feed center. These 
methods have been found to be effective in reducing the feed-line VSWR; however, they 

FIGURE 18-2 Lens-shape designs for n > 1 media
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 LENS ANTENNAS 18-5

do not eliminate the other effects of surface reflection, such as loss of gain and increase 
in sidelobe level. Whenever these factors are important, the surface-matching techniques 
to be described later are recommended. Avoiding feed-line mismatch by the technique of 
Figure 18-3a depends on low wavefront distortion for small off-axis feed displacements. 
Analysis7 of aberrations due to feed displacement from the focal point shows that coma is 
the predominant term that limits performance, that coma is reduced as focal length and n 
are increased, and that the coma for a large-n hyperbolic lens is twice that for an equivalent-
focal-length paraboloidal reflector. Although this is not usually necessary for small lenses, 
if the technique of Figure 18-3b is used for large-diameter lenses, the two lens halves 
should be designed with different focal lengths.

These lenses may be constructed with natural dielectric materials and artificial delay 
media. Kock8 developed a number of artificial delay media and constructed lenses of the 
type shown in Figure 18-2a and b with these media.

Two Refracting Surfaces, n > 1

Microwave lenses that refract at both surfaces have not been used as frequently as the 
single-refracting-surface types because their performance is not sufficiently better to justify 
the more difficult design problems.

Lens designs that meet the Abbe sine condition (to eliminate coma for small off-axis 
feed displacements) have been developed.9 The planoconvex single-focal-point lenses 
in Figure 18-2e and f almost satisfy the Abbe sine condition for n = 1.6 and an f /D = 1. 
An experimental 50-wavelength-aperture lens had good performance over a total scan 
angle of 20°.

A lens with two refracting surfaces has two degrees of freedom that should permit 
designs with two focal points. Several investigators10–12 have developed bifocal design 
techniques that are iterative and do not lead to closed-form solutions. These lens designs 
are two-dimensional (cylindrical) and symmetrical about the lens axis. One technique10 
assumes prisms at the lens edges and represents surfaces with even-order polynomials to 
permit iterative ray tracing. Another technique11 involves a lattice method wherein points 
on the two lens surfaces are determined by alternating between the two focal points for 
ray tracing. Brown12 uses prisms at the lens edges and the lattice method for determining 
the surfaces. For n = 1.6 and focal points at ±20°, the resulting lens is almost planoconvex 
(the almost linear surface is slightly concave), very nearly that obtained in Sternberg.10 
Zoning is achieved by designing separate lenses for each of the zones. Three-dimensional 
lenses were obtained by rotating the two-dimensional designs about the lens axis. In these 

FIGURE 18-3 Reduction of feed VSWR by (a) lens tilt and (b) quarter- 
wavelength displacement of half of the lens
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lenses, astigmatism is large and limits the beam-scan angles to about 20°. Brown12 shows 
experimental data for 50-wavelength-diameter lenses with n = 1.6 and focal points at ±20° 
for f /D’s from 1 to 2.

Zoning Formulas, n > 1

In the case of physically large lenses, the use of continuous surfaces (as in Figure 18-2a, d, 
and e) results in a massive structure that is difficult to produce without imperfections, and 
the long path lengths in the medium make its index of refraction highly critical. To allevi-
ate these disadvantages, use is commonly made of discontinuous, or zoned, surfaces as in 
Figure 18-2b, c, and f. Ray paths through any two adjacent zones are designed to differ from 
each other by exactly 360° (or a whole multiple thereof) at the design frequency so that a 
plane wavefront results on the outer side of the lens.

Figure 18-2b and c gives the surface-shape formulas for zoned versions of the lens of 
Figure 18-2a, while Figure 18-2f shows the zoned counterpart of Figure 18-2e; the use of 
integers K = 1, 2, . . . gives a family of lenses that has a focal point at x = −f and produces 
plane wavefronts that differ from each other in phase by integral multiples of 360°. In the 
use of these formulas, a thickness d on the axis is chosen and the central zone of the surface 
is computed for K = 1. At the radius for which the lens thickness is equal to the minimum 
allowed by mechanical considerations, the second zone is computed for K = 2. In a similar 
manner, additional zones are computed with K = 3, etc., until the desired lens diameter is 
attained. If the minimum allowable thickness is dmin, the maximum thickness is approxi-
mately dmin + l /(n − 1), where l is the design wavelength.

Effects of Zoning on Aperture Illumination, n > 1

The aperture illumination of a lens is determined by a number of factors, one of which  
is the lens-material loss that is proportional to lens thickness. In an unzoned lens with n > 1, 
this loss is larger for on-axis rays where the lens has maximum thickness than for edge rays. 
This leads to a more nearly uniform amplitude distribution than would be estimated with-
out considering loss. Since a zoned lens is thinner and therefore has less loss, the aperture 
illumination is less strongly affected.

Certain defects in the aperture illumination usually occur with zoned lenses and should 
be considered carefully in the lens design. For example, Figure 18-4a shows how shadowed 
bands (without energy) occur in the aperture field of a refracting outer surface. Inspection 
of the figure reveals that there is no way in which the zonal boundary can be shaped to 
eliminate the shadow. These nonilluminated bands produce aperture illumination disconti-
nuities that increase sidelobe levels and decrease gain.

A second type of defect occurs when a first refracting surface is zoned, as in Figure 18-4b. 
In this case, the rays between rays a and b are not properly refracted by the lens and are scat-
tered in undesired directions. Although there is no shadowing in this case, the aperture illumi-
nation is perturbed at the zone boundaries and deteriorates the expected radiation pattern.

However, zoning without shadowing or energy loss is possible if it is done on a nonre-
fracting surface of the lens. Figure 18-4c shows an example for the case of a plane outer 
surface. The surface of the step between zones must be perpendicular to the zoned surface. 
This type of zoning should provide the most satisfactory aperture illumination, but distur-
bance still exists along the zone boundaries because of phase differences between the rays 
just inside and outside the dielectric surface. In the special instance of a cylindrical lens in 
which the E vector is everywhere perpendicular to the step surface, this disturbance may be 
avoided by covering the zone boundaries with thin conducting sheets.
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Bandwidth of Zoned Lenses, n > 1

The surface-shape design of an unzoned constant-n lens is independent of frequency. 
However, as may be seen from the formulas in Figure 18-2, zoning introduces a frequency 
dependence so that a zoned lens has a limited bandwidth of satisfactory operation. Rays 
through adjacent zones will differ by exactly 360° only at the design frequency. If the 
lens has a total of N wavelength steps between the central and edge zones, the effective 
path-length difference between a ray through the edge zone and a ray through the central 
zone is Nl0 at the design wavelength l0 and Nl at any other wavelength l, where N 
is 1 less than the K of the outermost zone. The phase difference, in wavelengths, of the 
edge zone compared with the central zone is —N dl, where dl = l − l0. Since the total 
bandwidth is approximately 100(2dl /l) percent, if a phase difference of ±l /8 is allowed, 
the bandwidth of a lens having N wavelength steps is 25/N percent. Thus a zoned lens 
has an approximate bandwidth of 5 percent for N = 5 if only zoning effects are present. 
However, since there are other sources of phase error and it is necessary to allocate the 
total allowable phase error among all error sources, the bandwidth may be smaller than 
indicated earlier.

18.3 FACTORS AFFECTING GAIN AND SIDELOBE 
LEVELS OF LENS ANTENNAS

The gain of a lens antenna is reduced by a number of factors that include the amount of 
feed energy not incident upon the lens (spillover loss), the effects of lens shape on aperture 
illumination, dissipation loss in the lens medium, and reflection from the surfaces.

Spillover Loss

Spillover may be avoided if the feed horn is extended to the lens edges; however, this 
is usually not done, since lens-surface reflections are reflected by the horn walls and 
radiated from the lens in undesired directions, thereby increasing sidelobe levels. The 
horn walls can be covered with absorbing material to reduce the energy in the reflected 
waves, but with this technique the antenna gain is reduced since feed energy is also 
absorbed.

In applications in which low sidelobe levels are important, the use of a multielement 
(array) feed to tailor the aperture illumination and reduce spillover is recommended. Also, 
surface matching is recommended to permit the use of an extended horn, increase gain, and 
reduce sidelobe levels.

FIGURE 18-4 Effects of zoning on aperture illumination, n > 1

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Lens Antennas



18-8 CHAPTER EIGHTEEN 

Effect of Lens Shape on Aperture Illumination

The aperture amplitude distribution is a function of the feed radiation pattern, the shape 
of the lens, lens-surface reflections, and lens losses. Jasik1 and Silver2 derive the rela-
tions for conversion from the power per solid angle radiated by the feed to the power 
per unit area in the aperture for several lens types and plot the conversion factors for 
several sets of lens parameters. In general, for n > 1 lenses, the conversion factor is  
< 1; for n < 1 lenses, the factor is > 1; therefore, if a given feed is used for the two lens types, 
the n < 1 lens will have a higher edge illumination than the n > 1 lens.

Dissipation Loss in Lens Media

The dissipative attenuation constant for a dielectric medium is approximately 27.3 (tan d ) 
n (dB/wavelength), where n is the index of refraction and tan d is the loss tangent of the 
medium. Since the maximum thickness of a zoned n > 1 lens is approximately l /(n − 1), 
the upper limit for lens attenuation is approximately 27.3 (tan d )n/(n − 1) (dB). Therefore, 
for most practical materials the maximum dissipation loss is several tenths of a decibel.  
Von Hippel13 contains extensive dielectric-constant and loss-tangent data for many dielec-
tric materials over a large range of frequencies and temperatures.

Reflections from Lens Surfaces

The air-to-dielectric interface at each lens surface produces reflected and transmitted 
waves. The amplitude and phase of waves are obtained by the application of Fresnel’s 
equations and depend on n, the angle of incidence, and the polarization relative to the 
incidence plane (a plane through the incident ray and the surface normal). Since there 
are reflections at both lens surfaces, the effects of internal multiple reflections are deter-
mined by the ray path lengths between the surfaces. The thickness of a typical lens var-
ies appreciably over its aperture so that, with the transmitted waves adding in various 
phases, there are a number of almost sinusoidal variations in amplitude and phase over 
the aperture. For most lenses, incidence angles are less than 45° so that reflection losses 
can be averaged over all incident polarizations and angles to obtain an approximate lens 
reflection loss of 8.69(n − 1)2/(n + 1)2 dB. For an n = 1.6 lens, this reflection loss is less 
than 0.5 dB. However, sidelobe levels are seriously increased and for most lenses are 
limited to values of about −20 dB.

These effects may be reduced by matching the 
lens surfaces.14–16 For near-normal incidence angles, 
this can be accomplished by adding to each surface 
a quarter-wavelength-thick coating (in the material) 
with an index of refraction of (n)1/2, where n is the 
lens-material index of refraction. If it is necessary to 
match for nonnormal incidence angles, the coating 
thickness and index of refraction may be modified as 
discussed in Jasik.1

For many lens materials, a coating material with the 
correct index may not be available; in that case, surface 
matching may be performed by machining the lens sur-
faces to the configurations shown in Figure 18-5 and dis-
cussed in detail in the literature.1,14–16 The improvement 
that can be obtained in lens performance by lens-surface 

FIGURE 18-5 Simulated 
quarter-wavelength matching 
transformers for lens surface
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matching16 is shown in Figure 18-6; however, these lenses were matched with artificial 
dielectrics not discussed in this chapter.

18.4 LENS-SURFACE FORMULAS FOR n > 1

The lens formulas given in Figure 18-2 apply for n < 1 as well as for n > 1; however, for 
convenience, the lens-surface formulas for n < 1 media planoconcave lenses are shown 
in Figure 18-7 and apply to both rotational and cylindrical surfaces. These are single-
refracting-surface, single-focal-point lenses since the planar outer surface is fixed during 
the design to lie on a wavefront. The inner surface is an ellipse with foci on the axis; the 
feed is located at the focus farthest removed from the inner surface. Reflections from 
the outer surface converge at the focal point as for n > 1 lenses and can be eliminated by 
techniques used for those lenses.

For the stepped inner surface in Figure 18-7b, shadow bands at the steps cannot 
be avoided, as may be seen in Figure 18-8. Although all the rays emanating from the 
feed are collimated by the lens, the steps cause discontinuities in the aperture illumina-
tion. As in the case of n > 1 lenses, zoning can be accomplished without shadowing or 
energy loss only if the steps are formed in the equiphase outer surface, but the resulting 
meniscus-type lens shape is more difficult to manufacture and to support than the flat 
shape of Figure 18-7b.

FIGURE 18-6 Radiation patterns of unmatched and matched lenses

FIGURE 18-7a and b Lens-shape for  
n < 1 media

FIGURE 18-8 Shadows introduced by zoned lens in 
Figure 18-7b
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The maximum thickness of the stepped lens for n < 1 is equal to dmin + l/(1 − n), 
where dmin is the minimum thickness permitted in the mechanical design. The bandwidth 
limitation due to zoning alone is the same as for n > 1 lenses. However, the bandwidth 
of the actual lens is considerably less than this when the frequency sensitivity of n is 
taken into account, since all known media having n < 1 exhibit a large rate of change 
of n with frequency. Thus, in the common case of a metal-plate zoned lens having the 
shape shown in Figure 18-7b, if ±l/8 phase error is allowed, the bandwidth is approxi-
mately 25n0/(1 + (N + 1)/n0) percent, where n0 is the n at the design frequency and N 
is the number of one-wavelength steps between the central and edge zones. In the case 
of frequency-sensitive media, zoning increases the bandwidth of a lens over that of an 
equivalent unzoned lens by a factor of 2 or 3 because the ray path lengths in the disper-
sive medium are greatly reduced by zoning. The bandwidth of a given lens antenna may 
be extended considerably if the antenna application permits moving the feed position 
along the lens axis as a function of frequency, since defocus is the principal effect of a 
frequency change.

The lenses in Figure 18-7 may be constructed with artificial dielectric, metal-plate, 
or waveguide media. An excellent summary of artificial dielectric media is contained in 
Jasik.1 Metal-plate and waveguide media are discussed in the next section. Kock17 used a 
number of techniques to construct metal-plate lenses with both circular and rectangular 
apertures. Figure 18-9 is a photograph from Kock8 of a stepped 96-wavelength-aperture, 
F/D = 0.96, metal-plate lens that has a useful bandwidth of about 5 percent. Most early 
metal-plate lenses used the designs and techniques of Kock. Additional n < 1 lenses are 
discussed in Section 18.6.

FIGURE 18-9 An F/D = 0.95 zoned lens
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18.5 METAL-PLATE AND WAVEGUIDE MEDIA

Rays incident on natural dielectric and 
many artificial dielectric media obey 
Snell’s law at the surface. A metal-
plate medium (composed of parallel, 
equally spaced plane metal sheets) 
constrains rays in the medium to 
paths parallel to the plates; therefore, 
Snell’s law is not obeyed for incident 
rays in a plane normal to the plates 
(see Figure 18-10), while it is obeyed 
for rays incident in a plane parallel 
to the plates (see Figure 18-11a). A 
waveguide medium constrains rays 
in the medium to paths parallel to the 
waveguide axis (see Figure 18-11b); 
therefore, Snell’s law is not obeyed 
for any incidence angle.

Both metal-plate and waveguide media operate in the fundamental TE mode of propaga-
tion, and since the phase velocity exceeds the velocity of light in free space, n < 1. If the cutoff 
wavelength is lc, then n = [1 − (l /lc)

2]1/2 for an operating wavelength l. For both parallel 
plates spaced a apart and a waveguide of width a, lc = 2a. For a regular hexagon of width a 
between parallel sides, lc = 1.792a. For a circular waveguide of diameter a, lc = 1.705a.

When parallel plates are used, an E-field component perpendicular to the plates must 
be avoided, since this excites a TEM mode that propagates between the plates with the 
velocity of light (n = 1) and the energy would not be focused. For square, circular, and 

FIGURE 18-10 Constrained refraction in the H plane

FIGURE 18-11 Unconstrained (a) and constrained  
(b) refraction in the E plane
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hexagonal cross-section waveguide media, n is independent of incident polarization, and 
these structures can be used for any polarization. A rectangular cross-section waveguide 
medium has different values of n for the two principal linear polarizations.

Limitations on Metal-Plate Spacing and Rectangular-Waveguide Width

A basic limitation on the choice of plate spacing a results from the fact that the medium must 
operate between the cutoff frequencies of the fundamental and the next higher TE modes. 
For air-filled structures, this requires that 0.5 < a/l < 1.0; this range of a/l corresponds to 
a range in n of 0 < n < 0.866. However, a further restriction on the plate spacing must be 
imposed if the existence of diffracted waves due to the grating effect is to be avoided. It will 
be shown later how such diffracted waves cause considerable loss of transmitted power, 
distortion of the aperture illumination function, and consequent loss of gain and increased 
sidelobe levels. The presence of one diffracted wave is shown in Figure 18-10. This occurs 
in the direction in which the diffracted waves from the individual plate edges combine 
in phase. It can only occur when the plate spacing exceeds a particular value and will be 
avoided if the following condition is met:

 [ )] | |λ α θsin /( sin 1a t+ −1 >  (18-1)

where t is the wall thickness and the other symbols are defined in Figure 18-10. This is 
also the condition for avoiding a diffracted wave when the incident wave is in the medium 
and the transmitted ray emerges at angle q1. For a = 90°, this is the familiar expression for 
avoiding grating lobes from a phased array: s = a + t < l /(1 + sin q1). The limiting values of 
Eq. 18-1 are shown graphically in Figure 18-12, where the angle q1 of the ray in free space 
is plotted versus (a + t)/l for different values of a from 30 to 90°. For each particular value 
of a, the region to the lower left of the curve gives the ranges of q1 and (a + t)/l in which 
diffracted waves are avoided.

Reflection and Transmission at an Interface

For the case of the E field parallel to the plane of incidence and parallel to the plates (see 
Figure 18-11a), the power-reflection coefficient is

 r 2
2 1 2= −sin ( sin2

1
2θ θ θ θ) / ( )+  (18-2)

where q1 is the ray angle in free space and q2 the ray angle in the parallel-plate medium, both 
angles being measured from the normal to the surface. The plates are assumed to be very 
thin; however, thick plates are treated in Primich18 for q1 = 0 and a = 90°. Equation 18-2 
also holds true for a wave incident from the metal-plate region. The reflected ray is then 
within the metal-plate region at an angle −q2. Note that Eq. 18-2 also applies for a solid 
dielectric with E perpendicular to the plane of incidence. Equation 18-2 and Snell’s law of 
refraction hold for all angles of incidence [if 0.5 < (a + t)/l < 1.0], and diffracted waves do 
not occur. However, this is not true of parallel polarization incident on a constrained medium  
(see Figure 18-11b), and a solution for that case is unavailable.

Considerable published information is available for the case of E perpendicular to the 
plane of incidence and parallel to the edges of a set of very thin plates (see Figure 18-10). 
The basic analysis is due to Carlson and Heins,19 while further theoretical work was done 
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by Lengyel,20 Berz,21 and Whitehead.22 In the range of q1 free of diffracted waves, as given 
by Eq. 18-1 and Figure 18-12, the power-reflection coefficient for a wave incident on an 
array of plates is

 | |
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where y = 90° − a is the angle between the normal to the boundary and the plates. The 
specularly reflected wave propagates at angle −q2. Because of reciprocity, this formula also 
applies to waves in the plate region incident upon the free-space boundary, where the waves 
between the plates are phased to produce a transmitted wave propagating at angle q1 from the 
normal. For normal incidence and a = 90°, Eq. 18-3 reduces to r2 = (1 − n)2/(1 + n)2, which 
also applies to a solid-dielectric boundary. In the range of q1 where diffracted waves may 
exist, Eq. 18-3 is no longer valid. Formulas for this range have been derived by Lengyel,20 
Berz,21 and Whitehead22 and are much more complicated than Eq. 18-3.

Figure 18-13 shows the percentage of incident power transmitted into a metal-plate 
medium for the conditions of Figure 18-10 and a = 90°. To the left of the break in each 
curve (points D), the nontransmitted power is reflected in the specular reflected wave, 
while to the right of the break the nontransmitted power is divided between the specular 
reflected wave and a diffracted wave. The power loss in the latter region is large and should 
be avoided in lens design. At points S, the angle qd of the diffracted wave is equal to q1 of 
the incident wave (see Figure 18-10). When a = 90°, the reflection and transmission quanti-
ties are not symmetrical about q1 = 0.

FIGURE 18-12 Limiting angle of incidence 
for pure specular reflection versus plate spacing
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The discontinuity effect at the boundary of the metal-plate medium also results in a 
phase change. Formulas giving this change have been derived by Lengyel,20 Berz,21 and 
Whitehead.22 Graphical plots of this phase change versus the angle of incidence are given by 
Berz and Whitehead and show a moderate variation with the angle of incidence. Calculations 
by Whitehead for a typical planoellipsoidal lens show that substantial curvature of the wave-
front occurs at the aperture when the feed element is at the focal point but that the wavefront 
may be made almost plane by moving the element slightly away from the focal point.

The just-described data for perpendicular polarization incident on a set of parallel plates 
apply equally well to an array of thin-walled square or rectangular tubes (see Figure 18-11b). 
However, for parallel polarization the constraint offered by the array of tubes has a large effect 
on its reflection characteristics. Wells23 shows that, at the angle of incidence for which the 
diffracted wave first appears, a sharp peak of specular reflection also occurs.

Methods of Reducing Reflection Losses

Within the angle-of-incidence range given by Eq. 18-1 and Figure 18-12, the reflection 
from the surface of a metal-plate or waveguide lens may be canceled through the introduc-
tion of an additional reflecting discontinuity. Possible structures are shown in Figure 18-14, 
where in a a dielectric sheet is placed outside the lens and in b obstacles are placed inside 
the lens. In both cases the magnitude and phase of the additional reflection are adjusted to 
cancel the reflection from the plates. The magnitude depends upon the dielectric constant 
and the thickness of the dielectric sheet or the shape and size of the obstacles, while the 
proper phase relationship is obtained through choice of the spacing of the dielectric sheet 
or obstacles from the plate edges. The correct design for a given lens may be obtained 
experimentally; however, a theoretical design may also be computed through the use of 
graphical and tabulated data given by Lengyel20 for the magnitude and phase of the reflec-
tion coefficient of the boundary.

FIGURE 18-13 Percentage of power transmitted into 
metal-plate medium, y = 0
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In a practical lens design, it is difficult to avoid the ranges of q1 for which diffracted 
waves occur. Many early designs of metal-plate lenses did not do this, and thus consider-
able loss of gain resulted. One method of avoiding this condition, as may be seen from 
Figure 18-12, is to reduce the plate spacing; however, this reduces n and increases the 
reflection loss at angles near normal incidence and reduces the bandwidth. A further pos-
sibility is to fill the regions between the plates with dielectric material or to introduce ridges 
in the waveguide parallel to the axis (see Figure 18-14b) in a manner analogous to ridge 
waveguide.24,25 In this way, the plate spacing may be reduced to a point at which diffraction 
is no longer a problem while n remains at a reasonable value.

Another method of avoiding diffracted waves in one plane is to use a staggered arrange-
ment of waveguide channels,23 as in Figure 18-14c, now a proven technique in space-fed 
phased arrays. The spacing between scattering edges is effectively cut in half, thus doubling 
the frequency at which a diffracted wave first appears. This staggered arrangement also 
eliminates the sharp peak of specular reflection that occurs with the nonstaggered array of 
tubes for parallel polarization.

18.6 WAVEGUIDE LENSES

Three-dimensional unzoned waveguide lenses of the type shown in Figure 18-7a have been 
designed. The inner surface is an ellipsoid of revolution about the lens axis, and the outer 
surface is a plane perpendicular to the axis. One such lens26 has a 36-in (914-mm) diameter 
and a 31.2-in (792-mm) nominal focal length and is constructed of 0.68-in- (17.3-mm-) 
inside-diameter square waveguide to provide a nominal n = 0.5 at 10 GHz. The lens was fed 
with a circular-aperture-waveguide horn that produced circular polarization. The reference 
has a number of plots of experimental data: gain, beamwidth, n, and focal length versus 
frequency; gain, beamwidth, and first sidelobe level versus feed-horn diameter; radiation 
patterns as a function of beam-scan angle; and gain, beamwidth, and first sidelobe level 
versus beam-scan angle. The sidelobe level increases from −22.5 dB at 13° beam scan and 
remains at about that level for beam scan to 22°. The gain decreases by 3 dB (from the on-
axis value of 36 dB) at a beam-scan angle of 18°, or 7.65 beamwidths.

FIGURE 18-14 Techniques for reducing surface 
reflections from metal-plate lenses
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Another design27 has a 24-in (610-mm) diameter and a 36-in (914-mm) focal length 
constructed of 5/32-in (4.0-mm) cell honeycomb to provide an n = 0.642 at 55 GHz. 
Because the honeycomb cells deviated from perfect hexagons, the performance varied 
with the linear-polarization orientation. The aperture efficiency was only 18.3 percent 
because random variations in the cell size produced large aperture phase variations.

To obtain wide-scan-angle performance, Ruze28 investigated bifocal cylindrical con-
strained lenses in which the two focal points are equally displaced from the lens axis at 
P1 and P2, as shown in Figure 18-15. The inner surface is found by equating optical-path 
lengths for the central ray and a general ray from each of the focal points. It is an ellipse, 
with foci at the two focal points, independent of n or lens thickness, given by

 ( ) / ( )x af af y f+ +2 2 2 2 1/ =  (18-4)

where a = cos f. Imposing the two focal points uses two of the three degrees of freedom 
available. Ruze considered several alternatives for choosing the third condition: constant n, 
constant thickness, linear outer surface, third correction point, and no second-order error; 
for the last four, n varies with y. The deviations from a linear phase front for a general 
feed point were expanded into a power series and examined for each case. For the on-axis 
feed point there are no odd-order terms, and the second-order deviation (defocus) can be 
corrected by moving the feed point along the axis; however, this correction is not needed 
for all cases. The feed arc is chosen as a circle through the corrected on-axis feed position 
and the two focal points. Several of these designs permit a beam scan of 110° for f = 50°. 
Feed-arc selection for reduced phase errors is discussed in Peebles29 and in Rappaport and 
Zaghloul.30

The constant-n lens has been the most popular. The thickness is given by

 d d m ax n a= + −0 + ( ) /( )λ  (18-5)

where m is the number of wavelength steps in the outer surface. Proctor and Rees31 analyzed 
this type of lens with results near those of Ruze. The constant-n lens was expanded to three 
dimensions by Fine and Reynolds;32 the inner surface is an ellipsoid of revolution about the 

FIGURE 18-15 Bifocal metal waveguide lens
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line through the focal points, and the outer surface is an ellipsoid with unequal principal 
radii. The performance is well behaved for feed points between the two focal points, but 
performance deteriorates rapidly for feed points beyond the focal points. Performance also 
degrades rapidly as the feed point is moved away from the xy plane.

A constant-n lens was used in an application33 for which the scanning feed system was 
most conveniently designed for a planar feed aperture. The phase errors were minimized for 
the on-axis feed point by a method of stepping the outer surface. A constant-n lens was also 
used for a satellite antenna,34 but with the two correction points collapsed to a single on-axis 
point so that the inner surface was a segment of a sphere and the outer surface a segment 
of a spheroid. The effects of zoning the outer surface were computed. The radiation-pattern 
effects of zoning were also computed in Lu.35

A linear-outer-surface two-dimensional lens between parallel plates was constructed36 for 
an X-band multibeam application by milling waveguides of unequal width (to obtain vari-
able n with y) in metal blocks. The lens had good performance, and the tolerances obtained 
appeared sufficient to permit this technique to be used for frequencies up to 40 GHz.

Waveguide lenses have been designed to provide a larger bandwidth by designing for 
equal time delay37,38 for all rays through the lens. The phase delay in each waveguide is 
adjusted with a phase shifter to provide a planar wavefront. These lenses have a spherical 
inner surface so that they satisfy the Abbe sine condition for off-axis performance. Dion38 
has both single- and dual-frequency designs that obtain bandwidths that vary from 40 to 
20 percent for lens diameters from 20 to 100 wavelengths.

18.7 BOOTLACE-TYPE LENSES

Bootlace lenses can have four degrees of freedom that permit designs with four focal points to 
obtain wide-angle performance for either multiple simultaneous beams or a scanning beam; 
however, most designs fix the outer surface and have three focal points. These constrained 
lenses have radiators on the inner and outer surfaces connected by TEM-mode transmission 
lines (usually coaxial or stripline), which give the appearance of untightened bootlaces, hence 
the name. Typically, all rays in these lenses have equal time delays from a focal point to the 
corresponding linear wavefront, and therefore they are inherently broadband, limited only by 
component bandwidths and the performance of a fixed aperture size.

Gent39 identified most of the useful properties of this type of lens, including (1) four 
degrees of freedom, (2) the fact that one surface may be displaced and/or rotated relative 
to the other (i.e., the surfaces may have independent coordinate systems), (3) the ability to 
add phase shifters, attenuators, and/or amplifiers in the lens transmission lines to provide 
outer-surface aperture illumination control and beam scan, (4) the fact that the line lengths 
can be stepped by multiple wavelengths, analogously to the physical stepping shown in 
Figure 18-2 without creating shadowing but with reduced bandwidth, (5) the ability of 
radiators on the two lens surfaces to have different polarizations, and (6) the fact that the 
spacing between aperture radiators must be less than l /(1 + sin qmax) to avoid grating lobes, 
where qmax is the maximum beam-scan angle from the aperture normal.

The Rotman-Turner40 lens is a two-dimensional bootlace lens with a linear outer sur-
face perpendicular to the lens axis and three focal points, one on axis and two equally 
displaced from the lens axis, shown in Figure 18-16 as points G (−g, 0), F1 (−cos f, sin f), 
and F2 (−cos f, −sin f), respectively, where central rays from F1 and F2 subtend an angle f 
with the axis. Desired wavefronts are displaced from the vertical by angles 0, y, and −y, 
respectively, where y = f in this design. All dimensions are normalized to the F1-to-origin 
distance. Pairs of inner- and outer-surface radiators are connected by coaxial lines with 
the general pair located at P(x,y) and Q(t,u), respectively. Let w = s − s0 be the normalized 
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electrical path-length difference between the general and the central line lengths. Equating 
the optical-path lengths for a general ray and the central ray for each focal point produces

 y u w= −( )1  (18-6)

 x y dx w e u w2 2 2 2 22 2+ + = + −  (18-7)

 x y gx w gw2 2 22 2+ + = −  (18-8)

where

d = cos f
e = sin f

x and y can be eliminated to obtain

 aw bw c2 0+ =+  (18-9)

where

a = 1 − u2 − (g − 1)2/(g − d )2

b = 2g (g − 1)/(g − d ) − e2u2(g − 1)/ (g − d )2 + 2u2 − 2g
c = ge2u2/(g − d ) − e4u4/(4(g − d )2) − u2

w as a function of u is determined from Eq. 18-9 for fixed parameters f and g. Substitution 
into Eqs. 18-6, 18-7, and 18-8 determines x and y. The technique of Ruze28 (for the linear-
outer-surface lens) for minimizing aberrations from a linear wavefront for a general feed point 
q between ±f is used to determine g = 1 + f2/2, for f in radians. The feed path is chosen as a 
circle that intersects the three focal points.

Rotman and Turner40 contains computations of w, x, and y as a function of u for f = 30° and 
computations of deviations from a linear wavefront for 0 ≤ q ≤ 40° and several values of g.  

FIGURE 18-16 Rotman-Turner lens nomenclature
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Also shown are lens shapes for four values of g. For f = 30° and g = 1.137 (the optimum 
value of g for f = 30°), the normalized path-length error is <0.00013 for −0.55 ≤ u ≤ 0.55 
(i.e., aperture = 2umax = 1.10 and g/2umax = 1.035). If a phase error of ±l /8 is allowed, 
an aperture of 1000 wavelengths can be used to obtain a beamwidth <0.075° that can be 
scanned more than 60°, or more than 800 beamwidths.

An experimental lens at 3.0 GHz with f = 30°, g = 1.137, umax = 0.6, and D/l = 18 was 
constructed40 by using RG-9/U coaxial cables for the lens, a TEM-mode parallel-plate 
structure between the feed position or positions and the inner lens surface, a flared parallel-
plate aperture that contained the linear outer surface, and quarter-wavelength probes into 
the parallel-plate regions.

The Archer lens41 is a Rotman-Turner lens with additional features: (1) The parallel-
plate region between the feeds and the inner surface is filled with a dielectric material 
of relative dielectric constant er to reduce all linear dimensions by a factor of n = (er)1/2, 
thereby permitting its use in a smaller volume. (2) Stripline or microstrip lens and feed-port 
connecting lines are printed on an extension of the dielectric material, thereby removing 
connectors and probes and the associated mismatches and permitting constructions to tight 
tolerances and wide-bandwidth operation. (3) The beam angle y can differ from the feed 
angle q so that sin y /sin q = K (where K = 1 for the Rotman-Turner lens)42; K > 1 permits 
obtaining large beam-scan angles with practical feed positions, and K < 1 permits reduction 
of the lens size for limited scan-angle applications. These features increase the lens versatil-
ity, but do not increase the design degrees of freedom.

There is a nomenclature difference between the Archer and Rotman-Turner lenses. In 
the Archer lens, the printed-circuit lines that form the lens appear to be just connecting 
lines, while the dielectric region between the feed ports and the inner surface appears to be 
a lens and is usually referred to as such.

Archer lenses41 have been designed and constructed with materials with er’s from 2.5 
(Teflon fiberglass) to 233 (cadmium titanate). Figure 18-17 shows a 20-radiator, 16-beam 
lens constructed in microstrip on a barium tetratitanate ceramic substrate with er = 38. 
Most designs have a beam coverage of 120°, range from a 4-radiator, 4-beam lens to a 
140-radiator, 153-beam lens, and have a typical operating frequency band of almost two 
octaves. Designs usually have adjacent beams overlap at the 3-dB points (with feeds at 

FIGURE 18-17 Archer lens, er = 38
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equal intervals in sine space) at the maximum operating frequency where the gain and 
beamwidth are consistent with that obtainable from the full aperture. At lower frequencies, 
the beams broaden and overlap at a higher level, and gain decreases more rapidly than the 
beamwidth broadening would indicate owing to beam-coupling loss. Low sidelobe pat-
terns43 are obtained by feeding several adjacent beam ports with weighted amplitudes.

Alternative designs41 are obtained by fixing the outer surface as a circle, with an arc up 
to 60°, that is more adaptable to conformal applications. A circular aperture eases the design 
problem of eliminating aperture resonances that are common in linear arrays, increases the 
beam coverage with reduced gain roll-off with off-axis beam scan traded against on-axis 
gain, and reduces the effects of outer-surface mismatch since reflections do not have a 
constant phase difference from radiator to radiator as with a linear array.

The linear-aperture bootlace lenses discussed earlier produce fan beams. Multiple pencil 
beams in a plane can be produced by illuminating a parabolic-cylinder reflector40 or cylin-
drical lens (see Figure 18-1) with the linear aperture. A two-dimensional cluster of pencil 
beams may be formed41 by stacking vertical linear-aperture lenses, so that the outer surface 
of each lens provides a column of radiators, and by feeding the beam ports of these lenses 
with the output ports of a stack of horizontal lenses. The beam ports can be used separately, 
adjacent beam ports may be combined to provide monopulse-type outputs, and multiple beam 
ports may be combined after weighting to provide low sidelobe beams. Three-dimensional  
bootlace-type lenses are discussed in Gent,39 Archer,41 and in other literature.44–47

Gent39 found a special case of the two-dimensional bootlace lens that has feed points and 
the inner surface on a circle of radius R and the outer surface on a circle of radius 2R with equal 
line lengths between the inner- and outer-surface radiators and recognized that it is equivalent 
to the R-2R geodesic scanner.48,49 It is proved in Kales and Brown50 that the R-2R bootlace lens 
is unique. Bootlace R-2R lenses have been constructed41 by using printed-circuit techniques 
on dielectric materials. The R-2R type lens has been extended into an R-KR lens,41 shown 
in Figure 18-18, that has equal radial line lengths between radiators on a circle of radius KR  
and radiators on a circle of radius R. With K = 1.92, the optimum value, it is the printed- 
circuit version of a constant-index lens. It provides a nearly linear wavefront for an arc of 

FIGURE 18-18 R-KR-array geometric relationship
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approximately 120° on the circle with radius R. By adding a circulator in each of the lines to 
permit feed inputs, beams covering 360° can be obtained simultaneously.

18.8 PHASED-ARRAY LENSES

Phased arrays are discussed in Chapter 20; in this section space-fed phased-array lenses are 
discussed for comparison with other lenses.

Space-fed arrays51–57 have constrained lenses that usually are constant-thickness51,54 
with planar surfaces. Elements (or modules), usually perpendicular to the surfaces, contain 
inner- and outer-surface radiators, phase shifters, and in some cases other components 
such as phase-shifter drivers and polarization switches. The inner-surface radiator has the 
polarization of the feed or feeds and needs to be matched only for the incidence angles 
from the feed or feeds. The outer-surface radiator can have any polarization or polariza-
tions that may be switchable, must be matched for the range of beam-scan angles used, and 
must withstand the environment. Most phase shifters are digital, modulo 360°, in which the 
number of bits is determined by the required beam-pointing accuracy and sidelobe levels. 
Either diode- or ferrite-type phase shifters are used, the type for a given application being 
determined by the operating frequency, radio-frequency power levels, required phase-state-
switching speed, and switching and/or phase-state-holding power.

Beam steering and collimation (the conversion of the feed wavefront to a plane wave) 
are obtained by the phase shifters; the computed phase shifts required for the two func-
tions are superimposed. The phase shift required for collimation is determined from ray 
tracing as for other lenses. Phase-shift commands may be computed and commanded on 
an element-by-element basis or by rows and columns.52 This collimation method reduces 
the number of phase-shifter bits required to obtain a given beam-pointing error, since the 
otherwise-present regularity of phase errors over the lens outer surface is destroyed.

In many pulsed-radar applications, it is possible to change the state of the phase shift-
ers between transmit and receive; in these cases, separate transmit and receive feeds may 
be used. If sufficient isolation between feeds is obtained, the need for a transmit-receive 
switch is eliminated. In addition, separate feeds permit the lens illumination to be opti-
mized for both transmit and receive; e.g., to obtain maximum gain on transmit and low 
sidelobes on receive.

For applications that require large beam-scan angles and large instantaneous-frequency 
bandwidth, lenses permit the total angular coverage to be divided into sectors, each with a 
separate feed, to obtain more nearly equal time delay for all beam positions. The feeds may be 
used to obtain simultaneous beams,53 or one feed may be selected by a switching network.

Some applications of space-fed-array lenses are discussed in the literature.54–57

18.9 DOME ANTENNAS 58–65

The dome antenna was developed to obtain an antenna to scan a beam over a full hemi-
sphere or more for hemispherical-coverage applications as an alternative to the three or four 
planar arrays usually considered.

In its simplest form, the dome antenna (see Figure 18-19) has a constrained constant-
thickness lens (the dome) fed by a planar array, both symmetric about the vertical axis. The 
technique is to illuminate an aperture (a portion of the dome) that has an appreciable area 
perpendicular to any of the desired beam directions to obtain antenna gain in those direc-
tions. The feed array can produce convergent or divergent rays to illuminate the required 
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lens area. The lens has a phase-delay gradient in the elevation plane to refract rays in the q ′  
direction when fed at an angle q. K = q ′ /q is defined as the scan amplification factor.

The dome is constructed of modules normal to the surfaces which have radiators on 
each surface connected by transmission lines that contain the required phase delay. The 
phase delay could be provided by switchable phase shifters,58 but in practice this method 
is too expensive, so fixed delays are used. There are a number of methods for implement-
ing the delays; in one module configuration,59 the lengths of two dielectric-filled circular 
waveguides of different diameters in series are varied to obtain the phase delay in 20° incre-
ments. The modules may have phase delays modulo 360° (with a bandwidth penalty) and 
have different polarizations on the two lens surfaces. The spacing between modules must 
be small enough to suppress grating lobes.

Phase delays are generally equal in all modules that have the same cone angle q. There 
are several design techniques for determining dome-module phase delays. Since the 
dome is in the near field of the feed array, rat-tracing methods may be used. For a hemi-
spherical dome of radius R and a constant K ≠ 1, one technique58 equates the path lengths 
for rays from the center of the feed array at angles q and q + dq′ and, after integrating, 
obtains the required phase delay, which is (2p /l) R [1 − cos (q′ − q ′)]/(K − 1). For these 
fixed phase delays, rays from the desired planar wavefront are traced through the lens 
to the feed array to determine the required feed-array wavefront, which in general is not 
planar. The gain (relative to the feed-array broadside gain without a dome) of an antenna 
designed in this manner is shown in Figure 18-20 
for several values of K. It is evident that beam 
angles greater than 90° can be obtained for K > 1 
and that maximum gain occurs for beam angles 
q ′ > 90° for K > 2.

It is desirable to be able to design for prescribed 
antenna gain versus q ′  profiles as, for example,58 
that shown in Figure 18-21. For some applica-
tions, it is also helpful if the dome has an elongated 
shape along the axis; i.e., the dome is a cylinder 
generated by a noncircular arc. For these cases, 
the lens-module phase delays can be designed58 
by allowing a variable K with q and applying the 
techniques used for designing a shaped-beam 
reflector (see Silver,2 pages 497–500).

FIGURE 18-19 Dome-antenna  
nomenclature

FIGURE 18-20 Dome-antenna relative 
gain versus q ′ as a function of K
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These techniques have been implemented59 at C band with a 4-ft- (1.2-m-) diameter 
hemispherical dome composed of 3636 modules (dielectric-loaded circular waveguides 
with a phase-delay increment of 20°) and an F/D = 0.75, space-fed planar phased array with 
805 elements. Dome loss was less than 1 dB over a 10 percent frequency band. Two gain-
versus-scan-angle-profile designs were measured. One version with K < 2 with maximum 
gain at approximately 60° had peak sidelobes below −18 dB and average sidelobes below 
−25 dB. It had a 13 percent bandwidth for a zenith beam and a 6.3 percent bandwidth for 
a 60° beam position. The gain profile matched predictions within 0.3 dB for scan angles 
up to 60°. Another version with K = 2.6 with maximum gain at 110° demonstrated good 
performance in a limited amount of data. Another implementation,60 also at C band, had a 
hemisphere on a cylinder dome 76 in (1.93 m) in diameter and 51 in (1.30 m) high that had 
8511 modules, each a thin-walled metal tube that contained a serrated cruciform to provide 
the phase delay in increments of 20° between modules. The feed array was 47 in (1.19 m) 
in diameter and used 1120 elements. The gain profile had maximum gain at q ′  = 90°.

An alternative to a constrained lens is the use of a graded-thickness (in elevation) homo-
geneous dielectric material with quarter-wavelength matching layers on each surface.58,65 
Several techniques for designing to desired gain versus scan-angle profiles and for deter-
mining limits on attainable profiles have been analyzed.61–63 A two-dimensional antenna 
with K = 1.5 that used a concave-outer-surface Archer lens for the feed has been analyzed63 
and measured64; it improves the wide-scan-angle sidelobes, operates over a frequency band 
of more than an octave, and can provide multiple simultaneous beams.

18.10 LUNEBURG LENSES

Luneburg66 investigated a class of spherically symmetric, variable-index-of-refraction n 
lenses that image two concentric spheres on each other. The Luneburg lens is a special case 
of this class in which one sphere has an infinite radius and the other is the lens surface.  
For a unit-radius lens, the n as a function of the radius r is n = (2 − r2)1/2. When fed at a point 
on the surface, it produces a plane wavefront, and by moving the feed on the surface, beam 

FIGURE 18-21 Typical gain versus q ′  profile for a dome antenna
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scan over all space can be obtained (if the presence of the lens support and feed-scanning 
mechanism is ignored). The scanning applications and many design principles of Luneburg 
lenses are discussed in Chapter 18.66

A number of authors67–75 have extended Luneburg’s work. References 67–70 derive 
small-feed-circle lenses in which the feed radius is smaller than the lens radius. References 
70–74 consider variations that include conical and beam-shaping wavefronts in addition to 
the plane wavefront. Cheng75 considers a design to use a defocused feed.

Luneburg-lens radiation-pattern computations have been considered by most of the 
Luneburg-lens authors and in particular by Jasik76 and Braun.77 The Luneburg-lens aperture 
illumination is the feed pattern times sec f, where f is the feed-pattern angle. The increase 
in energy density near the aperture edges produces (relative to other lenses) high gain and 
small beamwidths and limits the sidelobe levels to −17 to −18 dB.

Early Luneburg lenses were two-dimensional (or cylindrical) slices through the cen-
ter of the sphere because techniques were not available for constructing a sphere. One 
model78 was a 36-in- (914-mm-) diameter lens constructed of almost parallel plates filled 
with polystyrene that operated in the TE10 mode at X band. The plate spacing was a = 
l /[2(er − 2 − r2)1/2], where er is the dielectric constant of the filler material and r is the 
normalized radius. In addition to the aperture-edge energy increase, two-dimensional 
Luneburg lenses produce a saddle-shaped wavefront because of the circular aperture. 
This can be corrected by adding to the aperture parallel plates with a linear aperture, but 
this limits the beam-scan angle. Calculated and experimental radiation patterns show 
about −17-dB sidelobes in the E plane and a flat-top pattern in the H plane. Jones79 con-
structed an air-filled, almost parallel-plate TE10-mode lens. Walter80 constructed surface-
wave lenses with tapered-thickness dielectric on a ground plane, metal posts on a ground 
plane, and a “holey-plate” structures.

The symmetry of the Luneburg lens can be exploited by adding planar reflectors through 
the lens center to obtain a virtual-source antenna.81 This permits eliminating large segments 
of the lens to reduce weight and allows the lens to be supported more easily, but it intro-
duces aperture blocking by the feed.

Spherical Luneburg lenses have been constructed by using several techniques. Crushed 
Styrofoam82 was used for a 24-in- (610-mm-) diameter lens. Expandable polystyrene 
beads,83–85 expanded and solidified in heated hemispherical molds, were used for a 10-step, 
equal-er increment, 18-in- (457-mm-) diameter lens. Webster86 provides performance of a 
10-step Styrofoam 18-in- (457-mm-) diameter lens. Foamed glass87 was used to fabricate 
a 10-step 12-in- (305-mm-) diameter lens to obtain high-power operation. Calculations88 
of the heat distribution in a Luneburg lens indicate that the feed region reaches the highest 
temperature under high-power operation. A ray-tracing method for checking the design of 
a stepped-n Luneburg lens is provided in Mathis.89

An important use of the Luneburg lens is as a reflector,85,90 obtained by placing a reflecting 
cap on the lens surface. An incoming plane wave is focused at a point on the cap and reflected; 
after transit through the lens the second time, it is a plane wave propagating in the opposite 
direction. The angular extent of the cap is chosen as a compromise between obtaining wide-
angle performance and minimizing partial blockage of incoming rays by the cap.

For many applications that do not require the performance of a Luneburg lens, the lit-
erature91–95 investigates the performance of constant-n spherical lenses that are more easily 
constructed than Luneburg lenses.

Another class of two-dimensional Luneburg lenses is the geodesic lens, composed of a 
pair of nonplanar metal plates spaced a constant distance apart with a spacing small enough 
so that only a TEM mode can propagate. Myers49 proved that rays in this medium follow geo-
desic paths on the mean surface. Rinehart96,97 derived the surface shape that is required for a 
two-dimensional Luneburg analog whose edge has a tangent normal to the aperture plane.  
Warren and Pinnell98,99 derived surfaces with the edge tangent parallel to the aperture plane.  
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Kunz100 generalized the analysis and described several designs. Rudduck et al.101–103 
describe small-feed-circle design and also designs that radiate at a displaced angle from 
the aperture plane. Johnson104 provides an excellent summary of geodesic lenses and dis-
tinguishes between tin-hat, helmet, and clamshell types. Hollis and Long105 describe a feed-
scanning implementation for limited beam-scan angles with a geodesic Luneburg lens. 
Johnson106 shows radiation patterns of a 24-in- (610-mm-) diameter, 4.3-mm-l lens with 
extension plates to a linear aperture that provides a total beam scan of 60°. The beamwidth 
is 0.5°, and sidelobes are below −25 dB for most beam positions. Johnson107 demonstrates 
that any two-dimensional lens can have a geodesic analog.

18.11 FRESNEL ZONE PLATE LENSES

Lens antennas called Fresnel zone plates can be constructed in a planar form. They have 
the advantages of reduced weight, lower ohmic loss, and ease of construction compared 
with the conventional dielectric lenses shown in Figure 18-1. A Fresnel amplitude-zone 
plate lens consists of alternating opaque (metal) and transparent (dielectric) rings with 
the radii determined by the zone number. Measured results show that the beamwidth 
from these lenses is comparable with that obtained from a paraboidal reflector of the 
same size but that the gain is about 15 dB less.108 Fresnel phase-zone plate lenses are 
constructed by cutting annular rings in a flat piece of dielectric or by utilizing concentric 
rings of different dielectric materials of the same thickness.109 Phase-zone plate lenses 
do not suffer the inefficiency of amplitude-zone plate lenses because the former are 
completely transparent.
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19.1 INTRODUCTION

There has been continuing interest in designing a UWB antenna that operates over a wide 
frequency range and that can be used for multiple channels or systems. Regulatory restric-
tions on bandwidth and the greater technical challenges and cost involved in developing 
a UWB antenna, as well as the corresponding operating systems, have largely limited the 
development of UWB antennas to special research organizations and agencies in military 
applications. A recent FCC ruling allowing the operation of UWB signals in various sensing, 
imaging, and communication applications has once again revived interest in designing UWB 
antennas and in their potential applications. Technology advances in high-speed analog-to-
digital and digital-to-analog devices, digital frequency synthesis, and digital receivers also 
allow for rapid and low-cost implementation of UWB systems below 3 GHz. Therefore, 
more attention is now being given to designing compact and low-cost UWB antennas.

The term UWB has often been used loosely. The original FCC definition of UWB specifies 
25 percent or more fractional bandwidth. That is the ratio of a signal’s −10-dB bandwidth to 
center frequency. In this chapter, UWB mainly refers to a bandwidth of more than 2:1. That 
is the ratio of the highest frequency to the lowest frequency of the −10-dB bandwidth. Some 
people determine the antenna’s bandwidth based on the frequency range where the return loss 
(or reflection coefficient) level is less than −10 dB. However, note that a low return loss does 
not necessarily imply a strong radiation. Nor does it say anything about the radiation pattern. 
The return loss value has even less meaning if the antenna contains absorptive mechanisms. 
Since the main function of an antenna is to radiate sufficient energy in desired directions, it 
makes sense to use realized gain and radiation pattern to define the bandwidth.

There are many theories and examples of UWB antenna designs. The literature also offers 
many detailed discussions about design procedures and the parameters of these designs. 
Unfortunately, many of them fall short of providing physical insights about antenna operations 
and wave behaviors. Modern powerful computation capability seems to turn more antenna 
designers into antenna optimizers who seek to rely on massive computation power to come up 
with an “improved” or “optimized” antenna design. No doubt, this approach is indeed attrac-
tive to young antenna engineers who have not yet developed a good physical understanding 
of antennas, especially for complex antennas, but who have modeling tools and experience. 
Therefore, it is not the intention of this chapter to discuss various specific UWB antenna 
designs; there are already many great discussions in other chapters of this Handbook. Rather, 
this chapter attempts to simplify discussions by focusing on the fundamental principles and 
formations of UWB antennas to promote a better physical understanding of UWB antenna 
operations and to encourage the development of more new UWB antenna designs.

19.2 FUNDAMENTALS OF UWB  
ANTENNA DESIGN

Before we discuss the principles of designing a UWB antenna, it is essential to review the 
phenomena of propagation, scattering, and radiation of electromagnetic waves since they 
will provide important clues to UWB antenna operations.

What Is Propagation of Electromagnetic Waves?

The propagation of electromagnetic waves is an iterative induction process of time-
varying electric and magnetic fields, which is governed by the following equations in a 
source-free region:
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For instance, Figure 19-1 illustrates that a time-varying electric field in a source-free 
region induces time-varying magnetic fields around it. These induced magnetic fields 
subsequently induce time-varying electric fields around them. This induction process 
continues and constitutes the electromagnetic propagation. Any change in the property 
of the medium where propagation is taking place causes electromagnetic scattering. Such 
scattering could be in the form of reflection, refraction, or diffraction and depends upon 
the type of change involved, as illustrated in Figure 19-2. It is helpful to understand such 
scattering behaviors while designing a UWB antenna since an antenna can be considered 
as a scattering structure strategically positioned near an excitation source. The total radi-
ated field is then the sum of the unperturbed incident field Ei and the scattered field Es,  
that is, E E Ei s= + .

The properties (spectrum, pattern, amplitude, and phase) of the scattered fields depend 
on the geometry, composition, and orientation of the perturbation with respect to the inci-
dent fields.

What Is Electromagnetic Radiation?

Electromagnetic radiation is a phenomenon of unbounded propagation of electromag-
netic waves. Radiation causes a net loss of electromagnetic energy from the source region  
(a region where electromagnetic energy is supplied). The total radiated power is calculated 
from total power flow away from an arbitrarily large closed region that contains sources, 
that is, P E H d sr

S

= × ⋅∫∫ * .

What Is an Antenna?

There are many ways to define an antenna. Some consider an antenna as an impedance 
transformer between a transmission line and the open space. Others define an antenna as a 
coupler that transfers electromagnetic energy into space. Readers who use most antennas 

FIGURE 19-1 The iterative induction process of electromagnetic propagations
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made of good (or poor) conductors probably are used to thinking of an antenna as a current-
guiding structure that somehow converts the conduction currents to displaced currents. It 
is probably better to consider an antenna as a single or plural near-field scattering structure 
that generates radiation by the strategic scattering of the incident fields produced by an 
excitation source. Under such considerations it is obvious that an antenna does not have 
to be made of conductors. Instead any materials that have the right properties for creating 
and controlling scattering can be used to design an antenna. Note that this is different from 
using materials as an additional loading. Rather, the material itself could be the primary 
component of the antenna structure. For instance, two UWB antenna examples discussed 
at the end of this chapter utilize a low-loss dielectric body as the main radiating structures. 
This understanding is important since many advanced current or future materials have 
unique properties that could be utilized for antenna designs.

It is also important to recognize that the difference between a transmission line and 
an antenna lies only in the amount of radiation generated, not in the geometry itself! For 
instance, an open-ended, two-wire “transmission line” can be an “antenna” if the spacing 
between the lines becomes large with respect to the wavelength such that the diffraction 
from the wires and wire ends do not cancel each other or the incident fields in the exterior 
region. For the same reason, a “horn antenna” may become just an open-ended “waveguide” 
if the aperture becomes small compared with the wavelength.

What Makes a UWB Antenna?

A UWB antenna is an antenna capable of producing a similar radiation (patterns and gain) 
over a very wide frequency range (more than 2:1 bandwidth). Although a wider bandwidth 
can be obtained by trading off impedance matching and realized gain, we will not consider 
this approach in this chapter. We will refer to the realized gain, G = e (1−|Γ|2)D, as simply 
gain throughout this chapter. The variables e, Γ, and D represent antenna efficiency, input 
reflection coefficient (or return loss), and directivity, respectively. It should be cautioned 
that defining an antenna’s bandwidth based on return loss being lower than −10 dB is 
inadequate since it does not guarantee strong radiation in the desired direction(s). When an 
antenna contains absorptive materials, low return loss indicates low return and says nothing 
about radiation (gain, bandwidth, and pattern). UWB radiation can be accomplished via the 
following three approaches:

FIGURE 19-2 Scattering of electromagnetic waves: (a) material changes and (b) geometry changes
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I. Perturbing electromagnetic resonance to broaden the resonant peak

II. Allowing only one dominant radiation region that is physically small compared with 
wavelengths

III. Maintaining a “similar” radiation/scattering geometry (shape and dimension) in terms 
of wavelength

Herein, UWB antenna designs using the preceding I, II, or III approach will be 
referred to as Type-I, Type-II, and Type-III UWB antennas, respectively. It is unusual for 
Type-I UWB antennas to have more than 3:1 bandwidth. Type-II UWB antennas offer 
superior pulse response but may have low efficiency (if absorptive loading is applied) 
or frequency-dependent gain and patterns. Many Type-II antennas can achieve 9:1 band-
width. Type-III UWB antennas offer frequency-independent gain and patterns but are 
often dispersive. The following sections will provide more analysis of these three types 
of UWB antennas.

19.3 TYPE-I UWB ANTENNA DESIGN

This type of UWB antenna achieves bandwidth by introducing incoherent resonance and 
effectively lowering the quality factor of the electromagnetic resonance. The majority of 
Type-I UWB antennas are variations of dipoles or monopoles.

Common Broadband Dipoles

The radiation of a thin-wire dipole is mainly from the superposition of the direct radiation 
(the incident field) from the feed and strong diffractions from the two ends. The magnitude 
and phase relationship between these diffracted fields with respect to each other and the 
direct incident field ultimately determine its bandwidth and pattern behavior, as illustrated 
in Figure 19-3a. The phase relationship is determined from the propagation delay from the 
feed to each end and then to a certain pattern direction. Notice that if the length, l, is short 
such that its propagation phase delay is insignificant, and if these diffractions are strong, 
they could jointly cancel the incident fields and result in weak radiation. This is indeed 
the case when the dipole is much less than half of a wavelength. Along the boresight, the 
interference between the incident and scattered fields is responsible for the narrowband 
and strong frequency-dependent gain and pattern behavior of the thin-wire dipole. It is 
well known that a bowtie dipole design has a much broader bandwidth compared with a  

FIGURE 19-3 Comparison of the radiation/scattering of a thin-wire dipole and a bowtie dipole
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thin-wire dipole. This is because of the involvement of more incoherent diffractions, as 
illustrated in Figure 19-3b, which shows four corner diffraction terms and two edge dif-
fraction terms. Since not all diffractions have the same phase at a specific frequency and 
specific pattern angle, the total radiated fields exhibit a wider bandwidth. In fact, the wider 
the phase distribution of all contributing scattering terms, the wider the bandwidth. There 
are many other published 2D or 3D variations of dipoles1–3 that showed bandwidths of up 
to 3:1. The upper frequency limit of this type of UWB antenna is usually limited by the 
excitation of higher modes that cause pattern narrowing and multiple radiation lobes.

19.4 TYPE-II UWB ANTENNA DESIGN

Type-II UWB antennas achieve wide bandwidth by controlling diffractions on antenna struc-
tures via careful geometry design or proper utilization of absorptive loading. Type-II UWB 
antennas often produce some degree of frequency-dependent gain and patterns because dif-
fraction and absorption are functions of frequency.4 For instance, a curved section of an 
antenna may appear to be smooth for short wavelengths and produce less diffraction but 
would abruptly bend for long wavelength. Similarly, a section of tapered resistive loading 
could be a long and smooth tapering for short wavelengths but would be short and abrupt for 
long wavelengths.

Type-II UWB Antenna Using Absorptive Loading

Instead of trying to add multiple diffractions to achieve a wide bandwidth as in Type-I 
UWB antennas, Type-II UWB antennas aim to minimize diffractions. Absorptive loading 
is an effective way to achieve this goal at the price of lower antenna efficiency. Therefore, 
the art of absorptive loading is to utilize the minimum amount of absorptive treatment to 
reduce diffractions to acceptable levels. This would require some knowledge of the types 
and causes of dominant diffraction events. Both electric and magnetic absorptive materials 
have been used. Resistively loaded dipoles5–8 and resistively loaded horns9 are well-known 
examples. Although the low efficiency can sometimes be compensated for by means of 
higher input power, caution needs to be exercised to take care of the heat produced by the 
absorptive loading.

Type-II UWB Antenna Using Curved Arms

Another way to reduce the diffraction effect without 
utilizing absorptive loading is to control diffractions 
by properly shaping antenna geometry to avoid 
strong localized diffractions, which usually arise 
from abrupt discontinuities. Instead, gentle and 
continuous diffractions are allowed to take place 
along the whole curved arms (see Figure 19-4). 
The low-frequency limit of this design occurs when 
the arm length is less than half of the wavelength. 
With such a short length, the curvature becomes 
ineffective, and significant diffractions arise at the 
ends of antenna arms. The high-frequency limit 
is determined by the pattern distortions caused 

FIGURE 19-4 Smooth diffraction 
control using curved arms
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by the curvature smoothness and the starting curvature. A properly curved antenna arm 
could increase the −10-dB return-loss bandwidth to 9:1. However, such a design often 
exhibits frequency-dependent gain and pattern. Typically, the resultant boresight gain 
increases with frequency and beamwidth decreases with frequency. Common examples 
of Type-II UWB antennas include tapered-slot antennas,10–12 rolled-edge horns,13,14 and 
ridged horns.15–17 Of course, both curved-arm and absorptive loading can also be applied 
simultaneously to further reduce antenna size and to achieve a better pattern stability at 
the expense of antenna efficiency.9

19.5 TYPE-III UWB ANTENNA DESIGN

Type-III UWB antennas are probably the most widely used UWB antennas. This type 
of antenna adopts frequency-independent or frequency-scaled geometries. Among them, 
angle-defined geometry, complementary geometry, and log-periodic geometry18–20 are the 
best known. Although these geometries could be good candidates for designing a frequency-
independent or UWB antenna, employing these geometries alone does not necessarily pro-
duce a UWB antenna design. Other antenna design considerations such as feeding scheme, 
mutual coupling, and truncations must be taken into account. This section discusses some 
basic guidelines that should be helpful in designing or optimizing a Type-III UWB antenna, 
which is characterized by its frequency-independent radiation characteristics such as gain, 
patterns, and impedance.

● Frequency-Scaled Radiation Structure Considering the far fields radiated from a 
local one-dimensional distribution of electromagnetic fields of equivalent currents:
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 the effective aperture area is the region where most in-phase radiations (at a given frequency) 
occur. From Eq. 19-2, if J(kx, x′) ≈ J(kxx′) and a / l ≈ constant, the radiated fields should be 
independent of frequency. That is, as frequency varies, the equivalent current distribution 
should be scaled in proportion to the wavelength.

● Effective Radiation from Active Regions At a given frequency, the antenna should 
form a region where all radiations are in phase and in the same polarization at any instant. 
Note that the phase and polarization of the radiated field could vary with time as in the 
case of circularly polarized antennas. Such a region is commonly called an active region. 
However, this terminology is somewhat misleading since radiation also occurs outside 
the active region. But the contribution of radiation from outside the active region is 
negligible in the far field because of cancellation or because it is too weak. Figure 19-5a  
shows a log-periodic dipole array (LPDA) and the active region where the currents on 
adjacent dipole elements become in phase at a given frequency and at any time. The 
location of the active region is related to the phase variation along the feeding transmis-
sion line also illustrated in Figure 19-5a. To increase radiation, the elements in the active 
region should also be at resonance. A strong radiation from the active region is very 
important in designing a Type-III UWB antenna because it ensures rapid energy attenu-
ation after passing through the active region. Otherwise, frequency-dependent gain,  
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pattern, and impedance could occur due to radiation from higher-order modes or from 
the ends of the antenna structure. Similarly, Figure 19-5b plots the instantaneous phase 
of the fields along a circular Archimedean spiral antenna at a given frequency. A broad 
active region can be clearly identified by its relatively slow phase variation. Note that 
although the left and right sides of the active region appear to be out of phase, the radiated 
fields are actually in phase since the current flows in opposite directions. Therefore, this 
active region radiates linearly polarized fields similar to a one-wavelength circular ring 
at any given time. As time progresses, the fields in the active region rotate and produce 
circularly polarized radiations.

● Strong Coupling Between Adjacent Modes Continuous and stable antenna char-
acteristics across an ultrawide bandwidth require a smooth transition from one active 
region to the next as frequency varies. This implies a strong coupling between adjacent 
structures. In the case of a spiral antenna (see Figure 19-5b), this requires a sufficient 
winding tightness (or lower growth rate) to avoid under sampling the phase variations 
in the active region. Such an under sampling causes undesired fluctuations in gain, 
pattern, and impedance.

● Excite from Highest Frequency End Since an electrically large structure could sup-
port undesired higher modes, the antenna should be fed from the high-frequency region 
(small resonant structures). This region will be too small to support a resonance, so most 
of the lower-frequency energy will simply pass through to the larger structures.

● Active Region Transition Scheme Consider a UWB antenna that is formed by 
assembling structures with similar geometry but which are scaled with distance from a 
reference feedpoint, as illustrated in Figure 19-6. Now, let’s think about how the active 
region should migrate with frequency. Figure 19-7 reveals two possible schemes, A and B, 
with the shadowed region being the active 
region. At the highest frequency (leftmost 
figures), the active region is located near 
the center, where the feed is. As frequency 
decreases (middle figures), the active region 
in scheme B expands and encompasses the 
previous active region at a higher frequency. 
Although the “area” of the active region in 
the B scheme appears to be scaled with 

FIGURE 19-5 (a) Illustration of a time snapshot current direction and feeding-line phase on a log-
periodic dipole array at a given frequency; (b) A time snapshot of the phase associated with fields on 
the arms of a circular Archimedean spiral antenna at a given frequency
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wavelength, the structures within the active region are not. As frequency decreases, 
more and more structures are included in the active region and give rise to different 
antenna characteristics. On the other hand, the active region in the A scheme migrates 
outward and the structures in the active region are similar but scaled proportionally to 
the wavelength. Therefore, the A scheme is truly a frequency scaled design and should be 
adopted for UWB antenna designs. Note that the active region may or may not overlap 
the previous one as frequency varies. This depends on the design and the frequency step. 
Recall that the antenna is fed from the high frequency region, and there is strong mutual 
coupling between adjacent structures. To achieve scheme A, a special arrangement is 
necessary to reduce low-frequency radiation in high-frequency regions. Good examples 
can be found in the LPDA and spiral antenna designs shown in Figure 19-5. In the LPDA, 
the feeding polarity of the adjacent dipoles is reversed such that radiation from them is 
canceled at low frequencies where the phase delay from the length of these electrically 
short dipoles is negligible. In the two-arm spiral case, the adjacent arms in the high-
frequency region are out of phase at low frequencies because the two arms are fed with 
180° phase difference and the phase delay from the half-turn path difference is negligible 
at low frequencies. Another simpler way would be to simply bend the antenna arm back 
and forth as in the sinuous antenna case. More examples of Type-II UWB antennas can 
be found in Chapter 17.

19.6 THE DUAL-POLARIZATION UWB DIELECTRIC 
ROD PROBE (DRP) ANTENNA

Introduction

It is well known that a homogeneous dielectric rod can be used to guide electromag-
netic waves. Unlike metallic waveguide, the lowest mode of a dielectric-rod waveguide 
(HE11 mode) does not have a cutoff frequency. As wavelength increases, more energy is 

FIGURE 19-7 Different schemes of active regions: (a) Both the aperture size and structure are scaled 
with frequency. (b) Although aperture size is scaled with frequency, the structure is not.
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guided outside the rod. Most of the energy is guided inside the rod when the rod diameter 
becomes greater than the guided wavelength. This adaptive field distribution as a function 
of frequency makes a dielectric rod a good candidate for UWB antenna. First, radiation 
is generated from diffractions at the rod end. By controlling the materials and geometry 
at the end of the rod, different radiation, gain, pattern, and bandwidth can be achieved. A 
high-gain “polyrod” antenna was developed by using a long, tapered leaky-wave section 
at the end with a reported bandwidth of up to 2:1. A greater bandwidth can be achieved 
by adding multiple higher dielectric layers inside the rod to avoid pattern narrowing and 
higher waveguide modes. Recently, a double-layer, dual-polarization UWB dielectric rod 
probe antenna design was developed as a near-field probe with a bandwidth of more than 
4:1. Several desirable features for a good near-field probe include21 (1) low radar cross 
section (RCS) area, desired to minimize the mutual coupling between a probe and the 
antenna under test (AUT); (2) dual-linear polarization with good polarization isolation;  
and (3) a broad beamwidth with a stable radiation phase center. These features are impor-
tant to reduce probe correction error22,23 and to improve the accuracy of near-field to 
far-field transformation.

UWB DRP Configurations

A double-layer UWB dielectric rod probe antenna design that has a bandwidth of greater 
than 4:1 is illustrated in Figure 19-8. It consists of feeding, guiding, and radiating sections. 
A resistively terminated TEM launcher launches broadband electromagnetic waves into 
a guiding section where TEM waves are converted into HE11 mode. Finally, a specially 
designed radiation section produces stable and symmetric radiation patterns with a radiation 
center located near the tip. The final antenna is enclosed in a cylindrical conducting cylinder 
containing some absorbers to eliminate undesired radiations from feed and launchers. An 
absorber sleeve is placed around the exposed section of the rod with a 0.25-in air gap 
between rod and absorbers. Such an enclosure arrangement is to ensure that radiations only 
come from the radiation section.

FIGURE 19-8 UWB dual-polarization dielectric rod probe antenna with more than 4:1 bandwidth and 
symmetric radiation patterns
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Feed Section

The feed section shown in Figure 19-9 is responsible for launching UWB electromagnetic 
waves into the rod. This is achieved by a Type-II UWB launcher that consists of a pair of 
resistively terminated conducting plates that are mounted on the opposite surfaces of the 
feed section whose diameter is gradually increased to avoid excitation of higher mode. 
The geometry of the conducting plates is chosen to provide a desirable surge impedance of  
100 Ω, matched to the output impedance of the balun. The input impedance of the balun is 
50 Ω. The resistive tapering profile is plotted in Figure 19-9. The launcher design dictates the 
low-frequency limit of the rod antenna since little energy will be guided by the rod when the 
guided wavelength becomes much greater than the diameter of the rod. By adding a second 
launcher on the orthogonal plane, dual polarization can be easily achieved.

Guiding Section

The diameter and the dielectric constant (the outer layer, inner core) are chosen to be 
2 inches and 1 inch, and e1 = 4 and e2 = 6, respectively. Figure 19-10 compares the calculated 
magnitude of electric fields guided by a single-layer (left) and double-layer (right) rod along 
the longitudinal cut at 2, 4, and 8 GHz. Both rods are 2-in diameter. The single-layer rod 
is lossless and has a dielectric constant of 4. The double-layer rod is also lossless and has 
dielectric constants of 4 and 6 in the outer layer and inner core (1-in diameter), respectively. 
In both cases, HE11 mode fields are excited from the bottom ends. For the single-layer 
rod, the amount of energy guided within the rod increases with frequency as expected. 
However, once most fields are guided within the rod, further frequency increase does not 
further reduce the size of the transverse field distribution. This can be seen at the top end of 
the single-layer rod at 8 GHz. If we let fields radiate from the top end, it will have a large 
effective radiation aperture (in terms of wavelength) at high frequencies, causing undesired 
pattern narrowing and lobes. As a comparison, the fields guided by the double-layer rod 
are mainly confined to the higher dielectric inner core at high frequencies. This would 
reduce the effective aperture size (in terms of wavelength) at high frequency. Therefore, 
it is conjectured that if thickness and dielectric constant of each layer of a multiple-layer 
rod are chosen properly, the frequency scaled radiation aperture should be obtainable and 
produce UWB gain and patterns.

Radiating Section

Figure 19-11 shows the geometry of the radiating section of the UWB rod antenna. 
Radiation arises from refraction and diffraction caused by the gradually reduced diameter. 

FIGURE 19-9 The feed section of a single-layer rod (2-in diameter) antenna with dual-polarization 
launchers (the scale on the ruler is inches)
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We can also taper the dielectric constant down to produce radiations.24 As the guided 
wave approaches the radiating section whose electrical size becomes much smaller than 
the guided wavelength, the fields can no longer be confined to the rod, causing radiation 
as illustrated in Figure 19-11. The length of the radiation section should be kept short 

FIGURE 19-10 Comparison of field distribution  
(in the center longitudinal plane) of waves guided by 
single and double dielectric rods

FIGURE 19-11 The radiating section of the UWB double-layer dielectric rod antenna
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to avoid dispersion and pattern narrowing since shorter wavelengths can still be guided 
longer and radiate out near the top. However, a shorter length makes designing a smooth 
tapering more challenging. Internal reflections should also be minimized by a smooth 
tapering. Since the inner core has a higher dielectric constant, a small low-dielectric 
cover (er = 2.2) is added to provide a better transition into the air, thus reducing internal 
reflections at high frequencies.

Antenna Characteristics

Figure 19-12 plots the measured VSWR and time-domain return loss. The VSWR is 
< 2 within the 2 ∼ 8-GHz band. The oscillatory behavior is caused by the interference 
between feed and tip reflections as clearly observed at the 7-ns and 10-ns position. 
The measured and simulated co- and cross-polarization gain in the boresight direction  
are plotted in Figure 19-13 (upper left), which shows a stable gain level of 2 ~ 5 dBi. The 
cross-polarization component appears to be approximately 20 dB below the copolariza-
tion component over the entire frequency range. The simulated and measured radiation 
patterns at 2, 4, and 8 GHz are also plotted in Figure 19-13. The designed goal of 60° 
beamwidth as a near-field probe is clearly met. The patterns also are relatively symmetri-
cal in the E- and H-planes in the main beam region.

19.7 THE DUAL-POLARIZATION UWB DIELECTRIC 
HORN ANTENNA DESIGN

Introduction

A UWB dielectric horn antenna (DHA) was developed25 for operating from 2 to 18 GHz. 
This is a Type-II UWB antenna because it utilizes absorbing materials to control undesired 
lateral waves and curved surface to reduce end diffraction such that there is only one source 
of radiation. The DHA’s design objective is to provide dual-linear polarizations, wide and 
stable beamwidth, and symmetric radiation patterns. Figure 19-14 shows pictures of an 
assembled and partially assembled 2–18-GHz DHA antenna. The basic DHA configura-
tion consists of a solid dielectric horn, a wave launcher, and a surrounding bulk absorber, 

FIGURE 19-12 Measured VSWR (left) and return loss in time domain (right)
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as shown in Figure 19-14. Notice that this is not a dielectric loaded antenna. The dielectric 
horn is the primary radiator. This DHA design offers a much broader bandwidth (9:1) com-
pared with most other dielectric horn antenna designs.26

Wave Launchers and Feeding Arrangement

Similar to the previous dielectric rod antenna, each launcher arm begins with a triangular 
conducting plate and is followed by a tapered resistive strip. The surge impedance is a func-
tion of plate angle, horn angle, and the dielectric constant27 and is chosen to be approximately  

FIGURE 19-14 Basic configuration for the UWB DHA design

FIGURE 19-13 Measured and simulated realized gain and radiation patterns
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100 Ω, matched to the output impedance of a balun that has 50-Ω input impedance  
(see Figure 19-15). The minimum length of the conducting plate is related to the antenna’s 
low-frequency limit of antenna gain. The maximum length of the plate is related to the 
high-frequency limit of the radiation pattern.

The resistance profile of the resistively tapered strip is similar to the one shown in 
Figure19-9 and is used to reduce launcher resonance. If the resistance value increases too 
rapidly, undesirable diffractions could occur along the tapering. On the other hand, if the 
resistance value increases too slowly, undesired reflections could occur at the end of the 
tapering due to short length. The width and length of the resistive film should be kept 
minimal to maintain dielectric-air boundary condition and to avoid the excitation of the 
cross-polarized fields. Of course, the utilization of such resistive loading is at the expense 
of lower radiation efficiency.

Surrounding Absorber

The surrounding absorber is used to suppress undesired lateral waves propagating along 
the sides. Such lateral waves exist when there is an interface between two media with 
different dielectric constants.28 Figure 19-16 plots calculated field distribution of an 

FIGURE 19-15 Balun and feeding cable arrangement of DHA design

FIGURE 19-16 Propagation of impulse fields in DHA
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impulse signal in a dielectric wedge with a dielectric constant of 9 and wedge angle of 
60°. Without the external absorber (left figure), strong lateral waves are excited. Such 
lateral waves are easily identified by the angle, sin−1(eexternal / einternal), their wavefronts 
made with the dielectric interface. The presence of these lateral waves eventually will 
also interfere with radiation from the space wave, causing undesired variation in the 
gain and pattern with frequency and angle.29 Since lateral waves extend to the external 
medium, they can be suppressed by applying an external absorber. It is evident that 
lateral waves have been largely suppressed with only little impact on space waves. Also 
notice the much weaker external fields, which are beneficial in suppressing side and 
back lobes.

Dielectric Horn

The end of the dielectric horn has a spherical surface with its spherical center being 
at the feedpoint. A low-loss dielectric material, polymethyl-methacrylate (acrylic), is 
chosen for its low cost and easy fabrication. Acrylic also has good ultraviolet (UV) 
and thermal stability, low water absorption, and high dielectric strength. Its typical 
refractive index is approximately 1.48 over the frequency range of interest (2–18 GHz). 
Although choosing a material with a higher dielectric constant could reduce external 
waves and reduce antenna dimensions, it also increases undesired internal reflection 
at the spherical aperture and diffractions at edges. Such reflections could be reduced 
via the utilization of proper dielectric tapering along the radial direction for a smooth 
impedance transition.

The horn angle should be chosen based on desired beamwidths. Our empirical data 
showed the −10-dB beamwidth was approximately 10°∼13° less than the horn angle 
(less than 70°). A larger horn angle produces a wider beamwidth but requires wider 
launcher arms to maintain the same input impedance. This may be problematic since 
it can increase the cross coupling in a dual-polarization design. A large horn angle is 
also more susceptible to higher-order modes that could be excited by slight asymmetry 
in the two launcher arms. Figure 19-17 plots snapshots of computed pulsed fields in a 
DHA with a horn angle of 130° and dielectric constant of 2.2. This simulation adopts 
a realistic absorber with a dielectric constant of 1.8 and conductivity of 0.22 S/m  
at 10 GHz. It is observed that the fields propagate outward spherically without 
experiencing magnitude and phase distortion. The fields are also confined within the 
horn. To further reduce undesired diffractions at the edge of the spherical end, an 
improved design adopts smoothly curved sides, as illustrated in Figure 19-18. Notice 
the pyramidal geometry near the feed region for achieving improved isolation between 

FIGURE 19-17 Propagation of pulsed fields in a dielectric horn
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orthogonal polarizations in a dual-polarization design compared with the circular cone 
geometry (see Figure 19-14).

Antenna Characteristics

In this section, measured data for a DHA designed for 2–18-GHz dual-polarization 
operations with a beamwidth of approximately 60° are presented. This DHA is pictured in 
Figure 19-14. The radius and angle of the horn are 3.5 in and 110°, respectively. Figure 19-19 
shows the measured VSWR, which is less than 1.5 for most of the band and below 2.0 over 

FIGURE 19-18 Dielectric horn geometry of improved DHA design for reducing edge diffraction

FIGURE 19-19 Measured VSWR from 2 to 18 GHz
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the entire band. Although this is somewhat expected due to the utilization of resistively 
loaded launchers, this result does indicate low reflection from spherical aperture, the main 
reason for not using high-dielectric material. The antenna efficiency of this DHA is around 
10 percent and 27 percent at 2 GHz and 18 GHz, respectively. The solid and dashed lines 
are used to distinguish the two orthogonal polarizations.

Figure 19-20 plots measured boresight gain (co- and cross-polarization compo-
nents) for two orthogonal polarizations. The gain level increases approximately 5 dB 
from 2 to 18 GHz. The small rapid fluctuations are clutter from the measurement facil-
ity. The low gain level is due to the utilization of the absorber and the tapered resistive 
strips. Unfortunately, the absorber is necessary in the current design to eliminate the 
lateral waves. However, a high gain antenna is not a critical need in many applications 
as in the indoor ranges. To adapt the antenna to other applications where a higher gain 
level is desired, other launcher designs that could avoid launching lateral waves are 
possible and are being investigated. The copolarization-to-cross-polarization isolation 
decreases monotonically from 25 dB at 2 GHz to 15 dB at 18 GHz. This behavior of 
decreasing isolation is caused by slight misalignments in placing the launcher arms or 
feeding wires.

Figure 19-21 plots the normalized measured far-field patterns, which also agree well 
with simulated data25 (not shown here). These patterns show good E- and H-plane sym-
metry as well as stable beamwidth. It is observed that the beamwidth below 4 GHz 
becomes significantly wider since the cross sectional size at the effective end of the 
launcher is small compared with wavelength such that HE11 mode is only loosely guided. 
Thus, for our application, the antenna has a 9:1 bandwidth. Only the radiation patterns 
for one of the two orthogonal polarizations are shown here since both polarizations have 
similar patterns.

FIGURE 19-20 Measured gain from 2 to 18 GHz
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20.1 INTRODUCTION

In this chapter, the theoretical and practical consideration involved in the design of phased 
array antennas is given. The intent is to provide the antenna designer with an overview of 
the basic design concepts of phased arrays and the means to determine the proper antenna 
parameters for a given application. This chapter is an updating of that prepared for the pre-
vious edition by Ray Tang and Richard Burns. They were associated with Hughes Aircraft 
Co., Fullerton, California.

Basic Concept of Phased Arrays

Basically, the phased array antenna is composed of groups of individual radiators (ele-
ments), which are distributed and oriented in a linear or two-dimensional spatial configura-
tion. The amplitude and phase excitations of each element can be individually controlled 
to form a radiated beam of any desired shape (from a directive pencil beam to a fan beam 
shape) in space. The position of the beam in space is controlled electronically by adjust-
ing the phase of the excitation signals at the individual elements. Hence, beam scanning is 
accomplished with the antenna aperture remaining fixed in space without the involvement 
of mechanical motion in the scanning process. In other words, this is scanning without 
inertia.

Advantages of Phased Arrays

The capability of rapid and accurate beam scanning in microseconds permits the system to 
perform multiple functions, either interlaced in time or simultaneously. An electronically-
steered array radar is able to track a large number of targets and illuminate some of these 
targets with radio frequency (RF) energy, for the purpose of guiding missiles toward them. 
This form of radar can perform complete hemispherical searches, with automatic target 
selection and hand-over to tracking. It may even act as a communication system, directing 
high gain beams toward distant receivers and transmitters. Complete flexibility is possible. 
Search and track rates may be adjusted to best meet the particular situation within the limi-
tations set by the total use of time. The antenna beamwidth may be changed electronically, 
by means of phase spoiling, to cover certain areas more rapidly but with less gain. Very high 
powers may be generated from a multiplicity of generators distributed across the aperture. 
Electronically controlled phased-array antennas can give the flexibility needed to perform 
all the various functions in a way best suited to the specific task at hand. The functions can 
be programmed rapidly and accurately with digital beam steering computers.

Overview of the Chapter

The first part of this chapter describes the theory of phased-array antennas, with empha-
sis on the basic relationships between the array performance, the excitation coefficients 
(amplitude and phase) of each element, and the physical parameters of the antenna (see 
Sections 20.2 and 20.3). These relationships are the design formulas, which an antenna 
designer can use to determine the required array parameters that satisfy a given set of sys-
tem requirements. After determining the array parameters such as the number of required 
elements, the spacing between the elements, and the size of the radiating aperture, the next 
step in the design would be the selection of the type of element, phaser, and beamforming 
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feed network to implement the required excitations at the radiating aperture physically. A 
detailed discussion of the various types of elements and feed networks that are commonly 
used is given in Sections 20.4 and 20.5, respectively. Corresponding to the various types 
of feed networks, the frequency-bandwidth characteristics of the phased-array antenna are 
described in Section 20.5.

20.2 THEORY OF PHASED ARRAYS

We shall begin the discussion of array theory with the simplest configuration possible: an 
array of isotropic elements equally spaced along a line (linear in a geometric sense). It will 
be seen that the more complex array theory can be framed as an extension of this simple case. 
For example, two-dimensional arrays are often constructed of interconnected linear arrays. 
From the linear array discussion, we will then proceed to the theory of two-dimensional 
arrays. The theory of arrays of isotropic radiators will then be extended and modified to 
apply to arrays of real elements.

To simplify and condense the material to be presented, the following assumptions will 
be adhered to in this discussion:

1. For practical purposes the far-field region of the antenna, commonly defined by ranges 
R, satisfying

 R L≥ 2 2

λ  (20-1)

 where L is the largest dimension of the antenna and l is the operating wavelength of 
interest. In this region, the antenna pattern is insensitive to range except for a scale fac-
tor of 1/R2 in power. This scale factor is usually ignored.

2. The reciprocity theorem1 will be used extensively to justify analysis of array far-fields 
from either the transmitting or the receiving viewpoint, as convenience dictates and usu-
ally without explicit mention. By virtue of this theorem, the pattern will be the same in 
either case if no nonreciprocal devices are used. When such devices are used, one can 
usually perform pattern analyses which neglect their presence.

3. For simplicity, interest will be restricted to the responses of arrays to continuous wave 
(CW) signals.

Radiation Pattern of Linear Arrays

The theory of linear arrays is described in detail by Silver1 and Schelkunoff.2 Let us con-
sider the elementary array of Figure 20-1, consisting of N isotropic elements, equally 
spaced at a distance d apart. On receive, if a plane wave is incident upon the array from a 
direction making an angle q with the array normal, the current in the nth element will be 
of the form

 ′ =i Aen
jnkd sinθ  (20-2)

where A is a complex constant related to the instantaneous amplitude and phase of the plane 
wave and k is the wave number:

 k
f

c
= =2 2π π

λ  (20-3)
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where

f = operating frequency
c = velocity of light

Eq. 20-1 shows that the current in the nth element leads that in the (n + 1)th element by 
a phase shift given by ∆y = kd sin q. This phase shift corresponds to the difference in time 
of arrival t of the plane wavefront of t = d/c sin q. If we place a control element behind 
each radiator, as indicated in Figure 20-2, with a transfer coefficient for the nth element 
given by

 
′′
′ =

i
i

a en

n
n

j nψ
 (20-4)

where an and yn are the real current gain and phase shift of the control element, respec-
tively, the summing network produces an output

 E q a ea n
j nkd

n

N

n( ) ( )= +

=

−

∑ ψ θsin

0

1

 (20-5)

where we now neglect the constant A of Eq. 20-2. This relationship gives the response of 
the array of Figure 20-2 to a signal arriving from a direction q in terms of the set an’s and 
yn’s. The set of coefficient an is usually called the array amplitude taper, while the yn’s are 
called the phase taper. The expression of Eq. 20-5 is called the array factor. To combine 
the received signals from all the radiators in phase to produce a maximum response in the 
scan direction of q0, the yn’s must have the form

 ψ θn nkd= − sin 0  (20-6)

This expression shows that the required phase taper across the array aperture is a linear 
taper (constant phase differential between adjacent radiators). On transmit, when the phases 

FIGURE 20-1 Basic linear array configuration
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of the control elements such as phasers are set to the phase taper of Eq. 20-6, the signals 
radiated from all the elements will add up in phase to produce a main beam in the direc-
tion of q0. Hence, the array factor of Eq. 20-5 is the same for both transmit and receive. 
Substituting Eq. 20-6 into Eq. 20-5, we have for the array factor

 E a ea n
jnk d

n

N

( ) ( sin )θ θ θ= −

=

−

∑ sin 0

0

1
 (20-7)

For the special case of a uniformly illuminated array, an = 1 for all n, the array factor for 
an N-element array becomes

 E
N

d

N
da ( )

(sin sin )

sin (sin
θ

π λ θ θ

π λ θ
=

−





sin 0

−−





sin )θ0

 (20-8)

Grating Lobes Versus Element Spacing

The array factor of Eq. 20-7 can also be expressed in terms of the variable n = sin q as 
follows:

 E v a ea n
jnkd v v

n

N

( ) ( )= −

=

−

∑ 0

0

1

 (20-9)

FIGURE 20-2 Beam-steering concept using phasers (phase shifters) at each radiating  
element
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where the beam direction v0 is related to the differential phase ∆y  by ∆y  = −kdv0. It is 
obvious that Ea(n0) and Ea(q ) are related by a one-to-one mapping in the region |n | ≤ 1, 
which is often referred to as the visible space corresponding to the real angles of q. It is also 
apparent that Ea(n ) is a periodic function of n of period

 
2 1π

λ
λ

kd d d
= =

/  (20-10)

and that Eq. 20-9 is in the form of a Fourier series representation, which is readily analyz-
able and easy to visualize. The maxima of Ea(n ) occur whenever the argument of Eq. 20-9 
is a multiple of 2p; for example, kd(n − n0) = 2ip, where i = 0, ± 1, ± 2, . . . , or

 v v
i

di − =0 /λ  (20-11)

When ni = n0 or i = 0, this maximum is generally referred to as the principal lobe (PL) or 
main beam, and the other maxima are known as the grating lobes (GL) from the corre-
sponding phenomena with optical gratings. In the design of phased arrays, it is imperative 
that the grating lobes be eliminated within the visible space since these lobes reduce the 
power in the main beam and thus reduce the antenna gain, and introduce unwanted signals 
and noise. This means that the element spacing d must be chosen to avoid the grating lobes 
over the range of v from −1 to +1. When the main beam is scanned to n0, the closest grating 
lobe to the visible space is located at ni = n0 − l /d (see Figure 20-3). This grating lobe will 
just appear in visible space (at the endfire direction of the array) when n0 − l /d = −1, or

 
d
λ θ=

+
1

1 0sin | |  (20-12)

Thus, the element spacing criterion stated in terms of the desired maximum scan angle 
q0max is

 
d
λ θ<

+
1

1 0sin | |max
 (20-13)

FIGURE 20-3 Grating-lobe formation
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 PHASED ARRAYS 20-7

Figure 20-4 is a plot of Eq. 20-13. Note that GL appear when element spacing is suf-
ficient; scan only moves the GL. For small arrays, the grating lobe null may be positioned 
at 90°:

 d N
Nλ

β
θ=

− +
+
1

1

2

( sin )
 (20-14)

where b  = 0 for uniform excitation, or B for Taylor One-Parameter distribution. The analy-
sis of Eq. 20-14 is due to David Munger and Richard Phelan.

Sub-Arrays and Quantization Lobes

Linear or planar arrays for limited scan may employ sub-arrays, where a small group of 
elements (sub-arrays) are fed together. Thus expensive hardware such as phasers, preamps, 
power amps, and combiners is minimized. When scanned, an array of contiguous sub-
arrays has a stair-step phase, with one step over each sub-array. This gives rise to quanti-
zation lobes (QL). These are located at approximately the grating lobe angles, except that 
the sub-array width W is used in Eq. 20-11. QL amplitudes are given approximately by  
sinc(p W/l sin q ). For example, for W/l sin q  =   .3 the QL amplitude is –12.6 dB, while 
for W/l sin q  = .5 the QL is –3.9 dB. Note that unlike GL, which appear whenever element 
spacing is adequate, QL appear only when the beam is scanned away from broadside.3

FIGURE 20-4 Scan angle versus element spacing for GL appearance
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Quantization lobes can be significantly attenuated by clever use of random numbers, as 
shown by Smith and Guo.4 Random numbers are added to the drive of the digital phasers; 
then the same set, truncated to the number of phaser bits used, is subtracted. If the random 
numbers are chosen properly, the QL are depressed. Figure 20-5 shows an array pattern 
with two element sub-arrays at 30° scan. When the pseudo-randomization technique is 
used, the QL are reduced.5

Radiation Pattern of Planar Arrays

To provide beam scanning in two angular dimensions, a planar array of radiating elements 
must be used. In a spherical coordinate system, the beam position is defined by the two 
coordinates q and f, as shown in Figure 20-6. Also shown in Figure 20-6 is the layout of 
the element lattice in the planar array. For a rectangular lattice, the mnth element is located 
at xm = mdx and yn = ndy. For a triangular lattice, the element grid can be thought of as a 
rectangular grid in which every other element has been omitted. In this case, only every 
other value of mn contains an element. The element locations can be defined by requiring 
that the (m + n) be even.

The array factor of a two-dimensional array may be calculated by summing the vector 
contribution of each element in the array at each point in space. The array factor can be 
written in terms of the directional cosines, cos ax and cos a y, of the spherical coordinate 
system as follows:

 
E i ea x y mn

jk md nd

n

x x y y( ,cos ) ( cos cos )cos α α α α= +∑
mm
∑  (20-15)

FIGURE 20-5 100 element array, 2 element subarray, and 30° scan
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where

 

cosα θ φ

α θ φ

x

y

=

=

sin cos

cos sin sin  (20-16)

For a uniformly illuminated (imn = 1) rectangular array, we have

 E ea x y
m M

M
jkmdx( ,cos )

( )/

( )/
coscosα α =

=− −

−

∑
1 2

1 2
aa

n N

N
jkmd ax y ye

=− −

−

∑
( )/

( )/
cos

1 2

1 2

 (20-17)

Each sum can be evaluated, producing a result analogous to Eq. 20-8 for a uniformly 
illuminated linear array:

 E

M
d

M
da x y

x
x

x

( ,cos )

sin cos

sin

cosα α
π λ α

π λ

=









ccos

sin cos

α

π λ α

x

y
yN

d





































NN
dy

ysin cosπ λ α






























 (20-18)

Beam scanning with planar arrays is accomplished by linear phasing along both array 
coordinates. To scan the beam to the angular position corresponding to the directional 
cosines cos ax0 and cos ay0, a linear phase taper is introduced at each element so that the 
excitation at the mnth element is given by

 i a emn mn
j kmd kndx x y y= +( cos )cosα α0 0  (20-19)

FIGURE 20-6 Element geometry of a two-dimensional array
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where 

kdx cos ax0 = element-to-element phase shift in the x direction
kdy cos ay0 = element-to-element phase shift in the y direction

This form of steering phase indicates that the phase of the mnth element is the sum of a 
row phase mkdx cos ax0 and a column phase nkdy cos ay0.

The array factor of a rectangular planar array of M by N elements is then given by

 E a ea x y mn
jk md ndx x x(cos ,cos ) [ (cos cos )α α α α= − +0 yy y y

nm

(cos cos )]α α−∑∑ 0  (20-20)

Element Spacing and Lattice of Planar Arrays

As in the case of the linear array, the array factor of the planar array Eq. 20-18 has an 
infinite number of grating lobes in the directional cosine space. For example, the maxima 
of Ea occurs whenever the argument of Eq. 20-18 is a multiple of 2p. Since there is a one-
to-one correspondence between the directional cosine space (cos ax and cos ay space) and 
the visible space (q and f space within the boundary defined by cos2 ax + cos2 ay = 1), the 
number of grating lobes that can be projected from the directional cosine space into the 
visible space depends upon the parameters dx /l and dy /l. To avoid the formation of grating 
lobes in the visible space, the element spacings dx /l and dy /l must be chosen so that there 
is only one maximum from Eq. 20-18, namely, the main beam, in the visible space (real 
space). In the planar array, the element lattice and spacing can be chosen to shape the grat-
ing lobe contour (location pattern of grating lobes) to fit the required scanning volume, so 
that the total required number of elements in the planar array is minimized. To accomplish 
this optimization, it is more convenient to plot the position of the grating lobes when the 
main beam is phased for broadside and observe the motion of these lobes as the beam is 
scanned. Figure 20-7 shows the grating lobe locations for both rectangular and triangular 
spacings. For a rectangular lattice, the grating lobes are located at

 

cosα α λ

α α

x x
x

y y

d
p

p q

− = ± ⋅

=

− =

cos

, , , ,

cos cos

0

0

0 1 2…

±± ⋅λ
d

q
y

 (20-21)

FIGURE 20-7 Grating-lobe locations for rectangular and triangular element lattices
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The grating lobe pattern of Figure 20-7 must be mapped onto the surface of the unit 
sphere, as shown in Figure 20-8, to give a true spatial distribution; therefore, only the por-
tion of the pattern of Figure 20-7 inside a unit circle centered at cos ax = cos ay = 0 lies in 
visible space. The lobe at p = q = 0 is the main beam. For a conical scan volume, the trian-
gular grid is more efficient for the suppression of grating lobes than a rectangular grid,6 so 
that for a given aperture size fewer elements are required. If the triangular lattice contains 
elements at mdx and ndy, where m + n is even, then the grating lobes are located at

 

cosα α λ

α α

x x
x

y y

d
p

p q

− = ± ⋅

=

−

cos

, , , ,

cos cos

0

0

2

0 1 2…

== ± ⋅λ
2d

q
y

 (20-22)

where p + q is even.
As the array is scanned away from broadside, each grating lobe (in directional cosine 

space) will move a distance equal to the sine of the angle of scan and in a direction deter-
mined by the plane of scan. To ensure that no grating lobes enter visible space (real space), 
the element spacing must be chosen so that for the maximum scan angle qm the movement 
of a grating lobe by sin qm does not bring the grating lobe into visible space. If a scan angle 

FIGURE 20-8 Construction of array factor E(f, q ) by projection of array function E(t, m) onto  
unit sphere
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of 60° from broadside is required for every plane of scan, no grating lobe may exist within 
a circle of radius 1 + sin qm = 1.866. The square lattice that meets this requirement has

 
λ λ λ
d d

d d
x y

x y= = = =1 866 0 536. .or  (20-23)

Here, the area per element is

 dx dy⋅ = =( . ) .0 536 0 2872 2λ λ  (20-24)

For an equilateral triangular lattice, the requirement is satisfied by

 
λ λ λ
d d

d d
y x

y x= = = =
3

1 866 0 536 0 30. . , .or 99λ  (20-25)

If we recall that elements are located only at every other value of mn, the area per  
element is

 2 2 0 536 0 309 0 322 2d dx y = =( . )( . ) .λ λ λ  (20-26)

For the same amount of grating lobe suppression, the saving in the number of elements 
for the triangular versus the rectangular lattice is 15.5 percent. The grating lobe contour 
plots illustrating the previous example are shown in Figure 20-9.

Directivity of Linear Arrays

Array directivity is defined as the ratio of power density per unit of solid angle at the  
peak of the main beam to the average power radiated per unit solid angle over all space. 

FIGURE 20-9 Grating lobe contours for rectangular and triangular lattices
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From this definition, it follows that the directivity of the main beam at angle q0 is given by

 D
E

E d
( )

| ( ) |

| ( ) |
θ

θ

π θ
0

0
2

0
21

4

=
∫ Ω

all space

 (20-27)

where dΩ = cos q dq df. For a linear array of isotropic radiators arranged as shown in 
Figure 20-10, E(q ) is independent of f. Therefore, ∫|E|2 dΩ = 2p ∫|E|2 cos q dq. Using  
v = sin q dv = cos q dq, we have

 
D v

E v

E v dv
( )

| ( ) |

| ( ) |
0

0
2

2

1

1

2
=

−

+

∫  (20-28)

Using Eq. 20-8 and integrating yield

 
D v

a

a a
d n m

n
n

N

m n
m
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( )( )0

0

1 2

0

1 2
2

=
−

=

−

=

−

∑

∑ sin /π λ
ππ λ( )( )d n m

n

N

/ −=

−

∑
0

1  (20-29)

FIGURE 20-10 N-element linear array geometry
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The denominator of Eq. 20-29 prevents a simple analysis of the directivity. When all 
excitation coefficients are equal, the directivity simplifies to

 
D v

N

N
N n nkd

nkd
n

N( )
( )sin0

2

1

1

2
2

2

=
+ −

=

−

∑  (20-30)

This result is plotted in Figure 20-11 for arrays of 2 to 24 elements, with spacings up 
to 1.2l. It may be noted that the directivity drops abruptly at the appearance of the first 
grating lobe.

FIGURE 20-11 Directivity of linear array of isotropes (after Hansen3 © Wiley 1998)
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Directivity of Planar Arrays

The directivity of a planar array is defined as in Eq. 20-31 with appropriate notation changes 
to include both spatial angles:

 
D

E

E

a

a

( , )
| ( ) |

| ( , ) |

,θ φ
θ φ

π θ φ
0 0

0 0
2

1
4

=
∫all space

22
dΩ  (20-31)

where dΩ = dq df sinq.
Even for an array of isotropic elements, equally excited, Eq. 20-31 is difficult to evalu-

ate as the denominator contains the square of the array series. Directivity in terms of sin x/x 
functions of complicated arguments is given in Hansen.3 Fortunately, for scan angles not 
near endfire, the directivity is given approximately by

 D
A

( , )θ φ π
λ

η θ0 0 2 0

4= cos  (20-32)

where h is the excitation or taper efficiency. Near endfire the beam shape and directivity 
change appreciably. For a large array

 D N
d dx y( , )θ φ πη
λ

θ0 0 2 04= cos  (20-33)

The directivity expressions as shown in Eqs. 20-32 and 20-33 are for an array aperture 
which is impedance matched for all beam scan angles; for example, the aperture is trans-
parent for a plane wave incidence at any scan angle q0 without reflections. However, in 
practice, the aperture is mismatched at some scan angles. Therefore, the array gain of the 
antenna is given approximately by

 G
A

( , ) [ | ( , ) | ]θ φ π
λ

η θ θ φ0 0 2 0 0 0
24

1= −cos Γ  (20-34)

where |Γ(q0,f0)| is the amplitude of the array aperture reflection coefficient at the scan 
angle q0,f0.

In general, the antenna beamforming network behind the array aperture has ohmic 
losses, such as the losses in the phasers, power combiners, etc.

To obtain an accurate gain formula, the effects of mutual impedance must be included. 
The resulting array gain versus scan angles is called Scan Element Pattern; see Sec- 
tion 20.4 for more details.

20.3 PATTERN CONTROL

Pattern Control of Linear Arrays

The far-field pattern properties of most frequent concern to the array designer are the array 
sidelobe level, array gain, and the beamwidth. All these properties depend upon the ampli-
tude taper applied to the excitation coefficients an’s of Eq. 20-5. In general, a stronger 
amplitude taper across the array aperture has the effect of reducing the sidelobes at the 
expense of increased beamwidth and reduced aperture efficiency (antenna gain).
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In the days before computers, aperture distributions were chosen for easy integrabil-
ity: for example, cosine-on-a-pedestal. In the 1950s, Taylor at Hughes Aircraft developed 
aperture distributions based on physics principles. These principles required symmetric 
distributions, pedestals (so far-out sidelobes decayed as 1/u), far-out zeroes separated by 
unity, and zeroes should be located on the w unit circle (Taylor3,7). These widely used dis-
tributions include two for linear and rectilinear arrays, and two for circular arrays.

Taylor n  Distribution

The Taylor n  distribution7 provides a certain number of equal sidelobes, symmetrically 
located on both sides of the main beam with the amplitudes of the remaining sidelobes 
decreasing monotonically. For a given design sidelobe level, the Taylor distribution pro-
vides narrowest beamwidth. The Taylor n amplitude distribution is of the form

 

A x A n F a n F n A n
n x

L
n

n

( , , ) ( , , ) ( , , )= +
=

−1
2

0 2
1

1

π
π

cos∑∑







=
− −

+ −
F n A n

n
n

A
( , , )

[( )!]
[ ( )

1 12
2

2 2 1
2σ 22

1

1

1 1
]

( )!( )!







− + − −
=

−

∏
m

n

n n n n

 (20-35)

where

x = distance from center of aperture
L = total length of aperture
A = 1/p arc cosh R
R = design sidelobe voltage ratio

σ = 
n

A n2 1
2

2+ +( )

n  = number of equiamplitude sidelobes adjacent to main beam on one side

Corresponding to this amplitude distribution, the beamwidth of a one-wavelength 
source is given by

 β σβ= 0  (20-36)

where

 β π0
2

2
2

2
= −









( )arc cosh arc coshR

R
 (20-37)

For an array with aperture length L, the beamwidth is given by

 Beamwidth rad= σβ λ
0 L  (20-38)

Beamwidth as a function of the design sidelobe level for various values of n  is given 
in Table 20-1.
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Taylor One-Parameter Distribution

The modified sin p u/p u taper of the Taylor One-Parameter distribution3 produces mono-
tonically decreasing sidelobes. The radiation pattern has a main lobe of adjustable ampli-
tude and a sidelobe structure similar to that of the radiation from a uniformly illuminated 
source. The amplitude distribution is of the form

 a x I
x

L
( ) = − 















0

2

1
2πβ  (20-39)

where

x = distance measured from center of aperture
L = total length of aperture
I0 = zero order Bessel function of third kind
b  =  parameter fixing ratio R of main beam amplitude to amplitude of first sidelobe by 

R = 4.60333 sinh pb /pb.

The array pattern corresponding to the previous amplitude distribution is given by

 E u
u B

u B
u Ba ( )

sin= −
−

≥π
π

2 2

2 2
 (20-40)

 E u
B u

B u
u Bn ( )

sinh
=

−
−

≤
π

π

2 2

2 2  (20-41)

where

 u = (L/l) sin q (20-42)

The beamwidth and aperture efficiency as a function of the design sidelobe ratio are 
shown in Table 20-2. Figure 20-12 shows a Taylor One-Parameter pattern for –25 dB side- 
lobe ratio. For details see Hansen.3

Dolph-Chebyshev Distribution

In 1946 Dolph8 showed that a linear aperture (array) would have maximum directivity for a 
given sidelobe level if all sidelobes were of equal height. This was accomplished by effecting 

TABLE 20-2 Design Sidelobe Level, Beamwidth, and Aperture Efficiency for Modified sin p u/p u 
Distributions

Sidelobe ratio, dB B
180b /p, beamwidth of a  
one-wavelength source,° h, aperture efficiency

13.26 0 50.75 1.0000 

15 0.355769 52.884 0.9931

20 0.738600 58.659 0.9330

25 1.02292 63.938 0.8626

30 1.27616 68.775 0.8014

35 1.51363 73.232 0.7509

40 1.74148 77.378 0.7090
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a correspondence between the array polynomial and the Chebyshev polynomial. These distri-
butions are mainly of academic interest for several reasons: the far-out sidelobes are high; for 
some cases the aperture distribution is non-monotonic; and the aperture efficiency is low.3

Bayliss Difference Pattern

For monopulse radar or angle-of-arrival systems, a difference pattern is useful. It typically has a 
split beam with zero gain at broadside. The steep slope of the pattern on either side of broadside 
allows accurate angle determination. The simplest arrangement uses a uniformly excited linear 
array with one half 180° out of phase with the other half. Unfortunately the highest sidelobe 
is –10.6 dB, a level often unacceptable. A remedy was provided by Bayliss,9 who developed a 
difference pattern based on the Taylor n  distribution discussed earlier. This allows lower differ-
ence pattern sidelobes to be selected versus excitation efficiency. Figure 20-13 shows a typical 
Bayliss pattern with –25 dB sidelobe level, while Figure 20-14 gives the amplitude distribution. 
Details of the equations and efficiencies are given in Hansen.3

Pattern Control of Planar Arrays

If markedly different patterns are desired in the two orthogonal planes (cos ax and cos ay 
planes), it is often advantageous to use rectangularly-shaped arrays with sides parallel to 
the specified planes and separable illumination; that is, amn = aman, so that

 

E a ea x y mn
jk md ndx x x( ,cos ) [ (cos cos )cosα α α α= − +0 yy y y

x x x

nm

m
jkmda e

(cos cos )]
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α α

α α

−

−
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=

0

0 )) (cos cos )

(cos )

m
n

jknd

n

a x a

a e

E E

y y y∑ ∑ −

= ⋅

α α

α

0

1 2 ((cos )α y  (20-43)

FIGURE 20-12 Tayler one-parameter pattern, SLR = 25 dB
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where Ea1 and Ea2 are synthesized by linear array techniques. In this case, the amplitude 
distributions described in the subsection “Pattern Control of Linear Arrays” can be applied 
along each orthogonal axis of the planar array to achieve the desired sidelobe control. One 
special feature of this separable illumination is that the sidelobe levels in the cos ax plane are 
those of Ea1(cos ax) alone, since Ea2 is a maximum. Away from both the cos ax and the cos ay 
axes (diagonal planes), the sidelobes are lower as a result of the product of Ea1 and Ea2, both 
less than their maxima. For example, the array factor for a uniformly illuminated rectangular 
aperture was given by Eq. 20-18. The array factor yields first sidelobes of about −13.2 dB 
below the main beam along the two orthogonal axes. Off the axes, the sidelobes are lower. 
In particular, along the 45° diagonals, the first sidelobes are twice as low; −26.4 dB.

FIGURE 20-13 Bayliss difference pattern, n  = 5
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FIGURE 20-14 Bayliss difference pattern amplitude
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Consequently, for a given peak sidelobe level, the taper efficiency (h = h1h2) is lower for 
a separable illumination than that which can be realized by nonseparable means, although 
the average sidelobe level should be comparable to tapers of like values of h.

If a circularly symmetric pattern is desired, an array shape approximating a circle is 
preferred. Here, the array symmetry refers to only the symmetry of the beam shape and 
near-in-sidelobe structure. The element grid will still govern the grating lobe location. In 
most cases, the amplitude distributions for circular arrays are nonseparable.

Taylor Circular n-bar Distribution

This low sidelobe distribution10,11 produces a pattern that is rotationally symmetric. Design prin-
ciples are similar to those of the linear n distribution.3 Useful data are given in Table 20-3.

Hansen Circular One-Parameter Distribution

This symmetric distribution12 uses a modified I1(p u)/p u in the higher part of the main 
beam, and a modified J1(p u)/p u for the rest of the main beam and sidelobes. The Bessel 
arguments are replaced by π u H2 2− , where H corresponds to the B constant of the linear 
One-Parameter distribution. Table 20-4 gives design data.3

For the special case of a uniformly illuminated circular array, corresponding to H = 0 in 
the One-Parameter distribution, the array pattern is given by

 E
J ka

kaa ( )
( )

sin
θ

θ
θ≈ 1 sin

 (20-44)

where J1(x) is the first-order Bessel function. The function has an HPBW coefficient of 
58.96°, defined by

 Beamwidth = 58 96
2

.
λ
a

 (20-45)

where a is the radius of the circular aperture. The first sidelobes are approximately −17.5 dB.
There is also a circular Bayliss difference pattern. Details and references are given in 

Hansen.3

20.4 RADIATING ELEMENT DESIGN  
AND MUTUAL COUPLING

The discussion on array theory in Section 20.2 is based on elements with isotropic pat-
terns. In practice, however, the radiation patterns of real elements are nonisotropic, and 
the impedance of the elements varies as a function of scan caused by the mutual coupling 
between the elements. In fact, the pattern of an element in the environment of an array is 
markedly different from the pattern of an isolated element in amplitude, phase, and, per-
haps, polarization as well.

One of the functions performed by the antenna is to provide a good match between 
the radar transmitter and free space. This means that the driving point impedance looking 
into the element in the array environment must be matched to their generator impedance.  
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If the antenna aperture is not matched to free space, power will be reflected back toward 
the generator, resulting in a loss in radiated power. In addition, a mismatch produces stand-
ing waves on the feed line to the antenna. Therefore, while the antenna is radiating less 
power, individual components must be designed to handle more peak power. In a scanning 
array, the impedance of a radiating element varies as the array is scanned, and the matched 
problem is considerably more complicated. In some instances, spurious lobes may appear 
in the array pattern as a consequence of the mismatch. Furthermore, there are conditions in 
which an antenna that is well matched at broadside may have some angle of scan at which 
most of the power is reflected (scan blindness).

Design Criteria for Elements

The most commonly used elements for phased arrays are dipoles,13 waveguide slots,14 
open-ended waveguides,15 TEM horns,16,17 spirals,13 and microstrip patch elements.18 The 
TEM horn is sometimes called the Vivaldi antenna, a whimsical name that has no content 
and is deprecated. The selection of an element for a particular application must be based 
upon the following considerations:

1. The required area of the element is small enough to fit within the allowable element 
spacing and lattice without the formation of grating lobes. In general, this limits the 
element to an area of a little more than l2/4.

2. The Scan Element Pattern of the element provides the appropriate aperture matching 
over the required scan coverage (see Section 20.4).

3. The polarization and power handling capability (both peak and average power) meet the 
system requirements.

4. The physical construction of the element must be able to withstand environmental 
requirements such as thermal, shock, and vibration requirements.

5. The element must also be inexpensive, reliable, and repeatable from unit to unit since 
many hundreds or thousands of elements are required in a large phased-array antenna.

Since the impedance and the pattern of an element in an array are determined predomi-
nantly by the array geometry and environment, the radiator may be chosen to best suit the 
feed system and the physical requirements of the antenna. For example, if the element is 
fed from a stripline or microstrip phaser, a stripline or microstrip patch would be a logical 
choice for that element.

TABLE 20-4 Design Sidelobe Level, Beamwidth, and Aperture Efficiency for Hansen Circular 
One-Parameter Distribution

Sidelobe ratio, dB H
180b /p, beamwidth of a  
one-wavelength source h, aperture efficiency

17.57 0 58.96 1.000

20  .4872 61.80  .9786

25  .8899 67.25  .8711

30 1.1977 72.24  .7595

35 1.4708 76.79  .6683

40 1.7254 81.02  .5964
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After selecting the proper type of element on the basis of the criteria as stated previously, 
the next step is to optimize the performance by following the procedure outlined next:

1. Select an element configuration and spacing that do not generate grating lobes.

2. Formulate an analytical model of the radiating element in the array aperture, and opti-
mize the performance by varying the design parameters of the element such as the 
spacing between the elements, the aperture size, or the distance of the element above 
ground. The Scan Impedance may be modeled by Floquet’s infinite array theory, or by 
numerical methods such as the Moment Method, Finite Elements, or FDTD.

3. Using the analytical results from Step 2, fabricate waveguide simulators to measure the 
Scan Impedance at discrete scan. The design parameters of the element may have to be 
modified in order to optimize element performance. This measurement also verifies the 
calculated results of Step 2.

4. Fabricate a small test array and measure the Scan Element Pattern using the array in 
receive mode, over the required frequency band. The Scan Element Pattern describes 
the variation in array gain as a function of beam scan angle. Large aperture mismatches 
at any scan angle or scan plane will show up as dips in the Scan Element Pattern.

5. The Scan Element Pattern measurement of Step 4 in conjunction with the Scan 
Impedance measurement of Step 3 establishes the performance characteristics of the 
final element design.

Scan Element Pattern (SEP)

Scan Element Pattern, formerly called Active Element Pattern, is gain per element ver-
sus scan angles. Active is deprecated because it has electron device connotations. Mutual 
impedance effects are included. For dipole type radiating elements, drive voltages are 
applied; the resulting currents are used to calculate SEP.

 SEP =
∑∑

∑

120 2F I I

N I I R

n n

NN

n n n

N

( , ) *

*

θ φ
 (20-46)

Here the element pattern is F and Rn is the Scan Resistance of the nth element. Note that 
summing fields from one element excited at a time is incorrect; the correct set of currents 
requires that all elements be excited.19 Measurement of SEP thus requires the array to be 
used as a receiver, so that all element amplitudes and phases are correct. This is easily done 
in a gain measurement setup, using a compact range, or an anechoic chamber. SEP is also 
usually validated by a computer-based simulation code, or by waveguide simulators; see 
below. Scan Impedance (SI), formerly called Active Impedance, is not directly measurable. 
Network analyzer setups excite one array element only. A method that can be used is the 
Load Pull method (Van Wagoner and Hansen20), where in a receiving array the matching 
impedance for one element is adjusted for maximum received power. The SI is then the 
complex conjugate of this impedance. Scan Impedance, which is a function of scan angles 
q, f and frequencies, is important as it affects the impedance match and power transfer. Scan 
Element Pattern, also a function of scan and frequency, tells the radar or communications 
systems designer how well the system works. Note that SEP is not an antenna “pattern”; 
it shows gain versus scan. Figure. 20-15 shows SEP for a dipole array; Figure 20-16 is for 
the array with a ground plane.
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Waveguide Simulators

Scan Impedance of an element in an infinite array can be simulated21,22 by placing an ele-
ment, or sub-array, in a rectangular waveguide. The plane waves that compose the domi-
nant waveguide mode simulate the array at the plane wave angle. The Scan Impedance is 
obtained from the reflection coefficient in the guide. Figure 20-17 shows a typical simula-
tor in rectangular waveguide. Parts of adjacent elements are included in the unit cell. This 
infinite array model can predict with good accuracy the array impedance and impedance 

FIGURE 20-15 Scan element pattern, dipole array

θ, deg.

Dipole array, L = 0.5 wv, Dx = Dy = 0.5 wv
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FIGURE 20-16 Scan element pattern, dipole array with screen

θ, dB

Dipole/screen array, L = 0.5 wv, H = 0.25 wv, Dx = Dy = 0.5 wv
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variation with scan for a finite array. Even arrays of modest proportions (less than 1000 
elements) have been in reasonable agreement with the results predicted for an infinite array. 
The reason for this is that, in practice, the mutual coupling between the elements decays as 
1/x2, where x is the distance between the elements. Hence, the effect of mutual coupling is 
quite localized in cases of practical interest. All the elements with the exception of the edge 
elements in the array behave as though they are in an infinite array environment. For large 
arrays, the effect of edge elements on array performance is negligible.

On all arrays, the edge elements experience impedance changes. These effects have 
been modeled by a Gibbs type phenomenon.23 Edge effects are somewhat larger for  
E-plane scan.24,25

20.5 FEED DESIGN FOR PHASED ARRAYS

This section presents a survey of the various methods of feeding the array elements to 
form the required beam patterns in space. For simplicity, linear array configurations will 
be used as illustrations. Extrapolation to a planar array can be accomplished either with a 
single technique or by using a combination of two different techniques; for example, one 
technique for rows and the other for column. In general, most of the beamforming feeds 
for phased arrays can be categorized into three basic groups: (1) networks, (2) multiple 
beams, and (3) lenses. A description of the various types of feeds in each of these groups 
is given next.

FIGURE 20-17 Waveguide simulator for hexagonal lattice (after 
Hannan and Balfour21 © IEEE 1972)
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Network Feeds

The various types of network feeds can be classified into two groups: series feeds and 
parallel feeds. In each group, the feeds can be designed to provide either a single pencil 
beam or monopulse sum-and-difference beams. A description of the various types of feeds 
in each group follows.

Series Feeds

Figure 20-18 illustrates several types of series feeds. In all cases the path length to each 
radiating element must be computed as a function of frequency and taken into account 
when setting the phaser. Figure 20-18 illustrates two examples of end-fed serial feed sys-
tems in which the elements are arranged serially along the main line. They consist of a main 
transmission line from which energy is tapped (in the case of transmission) through loosely 
coupled junctions to feed the radiating elements. To steer the beam, phasers are added in 
either of the branch lines feeding the radiating elements, as shown in Figure 20-18a, or in 
the main line, as shown in Figure 20-18b. The amplitude taper is established by properly 
designing the couplers at the junctions. For example, if all the junction couplers are identi-
cal, the amplitude taper envelope will be approximately exponential.

Mechanical simplicity is, perhaps, the greatest advantage of these two configurations 
over others to be discussed. They are easy to assemble and to construct. The configurations 
are easily adapted to construction in waveguides, using cross guide directional couplers 
as junctions. They are potentially capable of handing full waveguide power at the input 
(within the limitations of the phaser). However, they suffer losses associated with the cor-
responding length of a waveguide plus that of the phasers. Perhaps the most severe limita-
tions of this feed system is its dependence of pointing angle on frequency.

The configuration of Figure 20-18a places lower power handling demands on the phas-
ers and also results in a lower system loss for a given phaser loss. On the other hand, the 
configuration of Figure 20-18b has an advantage in that all phasers will have identical 
phase shifts for a given pointing angle—a property which results in simplified array con-
trol. However, the total system loss of Figure 20-18b is higher than that of Figure 20-18a.

Monopulse sum-and-difference beams can be formed by feeding the array in the middle 
instead of from the end (see Figure 20-19a). This approach, however, would not be able to 
provide good sum-and-difference patterns simultaneously. For example, if the couplers in 
the feed are designed to provide low sidelobes for the sum pattern, the resultant pattern for 

FIGURE 20-18 End-fed series feeds

(a) Parallel

(b) Series

Σ

Σ

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Phased Arrays



20-28 CHAPTER TWENTY 

the difference beam would have high sidelobes. At the cost of some additional complexity, 
this sidelobe problem can be solved by the method shown in Figure 20-19b. Two separate 
center-feed feed lines are used and combined in a network to give sum-and-difference-
pattern outputs.26 Independent control of the two amplitude distributions is possible. For 
efficient operation, the two feed lines require distributions that are orthogonal to each other; 
that is, the peak of the pattern of one feed line coincides with the null from the other. The 
aperture distributions are respectively even and odd.

The bandwidth of a series feed can be increased by making the path length from the 
input to each output of the branch lines all equal, as shown in Figure 20-20. However, if 
the bandwidth is already limited by the phasers and the couplers, very little benefit can be 
derived from this approach at the cost of a considerable increase in size and weight. The 
network of Figure 20-20 simplifies the beam steering computation since the correction for 
path length differences is no longer necessary.

The frequency dependence associated with series feeds can be reduced by the use of 
parallel feeds at a cost of slightly more complex mechanical structure. The frequency 
dependence (or change in beam pointing angle with frequency) of parallel feed configura-
tions depends mainly on the frequency characteristics of the phasers and the couplers at the 
junctions of the feed, if the line lengths from the transmitter to the elements are all made 
equal. Thus, if variable time-delay phasers were used in place of the constant phase type 
of phasers at each element, the beam-pointing angle would be essentially independent of 
frequency. The frequency dependence of a parallel feed using constant-phased-type phasers 
will be discussed later.

FIGURE 20-19 Center-fed series feeds with monopulse sum-and-difference beams
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The most common technique for realizing parallel feeds is the matched-corporate-
feed structure of Figure 20-21. In this configuration, the corporate feed is assembled from 
matched hybrids (four-port junction devices with the isolated ports terminated into matched 
loads). The out-of-phase components of mismatch reflections from the aperture and of 
other unbalanced reflections are absorbed in the terminations. The in-phase and balanced 
components are returned to the input, and power reflected from the aperture is not reradi-
ated. When nonreciprocal phasers (the two-way path length through the phaser is a constant 
independent of the phaser setting) are used in place of reciprocal phasers at each radiating 
element, the couplers at the junctions of the corporate feed can be reactive Tee’s (three-port 
devices) instead of matched hybrids. In this case, however, the reflections from the aperture 
will add up in phase at the input to the feed. Therefore, a high power isolator must be used 
to protect the transmitter and/or a high power limiter be used to protect the receiver.

A method of achieving sum-and-difference monopulse beams for a parallel feed is 
shown in Figure 20-22. The signals from a pair of elements, which are located symmetri-
cally opposite from the centerline of the array, are combined in a magic T (matched hybrid) 
to form their sum-and-difference signals. The sum signals from all the pairs across the array 
aperture are then combined in a power combiner network to form a sum beam. The desired 
amplitude distribution for the sum beam can be achieved by proper weighting of the signals 
in the power combiner network. The difference signals from all the pairs are combined in 
a separate power combiner network to form a difference beam. Amplitude weighting in the 

FIGURE 20-20 Equal-path length feed
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two combiner networks can be made differently to obtain low sidelobes for both the sum 
and the difference beams. For example, the low sidelobe amplitude distribution for a sum 
beam is in the form of a Taylor distribution, whereas a Bayliss distribution is used for low 
sidelobe difference beams.9 By using the method, independent control of both the sum and 
the difference beams is achieved.

Phasers and Time Delay

A key component of many phased arrays is the phaser (or phase shifter). There are many 
phaser types and configurations; these are the subjects of Chapter 21. With the current 
interest in wideband antennas, time delay units are appropriate. (Note that all time delay 
is “true.”) In principle, a digital delayer could be placed at each array element, with the 
maximum delay of (N – 1) kd sin q, where the (linear) array has N elements with spacing d, 
and scan angle q. For a large array, each delayer must have many bits of delay. In practice 
a phaser with three to five bits is located at each element, with delayers located down the 
feed structure. A simplistic approach of installing the smallest delay bit at the element 
combiners, then the next larger delay bit at the next layer of combiners, and so on, is not 
recommended due to the generation of high quantization lobes at some frequencies.27 For 
wideband systems, a good arrangement locates a delay bit and phaser in one arm of a binary 
combiner; larger delay bits and phasers are placed in one arm of each successive combiner. 
For any arrangement of delayers and phasers, extensive computer simulations are essential 
to insure against unacceptable QL and main beam splitting.

Each system will have 1s amplitude and phase tolerances required to provide 
the desired array sidelobe and gain performance. With long arrays, a 5 or 10 deg 1s 
phase tolerance may be difficult to maintain in a maximum delay of (L/l) sinq deg., or  
tns = 3.33 L sin q, where array length L is in meters. Delay lines are also lossy, so amplitude  

FIGURE 20-22 Constrained monopulse feed with independently controlled 
sum-and-difference sidelobes
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compensation may be necessary for each larger delay bit. Frequency dispersion must 
always be minimized.

Multiple Beam Feeds

Another class of constrained feeds for phased arrays consists of the multiple beamforming 
feed network. These feeds can generate multiple simultaneous beams covering a large sec-
tor of space. For the same beam-pointing direction, each beam has essentially the gain of 
a single-beam array of the same size and illumination except for a possible increase in RF 
circuit losses over a single beam array. A separate beam terminal is provided for each beam 
of the multiple beamforming feed network.

Butler Matrix

A widely used multiple beam antenna is the Butler matrix.28 As sketched in Figure 20-23, 
the number of beam ports equals the number of element ports; both are a power of two. 
The connecting transmission lines are interconnected by 90 degree hybrids. Fixed units of 
phase provide the proper phase front for each beam. The many unconnected crossovers 
make implementation more difficult. Note that if the phase units are replaced by equivalent 
time delay units, the Butler bandwidth decreases.

A signal injected at any of the beam input terminals excites all the radiating elements 
equally in amplitude, with phase differentials of odd multiples of 180°/N, where N is the total 
number of radiating elements or beam terminals. The array patterns of the beam generated 
are of the form sin Nx / sin x since the amplitude taper is uniform. Specifically, they are
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FIGURE 20-23 Butler matrix beamformer (after Hansen3 © Wiley 1998)
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with N main beams completely covering one period of n. The beams specified by Eq. 20-47 
cross over at a relative amplitude of 2/p (−3.92 dB), and the peaks of the beams are located 
at the nulls of the other beams. Since these beams are orthogonal to each other, there is no 
cross-coupling loss between beams. As expected from Eq. 20-47, as the frequency changes 
the beam positions change, although the individual beamwidths do not. At twice the design 
frequency the rosette of beams occupies ±45 deg. And at half the design frequency the 
rosette of beams contains only half of the beams; the rest are in “invisible space.” Butler 
matrices can be stacked and cascaded to form a 2-D rosette of beams. There is also a 2-D 
Butler-type matrix based on a hexagonal array with hexagonal element lattice.3

Rotman Lens

Another popular multiple beam antenna is the Rotman Lens.29 It consists of a flat 2-D wave 
guiding medium such as parallel plate waveguide, stripline, or microstrip. A set of beam 
ports is located on a concave arc, and a set of element ports is located on an opposing con-
cave arc; see Figure 20-24. The arcs are generally of different shapes, and the number of 
beam ports is typically not equal to the number of element ports. From each element port, a 
specified length of transmission line connects to the radiating element. There are six basic 
design parameters, and these may be optimized for a given application. In principle, the 
Rotman lens can have three perfect foci: one on center line and two symmetrically located. 
In practice the best design provides minimum error in least squares sense. There is more 
information on design trades in the references.30

Frequency behavior is the opposite of that of the Butler matrix antenna. For the Rotman 
lens, the beam positions are fixed by the geometry. As frequency deviates from the design 
frequency, the individual beams become narrower or wider. Beam crossover levels change 
accordingly.

FIGURE 20-24 Rotman lens beamformer (after Hansen30 © IEEE 2002)
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Bootlace Lens

Illumination of the array elements in a space-fed antenna is accomplished by optically 
distributing the source signal (transmitter) through space. This illuminates an array of 
pickup horns (elements) which are connected to the radiating elements. The advantage of a 
lens beamforming feed over the network system is simplicity. Disadvantages are a lack of 
amplitude tapering control and an excessive volume of physical space required to accom-
modate the feed system. Two basic types of bootlace lens feeds, the transmission type and 
the reflection type, are shown in Figure 20-25.

In the transmission type, the array elements are the radiating space elements of a feed-
through bootlace lens, as shown in Figure 20-25a. These radiating elements are coupled to 
the pickup elements of the feed-through lens by phasers. Both surfaces of the lens require 
matching to optimize performance. The pickup surface is illuminated by a primary feed 
placed at a focal distance f behind the lens. The radiation pattern of the primary feed must 
be optimized to provide an efficient aperture illumination with little spillover loss. If 
desired, separate transmit and receive feeds may be used, with the feeds separated by an 
angle a as shown in Figure 20-25a. The antenna is then rephased between transmitting and 
receiving so that in both cases the beam points in the same direction. The phasing of the 
antenna must include a correction for the spherical phase front of the feed. The required 
phase correction is given by
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With a sufficiently large focal length, the spherical phase front may be approximated 
by that of two crossed cylinders, permitting the correction to be applied simply with row 
and column steering commands. The correction of the spherical phase front can be accom-
plished by the phasers. Space problems may be encountered in assembling an actual system, 
especially at higher frequencies, since all control circuits must be brought out at the side of 

FIGURE 20-25 Bootlace lenses
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the aperture. Multiple beams may be generated by adding additional primary feed horns. 
All the multiple beams will be scanned simultaneously by equal amounts in sin q space. 
Monopulse sum-and-difference patterns may be generated by taking the sum and difference 
of two adjacent multiple beams with a magic T or by using multimode feed horns.

In the reflection type, the phased array aperture is used as a reflector, as shown in  
Figure 20-25b. The same radiating element collects and reradiates the signal after it has 
been reflected from the short circuits terminating the phasers. The phase of the reflected 
signal is determined by the phaser setting. The phaser must be reciprocal so that there is 
a net controllable phase shift after the signal passes through the device in both directions. 
The requirement rules out nonreciprocal phasers. Ample space for phaser control circuits 
exists behind the reflector. To avoid aperture blocking, the primary feed may be offset as 
shown. As in the case of a transmission lens, transmit and receive feeds may be separated 
and the phases separately computed for the two functions. Multiple beams are again pos-
sible with additional feeds.

The lens surfaces in Figure 20-25 are flat; if the feed face and the array faces are circular 
arcs, and if the phasers are replaced by delayers, the lens bandwidth will be significantly 
improved.

All of the previous information concerns a 1-D bootlace lens with a linear array. 
Bootlace lenses feeding a planar array are the same in principle. However, a 2-D lens such 
as the Rotman lens, or a 2-D version of Figure 20-24, can have three perfect focal points. 
But rotating the 1-D lens does not rotate the foci into circles. A 2-D lens can have up to 
four foci, but they are generally in one plane, with the result that performances are poorer 
in the cross plane. Also this requires ellipsoidal faces.3 A 2-D bootlace with spherical cap 
feed and element port faces will have a modest performance; use of delayers will increase 
the bandwidth, but off-axis performances will be degraded.

Digital Beamforming

The slow but steady increase in bit-bandwidth product of A/D converters has rekindled inter-
est in digital beamforming for receiving arrays. In such arrays, the output of each element is 
amplified and filtered as necessary, and then fed to an A/D converter. Or the down converted 
signal can be sampled, often on the I and Q signals.31 Beam scanning, multiple beams, 
monopulse beams, and sidelobe control are performed digitally. The inter-element delay is

 τ θ= ( / )sind c 0  (20-49)

Where d is the interelement spacing, q0 is the beam angle, and c is the velocity of light. 
Using Nyquist sampling of two samples per cycle, the sampling interval T is

 T c= λ / ( )2  (20-50)

These two times are, in general, not integer multiples of each other. Only certain beam 
angles allow the beam steering delay values. The most common solution to this dilemma 
is over sampling. A high rate of over sampling is usually needed to provide many beam 
positions. Interpolation filtering is followed by summing over a window of time samples 
and over the array elements.32 An alternate solution interchanges the beamforming and 
interpolation filtering procedures.

Beamforming can also be performed in the spectral domain, with the advantage that 
delays become phase multipliers.33 An FTT is performed on the output of each element, 
with each output multiplied by exp( jwt ). Summing yields a beam in frequency. An inverse 
FFT then provides angular beams in time.
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Bandwidth of Phased Arrays

The bandwidth of a phased-array antenna depends upon the types of components, such as 
elements, phasers, and feed networks, which comprise the array. In practice, most elements 
for phased arrays are matched over a broad band of frequencies. Therefore, the element 
design is not a primary factor in the determination of bandwidth. The limitations on band-
width are determined by the frequency characteristics of the phasers and feed networks.34,35 
In general, the effects due to the phasers and feed networks are additive, so that if the phaser 
causes the beam to scan by an amount equal to ∆qr and the feed causes the beam to scan by 
to ∆qf , then the total beam scan is given by ∆qr + ∆qf. To establish the bandwidth capability 
of a phased array, these two effects must be examined. There are more details concerning 
the bandwidth limitations of phased arrays not covered in this book.3

Phaser Effects

To evaluate the effects caused by the phaser alone, a corporate feed (equal line length paral-
lel feed) is used to illuminate all the radiating elements (see Figure 20-21). This corporate 
feed exhibits no feed effects since a signal at the input illuminates all the elements with the 
same phase regardless of frequency. The bandwidth in this case is completely determined 
by the type of phaser used in the array. In this discussion, consider the effects of two basic 
types of phasers: (1) time delay phasers and (2) constant phase-type phasers. A detailed 
description of these two types of phasers is given in Chapter 21.

When delayers are used at each element, the signals received by the elements from an 
incident wavefront at an angle q0 are appropriately time delayed so that they all arrive at 
the output terminal of the corporate feed at the same time. For example, the amount of time 
delay at the first element of the array shown in Figure 20-21 is equal to the additional time 
required for the wavefront to travel to the last element after arriving at the first element. 
This time delay T, known as aperture fill time, is given by

 T
L
c

= sinθ0  (20-51)

where

L = total length of array aperture
c = velocity of light
q0 = angle of incidence of wavefront from array normal

In this case, the phase distribution across the array aperture produced by the time delay 
feed matched that of the incident wavefront independent of frequency. Consequently, the 
beam position remains stationary with frequency change, and the array has infinite band-
width. When the angle of incidence of the incoming wavefront changes, the number of 
delays at each element must be changed accordingly, in order to maintain the bandwidth. The 
previous discussion is valid for either a CW or a pulsed incidence signal. For the pulsed inci-
dence signal, the time-delay feed preserves the shape of the pulse without any distortion.

When constant phase-type phasers (phasers whose phase shift is independent of fre-
quency) are used at each element, the output phase distribution of the feed matches that of 
the incident phase front only at one frequency f0 and for a particular incidence angle q0. At 
a different frequency f1, the output phase distribution of the feed network remains fixed; 
hence the array is phased to receive at a different incidence angle q1. The amount of beam 
squint with frequency is given by the following relationship:

 f1 sin q1 = f0 sin q0 (20-52)
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For a small change in frequency, Eq. 20-52 shows that the change in scan angle is 
given by

 ∆
∆θ θ0 0= − 








f
f

tan  (20-53)

The previous expression shows that the amount of beam squint depends upon the origi-
nal scan angle as well as on the percent frequency change. At broadside (q0 = 0), there is no 
scanning, regardless of the amount of change in frequency, and the array has infinite band-
width. When the beam scans away from broadside, the amount of beam squint with fre-
quency increases with scan angle. Therefore, the bandwidth of an array must be specified 
in terms of the desired maximum scan angle. For most practical applications, the desired 
maximum scan angle is ±60° from array broadside. If we assume that the maximum allow-
able beam squint is ±1 quarter beamwidth away from the desired direction, corresponding 
to a one-way gain loss of 0.7 dB, the bandwidth of the array is given by

 Bandwidth (percent) = beamwidth( )  (20-54)

Series Feed Effects

When a feed other than an equal length parallel feed is used, phase errors due to the feed 
alone are produced across the array aperture. An example is the series feed shown in  
Figure 20-18b. The total phase shift across the length of the feed is Φ =  (2p /l) L rad 
with free space propagation assumed. When the frequency is changed, the change in phase 
across the array aperture will be

 ∆Φ ∆= 2π L
c

f  (20-55)

This linear change in phase across the aperture scans the beam just as phasers would. To 
observe just how far the beam is scanned, examine the way in which an aperture is scanned 
with phase. For a given scan angle q0 the required phase across the array is

 ψ π
λ θ= 2

0

L
sin  (20-56)

The required change in y  for a change in scan angle is

 
d
d

Lψ
θ

π
λ θ= 2

cos  (20-57)

or

 ∆ ∆ ∆ψ π
λ θ θ π θ θ= =2 2

0 0 0 0

L Lf
c

cos cos  (20-58)

when the change in phase across the array is induced by the feed, ∆y  = ∆Φ, or
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L f
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∆ ∆= cos  (20-59)

Hence the amount of beam scan for a change in frequency is given by

 ∆ ∆θ θ0
0

1= 



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f
f cos

 (20-60)
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For beams scanned in the direction of the feed load, the phase change between the 
elements due to the feed line is partially offset by the required phase change needed to 
maintain the beam position at a given scan angle q0. In fact, for an endfire beam toward the 
load, the required phase change with frequency needed to maintain the beam at end free is 
exactly the same as that due to the feed line. Hence, the bandwidth of a series feed at the 
end-free beam position toward the load is infinite. However, this endfire beam position 
is not practical to implement because of the drastic reduction in the gain of the radiating 
elements. Furthermore, in most applications the array is required to scan in both directions 
from broadside. For beams scanned in the direction of the feed input, the phase changes in 
space and the feed line become additive, instead of canceling each other. As a result, the 
beam scans rapidly with frequency. For a 60° scan angle, the scanning caused by the feed 
alone is slightly greater than that caused by the aperture. Therefore, the bandwidth of the 
series feed is essentially half of that of the equal line length parallel feed.

In waveguide, the signal propagates more slowly; this is equivalent to having a lon-
ger feed line. This causes the feed to scan more rapidly, and the series feed performance 
degrades accordingly. The slowing in waveguide is proportional to l /lg, and the array 
scans by

 ∆ ∆θ
λ
λ θ≅ 



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g f
f

1

0cos
rad  (20-61)

For ±60° scanning from broadside, the bandwidth of a series feed under the same condi-
tions as that of a parallel feed is given by

 Bandwidth (percent) beamwidth=
+
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(( )°  (20-62)

A center-fed series array,36 as shown in Figure 20-26a, may be thought of as two end-
fed series arrays. At band center the phase shifters are set so that all the elements radiate in 
phase. As the frequency is changed, each half scans in the opposite direction because of the 
gabled phase slope, as shown in Figure 20-26b. For the broadside beam case, this results in 
a broadening of the beam with no change in direction. If the two beams were to move far 
enough apart (Figure 20-27), the beams would split. However, by restricting the bandwidth 
to reasonable values, the result is a loss in gain caused by the beam broadening.

When the array is scanned away from broadside, aperture scanning due to the phaser (con-
stant phase with frequency) is also introduced, and it is superimposed on the feed scanning. 
As shown in Figure 20-27 for one-half of the array (solid curve) aperture scanning and feed 
scanning tend to cancel each other, while for the other half (dashed curve) they tend to rein-
force each other. The performance of the center-fed array is worse than that of the parallel-  
fed array at broadside but quite comparable at large scan angles. At a scan angle of 60°, the 
center-fed array will have approximately ¼ dB more loss than the parallel-fed array. For 
simplicity, the same bandwidth formula Eq. 20-54 can be used for both feeds.

The previous discussion has assumed that the center feed used nondispersive transmis-
sion with free-space propagation. If waveguide is used, the performance of the center-fed 
array degrades and the bandwidth is given by

 Bandwidth (percent) beamwidth ( )=








 °λ

λg

 (20-63)

Amplitude and phase errors also affect sidelobes.37,38
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FIGURE 20-26 Center-fed series array

FIGURE 20-27 Aperture scanning superimposed on feed scanning
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21.1 INTRODUCTION

While there are a myriad of applications for microwave phase shifters in instrumentation 
and metrology, power combining, amplifier linearization, and so on, the most preva-
lent use is in scanning phased-array antennas. And while this market continues to be 
dominated by military radar and tracking platforms, many commercial applications have 
emerged in the past decade or so. These new and potential applications span low Earth-
orbiting communications satellite constellations and collision warning radar, an aspect 
of the Intelligent Vehicle Highway System or Automated Highway System. In any case, 
the phase shifters represent a considerable portion of the overall antenna cost, with some 
estimates approaching 40 percent for receive arrays. Ferrite phase shifters continue to be 
the workhorse in military-phased arrays, and while there have been advances in thin film 
ferrite devices, the review of this device technology in the previous edition of this book 
is still highly relevant. This chapter will focus on three types of phase shifters that have 
matured in the past decade: GaAs MESFET monolithic microwave integrated circuit 
(MMIC), micro-electromechanical systems (MEMS), and thin film ferroelectric-based 
devices. A brief review of some novel devices including thin film ferrite phase shifters 
and superconducting switches for phase shifter applications will be provided. Finally, the 
effects of modulo 2p phase shift limitations, phase errors, and transient response on bit 
error rate degradation will be considered.

Applications

Military applications emphasize ground-based systems for early warning radar, missile 
defense, and space surveillance. Most of the systems employ ferrite phase-shifter technol-
ogy, but several examples of GaAs MMIC-based arrays exist. Space applications, including 
civilian space applications, include synthetic aperture radar and satellite communications. 
Another burgeoning commercial application is collision warning and collision avoidance 
radar for the Intelligent Vehicle highway System.

Military Phased Array Antennas Table 21-1 summarizes some of the military phased 
array radar systems.1,2 Note that many of the arrays developed during the last three decades 
had production runs of over 50 and that even one radar system can necessitate a very large 
number of phase shifters.

The last two systems use MMIC modules. The Theater High Altitude Area Defense 
(THAAD) ground-based radar required over 60,000 MMIC phase shifter chips. The program 
demonstrated a per-module cost of about $1,000. The Counter Battery Radar (COBRA) 
artillery and mortar weapon-locating system required more than 8000 MMIC modules.

Commercial Satellite Communications Customers for commercial satellite services 
include remote or mobile data-intensive professionals requiring fast downloading and 
uploading capabilities. Example users are banks, businesses using video-conferencing, oil 
drilling platforms, medical evacuation helicopters, airliners, cruise ships and the like. In 
developing countries, where a communications infrastructure is close to nonexistent, cor-
porations are in need of ways and means to communicate. However, the greatest growth in 
demand may be fueled by consumer (residential) requirements such as: distance learning, 
electronic mail, home shopping, telecommuting, and entertainment services such as high 
definition television and video phones. Compared to geostationary (GEO) satellites, LEO 
satellites offer at least three major advantages. First, they orbit at an altitude generally below 
1000 km instead of about 35,000 km. Since signal loss is proportional to distance squared, 
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an automatic power savings of about 30 dB occurs. This permits substantially smaller 
Earth terminals. Second, their proximity provides a nearly imperceptible propagation delay 
just like terrestrial systems, instead of the 0.25 second delay associated with GEO satel-
lites. While this may be nothing more than a nuisance for voice services, it causes techni-
cal problems with higher data rates (for example, computer networking) and handshaking  
(for example, ATM switching). Third, there is potential for significantly reduced launch 
costs. For practical, aesthetic, or technical (agility and reliability) reasons, scanning phased 
arrays seems to be the lynchpin. System architectures tend to place considerable burden on 
the space segment, allowing the use of relatively small (for example, < 1 m) Earth termi-
nals, to support data rates from perhaps 2.048 to 155.53 MBPS. These quixotic visions have 
yet to be realized, but could become tractable given a low-cost phased array solution.

There are also high data rate geostationary (GEO) platforms such as Spaceway 
(Hughes). Mobile platforms requesting service need some type of articulated antenna to 
track the satellite, both because of variable latitude and longitude, and to compensate for 
pitch, roll, and yaw. Again, the low-cost phased array seems an elusive solution.

Automated Highway Systems At the turn of the millennium, there were about 140 million  
automobiles just in the United States. As populations grow, highway traffic expands, 
but construction costs and available real-estate prevent the highway system from keep-
ing pace. The Intelligent Vehicle Highway System, especially in the context of intelligent 
cruise control, collision avoidance radar, and electronic tolling is a solution to optimize 
traffic flow and reduce flawed decision making. For a collision warning application, the 
phased array can be relatively small. Preliminary specifications suggest an operating fre-
quency of 77 GHz with a 1.5° by 6° beamwidth, a 10 Hz scan rate, and 10 mW output 
power.3 Electronically-steered arrays enhance collision avoidance radar both because of 
the beam-pointing precision requirements and the need to essentially see around corners.  

TABLE 21-1 Phased Array System Examples (Reprinted with permission from Microwave Journal, 
40, #5, (May 1997): 288–294.)

System
Frequency  
Band

Number 
Manufactured

Phase Shifters 
per Array

Elements 
Manufactured Manufacturer

AN/TPN-25 X   18     824  14,850 Raytheon

AN/GPN-22 X   60     443  26,580 Raytheon

Cobra Dane L    1 34,769  34,769 Raytheon

Pave Paws UHF    4  2,667  21,416 Raytheon

BMEWS UHF    2  3,584  17,920 Raytheon

Cobra Judy –    1 12,288  12,288 Raytheon

Patriot C   173    5000 865,000 Raytheon

AEGIS/SPY-1 S   234    4000 936,000 Raytheon

B-1 X   100  1,526 152,600 Northrup

AN/TPQ-37 S   102     359  36,618 Hughes

Flap Lid X >100 10,000 >1 million USSR

THAAD X    2.5 25,344  63,360 Raytheon

COBRA C    3  2,700   8,100 Lockheed
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The specified transmitter power corresponds to a timely warning for detecting a human, 
with a 1 m2 radar cross-section, at a 300 m range.4

Phase Shifter Characteristics Evolving high data rate communications systems demand 
greater attention to subtle aspects of information theory and electromagnetic engineering. As 
the ratio of signaling bandwidth to carrier frequency decreases, less familiar phenomenon 
can influence system performance. And, new coding techniques are pushing channel capac-
ity ever closer to the Shannon limit.5 Some interesting effects are expected to appear if the 
trend toward wide-band scanning phased array antennas and efficient high-speed modula-
tors continues.6 For example, in a phased array antenna inter-element spacing, the physical 
size of the array, and the steering vector can conspire to introduce pulse distortion from 
group delay, inter-symbol interference, and beam squinting.7,8 And the operating point of 
the amplifiers can affect the bit error rate depending on the modulation type and the number 
of carriers. Naturally one wants the phased array to operate as efficiently as possible given 
power limitations and thermal management problems. This desire necessitates that the power 
amplifiers operate in a nonlinear region near saturation. Nonlinear effects cause amplitude-
to-amplitude modulation (AM/AM) and amplitude-to-phase modulation (AM/PM) distor-
tion. The net effect of AM/AM distortion is to alternately compress and expand the signal 
constellation. The net effect of AM/PM conversion is a rotation of the signal constellation.7 
In a receive array, the third order intercept of the low noise amplifiers largely determines 
inter-modulation distortion and heat dissipation.9 But the phase shifter insertion loss enve-
lope and phase accuracy are also key factors influencing array performance. Phase shifters 
typically follow low noise amplifiers in a receive array and precede power amplifiers in a 
transmit array. Since the phase shifter’s insertion loss depends on its phase setting and since 
its switching action represents some finite time domain response, its potential contribution to 
bit error rate degradation cannot generally be ignored. There will always be some effects in 
any phase-shift keyed (PSK) modulation system, the degree to which depends on the steer-
ing vector update rate and data rate. A long switching time also increases minimum radar 
range. Besides these issues, the satellite communication market’s desire to install tracking 
terminals on commercial mobile platforms, even at small office/home office and residential 
sites, has inspired the search for inexpensive phase shifters and affordable phased arrays. In 
practice, system constraints on chip size, power handling, drive power, insertion loss, band-
width, phase error, transient response, and cost dictate particular device designs.

21.2 SEMICONDUCTOR

Semiconductor phase shifters, based primarily on GaAs, but also on SiGe and InP, have 
enjoyed steady progress for the past two decades. Their small size and relatively low power 
consumption compared to ferrite devices has created new insertion opportunities. Many 
possible circuit topologies, using diode or FET switches in various configurations, exist.

High-Pass/Low-Pass

In principle, any variable reactance in series or shunt across a transmission line can be 
used to introduce phase shift. A high-pass/low-pass phase shifter p network using discrete 
capacitors and inductors is shown in Figure 21-1. In the high-pass configuration shown, a 
relative delay is realized. In the opposite configuration, with all SPDT switches toggled, 
the low-pass circuit represents a relative phase advance.10 It can be shown that if the circuit 
is matched, X = 2B/(1 + B2) and the insertion phase is tan–1(2B/(B2 – 1)).11 The switches 
can be implemented with PIN diodes or MESFETs, which will be discussed later on in this 
section. It is possible to realize a phase shift of 180o with about 20% bandwidth.
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Loaded Line

Another type of phase shifter generally used for achieving 22.5 to 45 degrees of phase shift 
is the loaded-line.12 A schematic of this is shown in Figure 21-2. Ideally, reactive loads 
spaced one-quarter wavelength apart are shunted across a transmission line to effect phase 
shift. The purpose of the second shunt susceptance ( jB) is to cause a reflection, which will 
at least partially cancel the reflection from the first shunt susceptance ( jB).

By equating the ABCD matrix of Figure 21-2 to an equivalent section of transmission line 
with electrical length qL radians and characteristic impedance Z Ohms as given in Eq. 1,

 1 0 0
0

1 0
j 1

jZo
j Zo jB 1

L

B
















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(cos θ )) ( )

( ) ( )










j

j Z
L

L L

Z sin

sin cos

θ
θ θ

 (21-1)

we obtain

 Z = Zo/[1 − (BZo)2]1/2  (21-2)
and

 qL = cos–1(−BZo) (21-3)

If the susceptance is capacitive, the phase velocity is decreased; if the susceptance 
is inductive, the phase velocity is increased. Loaded line phase shifters are inherently 

jB

jX

jB

FIGURE 21-1 Topology for a high-pass/low-pass π network phase shifter. 
A dual “T” network realization is also possible.

jB jB

λ/4

Zo

FIGURE 21-2 Loaded-line phase shifter
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narrow-band and produce a constant phase shift versus frequency response. The phase 
versus frequency response is generally not as flat as the high-pass/low-pass type.

Switched Line

The switched-line phase shifter is yet another popular type, and is intuitively easy to under-
stand. SPDT switches are used to toggle between transmission lines with different path 
lengths. As opposed to the types discussed previously, this one is a true time-delay device. 
That is, it provides a phase response (j) proportional to frequency (w). Since time delay, 
t = −dj/dw and j is proportional to w, t is a constant over the bandwidth. A schematic is 
shown in Figure 21-3.

The differential phase shift is

 ∆j ≈ b(L2 – L1) (21-4)

where b is the propagation constant of the transmission line. As usual, b equals the radian 
frequency w divided by vp, where vp is the phase velocity. A point of caution needs to be 
made with regard to this design, however. Utilizing series diode switches, it is possible that 
the off path length and switch capacitance can conspire to create a through path in parallel 
with the on path, resulting in high insertion loss and abrupt phase change in band. Utilizing 
MESFETs in place of the SPDT switches shown, the on path could also experience high 
loss under certain conditions. If the MESFET is treated as a very small resistance in series 
with a pinch-off capacitance of 0.1 pF, the insertion loss (and phase) of the “on” path, say 
L2, will vary as shown in Figure 21-4 with L2 as a parameter.

The higher loss with increasing L2 is predominantly due to interaction with the switches, not 
dissipative loss. So L1 and L2 must be chosen with deference to the switch characteristics.

A photograph of a 4-bit GaAs monolithic phase shifter is shown in Figure 21-5.13 The 
chip size is approximately 5.5 × 2.5 × 0.15 mm3. The 180°, 90°, and 45° bits are imple-
mented using the switched line approach, whereas the 22.5o bit is realized with a loaded 
line. The operating frequency was 30 GHz with about a 10 percent bandwidth. Average 
insertion loss was <10 dB with an insertion loss envelope of about 2 dB.

L1

L2

λ/4

λ/4

FIGURE 21-3 Switched-line phase shifter. Signal 
path is through the delay transmission line with the 
switches set as shown.
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Beam Squint A clear advantage of a constant time-delay is that beam steering is inde-
pendent of frequency. For simplicity, consider a linear array of N elements separated by 
distance d.14 The incremental phase shift between adjacent elements to form the beam at 
an angle q from boresight is

 ∆j = (−2pd/c) f sin(q ) (21-5)

where f is frequency and c is the speed of light in vacuum. If the frequency changes by ∆f, 
the beam squint angle ∆q and phase deviation dj are related by

 (∆j + ∆j) = (−2pd/c) ( f + ∆f ) sin(q + ∆q ) (21-6)

S
21

 (d
B

)
S

21 (degrees)

Frequency (GHz)

L2=1.27 mm
L2=1.91 mm
L2=2.54 mm
L2=3.17 mm

FIGURE 21-4 Modeled insertion loss and phase with path L2 as 
a parameter. The solid line is loss, and the dashed line is phase.

FIGURE 21-5 30 GHz GaAs MMIC phase shifter using 1 × 400 mm switching FETs. 
The chip size is 5.5 × 2.5 × 0.15 mm3 not including off-chip capacitors (after J. Geddes 
et al13 © IEEE 1987).
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If the phase shifter insertion phase is proportional to frequency, the beam squint ∆q is 
zero. If the phase is independent of frequency, however, dj is zero and equations (5) and 
(6) must be equal, yielding

 fsin(q ) = ( f + ∆f ) sin(q + ∆q ) (21-7)

which causes a beam squint angle

 ∆q = −q + sin–1[sin(q)/(1 + ∆f /f )] (21-8)

Hence, wide scan angles and wide bandwidths correspond to significant scanning errors. 
In practice, phase shifters generally provide 0 to 2p phase shift. In electrically large arrays, 
the integer portion N of total delay required for true-time delay beam steering may be omit-
ted, resulting in degraded performance. In radar systems, where narrow pulses are required 
for high resolution, there is a correspondingly wide frequency spectrum. The effect of this 
modulo-2p problem is considered in detail later in this chapter.

Digital Control The distribution of amplifier and phase shifter control signals in a 
large phased array is a complex problem. Thousands of MMIC modules must be inter-
connected into the beam forming manifold. Some type of digital interface circuitry must 
be used to address individual phase shifters and decode their control signals. The multi-
plexed data rate to accommodate fast scanning may approach a Gb/s.15 In one instance, 
a GaAs optoelectronic integrated circuit was used to detect and demultiplex an optical 
serial control signal into 16 parallel electrical signals.16 Operation of a Ka-band, 4-bit 
phase shifter at 30 MHz clock speeds was demonstrated. Average optical power was 
250 mW. In another instance, optically controlled switching and X-band phase shifting 
was demonstrated such that the optically controlled GaAs FET interacted directly with 
the microwave signal.17 The FET was illuminated by the focused output of a 5 mW, 
670 nm, InGaAlP laser diode.

Switching Q Key requirements for microwave phase shifters include bidirectional  
(or reciprocal) functionality, low power dissipation, and low insertion loss. The insertion 
loss of the switched line phase shifter in the previous section depends on the SPDT switch 
loss and transmission line loss. As we have seen, an SPDT switch can be realized by sev-
eral possible combinations of SPST switches. Basically, the switch is intended to minimize 
insertion loss in one state and maximize isolation in the other. There are two fundamental 
configurations for SPST switches: as a series impedance or a shunt admittance. These are 
illustrated in Figure 21-6.

Defining insertion loss as the ratio of available power delivered by the generator, to the 
load in the absence of the switch, to the actual power dissipated by the load in the presence 

FIGURE 21-6 Equivalent circuit for series (a) and shunt (b) single pole, single through switch. 
The switch impedance and admittance are Zsw = Rsw + jXsw and Ysw = Gsw + jBsw, respectively.
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of the switch, the insertion loss for the series (Lse) and shunt (Lsh) switch is

 L
R jX

Zo
dBse

sw sw= +
+

20 1
2

log  (21-9a)

 L
(G jB )Zo

dBsh
sw sw= +

+
20 1

2
log  (21-9b)

In general, Zsw and Ysw, and Zo for that matter, are frequency dependent. The swing in 
Zsw and Ysw determine insertion loss and isolation. Of course, the diodes and MESFETS 
used to realize the switches are inherently nonlinear. Diodes are forward- and reverse-
biased, in order to produce the maximum possible change in impedance. In the forward bias 
state, the impedance is small, but the diodes conduct substantial dc current. In the reverse 
bias state, a depletion region is formed. It’s worth noting that according to well-accepted 
theories for junction capacitance Cj, as forward bias is increased, Cj grows unbounded. 
Of course, capacitance is a measure of stored charge, and as the depletion region shrinks 
towards zero dimension, the stored charge diminishes towards zero.18

GaAs MESFET devices have replaced diodes in many switching applications. Monolithic 
integration advantages and lower power consumption are incentives. A FET is basically a 
gate voltage controlled resistor. Insertion loss is largely dictated by channel resistance, and 
gate-to-source capacitance determines isolation. To increase isolation (high impedance off 
state), a short (inductive) section of a transmission line is connected between the source 
and drain to resonate out the pinch-off capacitance Coff.

19,20 Ideal equivalent circuit models 
for on and off FETs are shown in Figure 21-7.

The resistor Rs is the total series resistance at pinch-off (undepleted channel resistance 
plus source and drain contact resistance). Sokolov20 defined a figure of merit (Q) for switch-
ing FETs based on the work of Kurokawa and Schlosser21 for a device switching between 
two impedance states Z1 and Z2, such that

 Q
Z Z

r r
2 1 2

1 2

2 2

=
−

=
− +

−

−| | ( ) ( )R R C
R R

on s

on s

ω  (21-10)

Here, r1 and r2 are the resistive components of the two impedance states. For the FET 
switch, Z1 = Ron and Z2 = Rs – j(wCoff)

–1. Assuming (Ron – Rs) << (wCoff)
–1, a good approxi-

mation to Eq. 10 is

 Q2 = (RonRs)
–1 (wCoff)

–2  = Roff /Ron (21-11)

FIGURE 21-7 Ideal equivalent circuits for on and off FETs. The inductor 
L is a short section of a transmission line used to parallel resonate the RC 
combination in order to enhance the high impedance state.
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Notice that Q degrades as the square of frequency. A high figure of merit requires small 
Ron, Rs, and Coff. Scaling the gate width allows a trade off between isolation and insertion 
loss. If the gate width is doubled, Ron and Rs are halved, Coff is doubled, and Q is invariant. 
Typical values of Q2 at 10 and 30 GHz are about 1000 and 100, respectively. In normal 
operation, no bias is applied to the drain. A negative bias on the gate (relative to the source) 
pinches off the channel. Zero or positive gate bias turns the channel on. Additional information 
on switching Q and its relationship to loss is provided in the reference section.22,23

21.3 THIN FILM FERROELECTRIC

Serious research on bulk (waveguide) ferroelectric phase shifters began in the 1960s but poorer 
performance in comparison to ferrite devices, coupled with very high tuning voltages, fore-
stalled industrial acceptance. New thin film deposition techniques and novel circuit designs in 
the 1990s heralded a new generation of devices rivaling their semiconductor counterparts in 
essentially every figure-of-merit.

Materials and Basic Properties

In a ferroelectric material, such as BaxSr1-xTiO3, applying a dc electric field shifts the posi-
tion of the central Ti atom in the crystal, resulting in a net dipole moment on a macroscopic 
scale (ionic polarization). Analogous to ferromagnetic materials, domains form in the mate-
rial where the dipoles are locally aligned (orientational polarization). The Ti ion can remain 
shifted even after the applied field is removed, and the domains can move in response to 
applied ac and dc fields. Microwave phase shifters are generally operated above the Curie 
temperature, in the paraelectric state. Ideally, this means operating without residual polar-
ization and domain formation, thereby reducing hysteresis and dielectric loss. The Curie 
temperature, which represents a phase change to a nominally cubic crystal lattice, can be 
tailored for a specific operating temperature by adjusting the composition of BaxSr1−xTiO3 
(BST), where 0 < x < 1, and for room temperature x ≈ 0.60. Interest in ferroelectric-based 
agile microwave circuits is mounting because of their high power handling capability, negli-
gible dc power consumption, and potential for low loss and cost. The ferroelectrics discussed 
here belong to the perovskite crystal family. The dielectric constant (er) of single crystal 
SrTiO3, an incipient ferroelectric, can be depressed from about 20,000 to 2000 with a dc field 
of 104

 V/cm at 4.4 K (breakdown voltage for the materials of interest here is >105 V/cm) 
and the loss tangent maintained below 0.1%. Thin films of SrTiO3 exhibit tand as poor as 
0.01 with a peak relative dielectric constant of ≈5000. The dielectric constant also tends to 
exhibit a broad maximum with temperature as opposed to bulk material. The differences 
in behavior have been attributed to residual domain wall motion, compositional inhomo-
geneities, interface layers between the film and electrodes, and lattice mismatch induced 
stress. Fundamental loss mechanisms have been considered in some situations.24 Attempts 
to reduce tand have included annealing, which tends to increase grain size, and the use of 
dopants, which may reduce free charge or otherwise affect loss mechanisms.25–27

Several ferroelectric phase shifters have been developed with varying success. A stripline 
circuit with a BST capacitor provided a differential phase shift of 11° at X-band with a biasing 
field of 70 kV/cm.28 In that same work, a center-wire bias waveguide phase shifter produced 
more than 360° of phase shift at Ku-band by changing the bias between the wire and wave-
guide walls from 0 to 2500 V. A planar microstrip phase shifter was reported that provided 
20°/kV at 2.65 GHz.29 A phase shift of 165° at 2.4 GHz with only 3 dB loss and a bias of 250 V 
was obtained from a microstrip on a thin BST slab synthesized using a sol-gel technique.30 
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There was also a 40 GHz phased array antenna that used radiating slots in waveguide and a 
BST film sintered onto a MgO substrate.31 Voltage applied across a periodic set of electrodes 
changed the dielectric constant of the BST from 700 to 1500 and a tand of 0.05 was reported. 
A ferroelectric lens that uses BST slabs sandwiched between conducting plates was also pro-
posed.32 The approaches advanced thus far have not been able to simultaneously address low 
cost, low loss, and small size. And in some cases, the impedance variation, due to widely 
changing permittivity, posed additional difficulties. Two promising implementations include 
coupled line and synthetic line-based devices, to be discussed next.

Coupled Microstripline

Another style of phase shifter uses coupled microstriplines as dc electrodes to polarize a 
thin (≈0.4 mm) ferroelectric film. With YBa2Cu3O7-d electrodes and 2.0 mm thick SrTiO3 
films, this phase shifter produces a figure of merit approaching 120°/dB at 40 K.33 At 
room temperature, using Au electrodes and 400 nm thick Ba1−xSrxTiO3 films devices have 
demonstrated ≈70°/dB.34 These planar phase shifters are fairly compact, low loss, easy 
to fabricate, and can provide 360° of phase shift with bias voltages under 350 V. Such 
devices can enhance conventional (direct radiating) phased array performance or enable 
a new type of reflectarray antenna.35,36 Only one control line is required per phase shifter, 
thereby simplifying array assembly. A variation is a hybrid X-band phase shifter consist-
ing of four cascaded coupled microstrip lines, patterned over 400 nm thick laser-ablated 
Ba0.50Sr0.50TiO3 films, followed by a switch.37 The ferroelectric section provides (nomi-
nally) 180 degrees of analog phase shift. Basically, as a bias from 0 to 350 V is applied 
across the coupled line electrodes, the relative dielectric constant of the film tunes from 
about 2000 to 800, thereby modifying the propagation constant. The ferroelectric films 
are, of course, excellent dielectrics and the current draw is negligible so there is virtually 
no power consumption. Switching speed for these devices is limited by the external power 
supply. This is analogous to MESFET switches, wherein there is no drain bias. The variable 
resistance of a FET switch is a function of the population of majority carriers, as opposed 
to minority carriers in PIN diodes. (For example, in FET switches, speed is not limited by 
minority carrier lifetime, but rather the gate control circuitry). The beam lead GaAs diode 
switch is appended to the last coupled microstrip section and toggles between an open and 
virtual short circuit, realized with a quarter-wave radial stub. This results in a “digital” tran-
sition between a reflection coefficient with magnitude near unity and phase of ≈0 degrees 
and ≈180 degrees, respectively. Thus, a full 2p phase shift is possible. The average loss at  
X-band was 3.2 dB with a 10% bandwidth. The device is pictured in Figure 21-8. Note that 
the unmatched beam-lead diode contributed 0.5 to 0.75 dB to the overall insertion loss. In 
principle, this can be improved by “resonating-out” the diode capacitance.

Theory of Coupled-Line Type

A sketch of the cross-section of a coupled-line (multi-dielectric-layer) ferroelectric phase 
shifter is shown in Figure 21-9. Y1 and Y2 represent the admittance looking in the positive and 
negative y direction, respectively, from the charge plane. The thickness of the ferroelectric 
layer is h1 while the host substrate has thickness h2.

By concentrating the fields in the odd mode, the phase shift per unit length is maximized, 
and by using the material in thin film form, the effects of high loss tangent are reduced.

The amount of phase shift can be increased by cascading coupled line sections. Though 
methods for calculating the propagation parameters of coupled transmission lines are well 
known, coupled lines on stratified substrates are difficult to analyze. And the high permit-
tivity of the ferroelectric layer causes long computation time by full-wave electromagnetic 
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simulators because the geometry must be fractured into many thousands of cells. The mul-
tilayer structure has been analyzed using a computationally efficient variational method for 
calculating the complex propagation constant and characteristic impedance.38 Space limita-
tion prevents a full description of that work here. However, the method is quite general and 
can be used for multiple layers of various dielectrics or other types of transmission lines. 
For example, a multilayer microstrip can be analyzed by allowing the strip spacing (s) to 
become much greater than the effective substrate thickness (h) or strip width (w). Minimum 
loss occurs when current flows through one line and returns through the other (odd-mode), 

FIGURE 21-9 Cross-section of the coupled microstripline phase 
shifter, showing the odd-mode electric field configuration

FIGURE 21-8 Hybrid X-band ferroelectric/semiconductor phase shifter 
on 0.5 mm thick lanthanum aluminate. The device measures ≈1 × 1 cm.
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obviating the need for the ground plane. Maximum loss occurs when equal currents flow 
through the two lines and return through the ground plane (even-mode). Three basic modes 
are illustrated in Figure 21-10.

Note that the ferroelectric layer thickness is crucial to performance. In principle, the 
phase shift for a 2 mm thick film is 2.2 times greater than that of a 0.5 mm film. However 
maintaining the crystalline quality of the pulse laser ablated BaxSr1-x TiO3 films past a thick-
ness of 0.5 mm or so has proven to be difficult. Experiments have shown that the insertion 
phase shift is roughly proportional to h1

0.67. In the case of cascaded coupled lines, increas-
ing phase shift occurs at the expense of bandwidth since the structure resembles a multi-
pole filter. Changing the dielectric constant of the ferroelectric film to change its insertion 
phase also modifies the pass band characteristic. Operation near band edges is to be avoided 
since that represents distorted transmission which degrades bit-error-rate performance. The 
device discussed in the previous section “Coupled Microstripline” helps alleviate this prob-
lem. The impedance matrix of the cascade network can be derived by traditional coupled 
line theory, using the superposition of even and odd mode excitation. Then an equivalent 
S-parameter model can be extracted and used to predict the pass-band characteristics of the 
phase shifter. A key advantage of this technology is the relatively large feature size. Active 
devices at the frequencies of interest here would necessitate submicron gate length GaAs 
FETs. The finest feature size associated with the coupled-line phase shifters is the electrode 
separation, typically ≈10 mm. Whereas the GaAs FET performance is largely dictated by 
transconductance, and hence, carrier transit time across the gate region, the coupled-line 
phase shifters are static devices. The electrode gap separation determines the degree of 
electromagnetic coupling and the dc potential required to tune the film.

21.4 MEMS

Micro-electro-mechanical systems (MEMS) can essentially be used to replace PIN diode 
or FET switches in conventional phase shifters. A typical switch consists of a metal mem-
brane bridge suspended several microns above a lower metal contact. Electrostatic attraction 
between the flexible membrane and lower contact is used to toggle the switch. A very thin 
dielectric coating (for example, Si3N4) may be used on the lower contact to eliminate a dc 
path and reduce “stiction,” or a tendency to latch (also known as Van der Waals forces). 
Larger bridge heights (gaps) reduce parasitic capacitance, but increase pull-down voltage 
and may contribute to more fatigue. Typical actuation voltages are between 20 and 100 V. An 
interesting advantage of MEMS switches is that they do not depend on the characteristics of 
the substrate. Hence, they may be fabricated on any material that is compatible with stand-
ard IC processing. A photograph of one type of MEMS switch is shown in Figure 21-11. 
Optimizing the switching Q amounts to minimizing the parasitic capacitance of the bridge 
in the off state (bridge up), and maximizing capacitance in the on state (bridge down). When 
the cantilever is down, the parallel plate capacitance between the metal membrane and the 
bottom electrode, Con, is large and the switch behaves as a short circuit. Typical ratios of 
Con/Coff are ≈100.

FIGURE 21-10 Coupled line modes: microstrip mode (left), s >> h, w; 
odd-mode (middle); even-mode (right)
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A number of distributed MEMS transmission line phase shifters have been developed.39 
An insertion loss of 4 dB at 60 GHz (for a full 360° phase shift) and 257°/dB at 50 GHz 
has been reported.40–41 These excellent results have been obtained from MEMS bridge 
capacitors placed periodically along a coplanar waveguide (CPW) transmission line. The 
theory of such “slow-wave” circuits is discussed in the next section. Activating the MEMS 
increases the capacitive loading, thereby controlling the insertion phase. A mechanical 
analysis of operation was provided42 and the bridge spring constant was given as

 k ≈ 32Et3w/(S + 2W )3 + 8s (1 − u)tw/(S + 2W ) N/m (21-12)

where E is Young’s modulus of the bridge material, t is the bridge thickness, w is the bridge 
width, S is the CPW center conductor width, W is the CPW center conductor-to-coplanar 
ground spacing, s is the internal residual stress of the bridge, and u is Poisson’s ratio. The 
pull-down voltage Vp is given as

 Vp = [8 kgo
3/(27eoSw)]1/2 V (21-13)

where eo is the free-space permittivity and go is the zero-bias bridge height.
One issue with MEMS phase shifters is that packaging is perhaps more critical than with 

alternative technologies. Hydrocarbon contamination may compromise MEMS reliability 
so hermetic seals and careful processing are required. A summary of performance and 
implications for phased arrays are presented in the reference section.44–45

21.5 SLOW-WAVE

Periodically loaded transmission lines are used to realize band-pass, slow-wave circuits such 
that vp << c. By using tunable loads or varactors, broad-band phase shifters can be designed.

One-Dimensional Periodic Structures

Consider a cascade of short sections of lossless transmission line shunted by a voltage vari-
able capacitance C’, so as to form the infinite periodic structure illustrated in Figure 21-12. 
Each distributed transmission line section is modeled by an LC circuit and each unit cell 
consists of L, C, and C’. Let the separation of each unit cell be designated as s. Such periodic 
structures exhibit slow-wave behavior (vp << c) and band-pass characteristics, like filters.  

FIGURE 21-11 RF MEMS capacitive switch. MEMS devices incorporating capacitive\inductive sec-
tions allow the switch to be designed for minimum loss and maximum isolation over a wide frequency 
range (after M. Scardelletti43 © IEEE 2002).

SW W
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The phenomenon is analogous to acoustic wave propagation in crystal structures. These 
types of circuits are often referred to as synthetic line, slow-wave, or distributed transmis-
sion line phase shifters.

A wave traveling through this periodic structure will only experience a phase shift from 
unit cell to unit cell, such that Vn is delayed relative to Vn-1 as

 Vn = Vn-1 e
–jqs (21-14)

In general, qs could be complex to account for attenuation as well as phase shift. Summing 
currents leaving node n

 0 = Vn( jwC + jwC’) + (Vn – Vn−1)(−j/(wL)) + (Vn – Vn+1)(−j/(wL)) (21-15)

Substituting Eq. 12 into Eq. 13 we arrive at

 cos(qs) = ½(2 – w 2L(C + C’)) (21-16)

Requiring qs to be real to represent a propagating mode, letting cos(qs) = ±1, we find the 
structure of Figure 21-12 has a zero lower frequency cutoff wL (obvious by inspection) and 
an upper cutoff frequency wH corresponding to

 wH = 2/(L(C + C’))1/2 (21-17)

Since qs = bs, the insertion phase shift can be approximated knowing the extremes of the 
tuning range of C’ and the number of cascaded sections. Slow wave phase shifters are, in 
principle, time delay devices (in other words, phase shift is proportional to frequency).

Ferroelectric Varactor

One type of slow wave phase shifter, based on ferroelectric “varactors” is shown in  
Figure 21-13. Coupled lines, as described in the previous section called “Theory of 
Coupled-Line Type,” are attached transversely to the propagation direction in a 
microstrip configuration.46 A unit cell consists of two microstrip sections, with an inter-
vening orthogonal coupled microstrip line terminated in a virtual open circuit. The open 
circuit is realized by cascading a nominally quarter-wave high-impedance microstrip 
line, having impedance Zp, with a radial stub. The stub provides a very good approxi-
mation to a short circuit at its vertex, over almost an octave bandwidth, and the input 
impedance (Zin) to the combination is approximately 35Zp/a, where a (dB/l) is the 
attenuation of the Zp line. Note that there is an optimal choice for Zp, since as Zp 
increases to maximize Zin, a also increases due to conductor loss.

FIGURE 21-12 A chain of LCC’ circuits representing an infinite, periodically 
loaded transmission line resulting in slow-wave propagation

Vn Vn+1Vn-1
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L L L L

s s s s

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Array Phase Shifters: Theory and Technology



21-16 CHAPTER TWENTY-ONE 

For the reactances chosen and shown, the modeled dissipative loss was about 0.125 dB/
unit cell. There is a trade-off between loss and phase shift. For a median varactor reactance 
of −j500, the calculated loss per unit cell is 0.003 dB, but the phase shift is also <<1°/cell 
and appears impractical. For a reactance of −j5, the insertion loss is about 8.6 dB/cell and 
is also impractical. For the K-band circuit shown, the varactors theoretically tuned from 
0.45 pF (zero bias) to 0.25 pF (maximum bias), and 16 unit cells should have provided 360° 
of phase shift at 20 GHz. These results could be obtained using the techniques described 
in the subsection entitled “Coupled Microstripline.” The measured phase shift of the actual 
19 cell structure was about 250° with an average loss of about 7.5 dB.

Excellent results have been obtained from slow wave circuits using parallel-plate ferro-
electric varactors.47–49 The circuits operating principles are basically as described in Section 
21.5. The device consists of a high impedance transmission line on sapphire, periodically 
loaded with BaxSr1-xTiO3 capacitors spaced by distance s. Recently, ≈360° phase shifters at 
K- and Ka-band exhibited an average loss of about 5 and 6 dB, respectively.50 One advan-
tage of the parallel plate approach is that conventional tuning voltages can be used (for 
example, ≈10 V as opposed to >100 V for coplanar structures). Another advantage is that 
circuits can be fabricated on convenient substrates like Si instead of exotic, high epsilon 
substrates like LaAlO3. Propagation in semiconductor substrates has also been discussed.51 
The circuits are also extremely compact. A Ku-band version measuring 1 × 0.8 mm was 
reported.50

Ferroelectric deposition methods (for example, pulse laser, sputtering, and so on) require 
an oxidizing atmosphere around 700°C to achieve high quality crystalline films. Hence, 
electrodes for parallel plate varactors, as opposed to the coplanar or interdigital structures 
described previously, must be impervious to high temperature oxidizing atmospheres. Low 
dielectric constant oxides at the electrode interface can drop most of the electric field and 
substantially reduce tuning. Pt is a popular electrode material choice.

21.6 FERRITE

The fundamental source of a material’s magnetic properties is the magnetic dipole moment 
associated with what is visualized as an electron spinning about its axis. In non-magnetic 
materials, the number of electrons with up spins and down spins is equal, so the net magnetic 
moment is negligible. In a magnetic material, one variety dominates and can be aligned 
by an external DC magnetic bias field H to generate a large magnetic moment, as long as 
thermal fluctuations aren’t too strong. The spin magnetic moment vector precesses about 

FIGURE 21-13 Modeled impedance variation of a 19-cell slow wave circuit from 18 to 20 GHz as the 
ferroelectric film dielectric constant varies from 2000 to 800 (left). The actual circuit (right) had a 0.6 mm 
cell size with 200 mm long coupled-line varactors.
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the H-field vector at an angular frequency wm = 2p fm. Precession sense (i.e., polarization) 
depends on the direction of H. The precession frequency is proportional to H such that fm = 
gH, where g = 2.8 MHz/Oe is the gyromagnetic constant. The propagation constant (b ) in 
a ferromagnetic medium is

 b ≈ (2p εµ ' )/l (21-18)

where m' is the real part of the permeability and e is the dielectric constant of the ferrite. 
When the frequency f of a microwave magnetic field equals fm, ferrimagnetic resonance 
occurs. This is the underlying cause for opposite circularly polarized waves experiencing 
different permeabilities, m'+ and m'−. In the absence of any loss mechanism, the material’s 
susceptibility would become infinite at the gyromagnetic resonance frequency. The perme-
ability can be tuned by changing M, which is the magnetization or magnetic moment. As the 
strength of the magnetic bias field increases, M will reach an upper limit called the satura-
tion magnetization, denoted as Ms. Ferrite materials tend to have high loss below saturation 
at microwave frequencies. The choice of ferrite for a particular application is determined by 
selecting g 4pMs sufficiently below the operating frequency f. When fm is small compared 
to f, there is a significant difference between m'+ and m'− for the two polarization senses. 
(Recall that a linearly polarized wave can be disassociated into two counter-rotating circu-
larly polarized components). With this condition, it can be shown that52

 m'± = 1 ∓  g 4pM/f (21-19)

and the corresponding phase shift is

 ∆j = 2p ε [(m'+)1/2 – (m'−)1/2)]L /l (21-20)

where L is the length of the ferrite section. In practice, the phase shift is implemented by 
reversing the direction of the magnetization vector.

As was alluded to in the introduction, ferrite phase shifters have tended to dominate 
the phased array landscape. The basic, nonreciprocal, latching phase shifter consists of a 
toroidal ferrite core in a section of waveguide. A drive wire passes through its center, which 
is used to magnetize the material. At this point it becomes latched at one of two remanent 
states, depending on the polarity of the bias. The amount of differential phase shift between 
the two states is determined by the toroid length. Another common device is the recipro-
cal, non-latching Reggia-Spencer phase shifter. A ferromagnetic bar is located axially in a 
section of waveguide, which is wound by a solenoid. The solenoid produces a longitudinal 
magnetic field that changes the permeability of the bar material. The reader is referred to 
the previous edition of this book and the references therein for complete descriptions. The 
performance of twin-toroid, dual-mode, and rotary-field ferrite phase shifters has been 
discussed elsewhere.53

Microstrip Type

Our interest here will be a brief introduction to microstrip-type ferrite phase shifters. Planar 
microstrip geometries promise an economical and small-sized replacement for waveguide 
phase shifters. For example, a small analog X-band stripline on a ferrite slab yielded a 
figure-of-merit of 300°/dB with a 30 mW average drive power.54 A renewed interest in this 
type of device was spurred on by the advancement of high-temperature superconductors, 
which are briefly discussed in the next section. The key advantage of superconducting 
transmission lines is the very low surface resistance compared to metallic conductors.
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Low-loss microstrip ferrite phase shifters were demonstrated by combining the super-
conductor YBa2Cu3O7-x with polycrystalline yttrium iron garnet Y3Fe5O12. The design 
confined the magnetic flux within the ferrite to avoid undesirable flux penetration into 
the superconductor, yet allowed gyromagetic interaction with the microwave signal.55–56 
A prototype phase shifter using a YBa2Cu3O7-x microstrip meander line deposited on a 
LaAlO3 substrate is shown in Figure 21-14.

A differential phase shift in excess of 200 degrees with an insertion loss generally below 
2 dB from 6 to 12 GHz was reported.52 Besides the insertion loss advantage of the super-
conducting line, the 4pMs values can increase by more than a factor of two when the mate-
rial is cooled from 300 K to 77 K.

21.7 SUPERCONDUCTING APPLICATIONS

While conventional or low temperature superconductor based phase shifters have been 
developed to some extent,57–58 the discovery of so-called “high-temperature” ceramic super-
conductors in 198659 ushered in a new class of microwave components. High temperature 
superconducting (HTS) phase shifters are a subset of that class. The main attraction was 
dramatically reduced surface resistance compared to metallic conductors. The three primary 
HTS materials are YBa2Cu3O7-x, BiCaSrCuOx, and Tl2Ba2Ca2Ox with respective transition 
temperatures (Tc) of 95 K, 110 K, and 122 K. Surface resistance (Rs) of these superconducting 
films at 77 K is on the order of 100 mΩ at 10 GHz, compared to about 10 mΩ for copper.

The surface impedance of a superconductor is derived using a two-fluid model, which 
maintains that the current is composed of both superconducting (paired) and normal elec-
trons. The proportion varies such that at T = 0, all carriers are superconducting and at  
T = Tc, all carriers are normal. The two-fluid model predicts that the surface resistance of 
a superconductor is proportional to f 2, as opposed to f 1/2 for a metallic conductor.60 The 
strong dependence of Rs on frequency is a consequence of reactive voltage, associated with 
the oscillating supercurrent interacting with unpaired (normal) electrons to induce loss. The 
corresponding (inductive) surface reactance is wmlL, where lL is the London penetration 
depth. lL has a minimum value at T = 0 and diverges as T approaches Tc. The abrupt change 
in resistance and kinetic inductance (mlL) near Tc presents opportunities for novel detectors 
(for example, transition edge bolometers) and switching mechanisms.

Reflective switches can be based on driving a narrow superconducting bridge into the 
normal state by locally exceeding the superconductor’s critical temperature.61 Alternatively, 

FIGURE 21-14 Geometry for a superconducting microstrip meander line 
phase shifter inverted and in close proximity to a tunable ferrite substrate. The 
device is about 1.3 cm long (after G. F. Dionne et al52 © Lincoln Laboratory, 
MIT 1996).
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a magnetic field on the order of 100 G was used to cause a small bar of YBa2Cu3O7-x to 
transition from the superconducting to normal state.62 The effects of optical illumination 
have also been investigated.62–63

A novel phase shifter based on a HTS distributed Josephson inductance transmission line 
was reported.64 Superconducting quantum interference devices (SQUIDs), consisting of a 
superconducting inductor shorted by a Josephson junction, were distributed along a length 
of superconducting transmission line. Each SQUID can be modeled as a variable inductor, 
which is tuned by applying a magnetic field. The circuit constitutes a dual of the structure 
discussed in Section 21.5. Slow-wave propagation in superconducting transmission lines has 
also been studied. For example, the dramatic increase in lL near Tc causes a large reduction in  
vp if the film is very thin.65

We conclude this section noting that the field of cryogenic electronics is growing and 
may be further stimulated by recent advances in compact, reliable, mechanical refrigerators. 
While a few esoteric systems have been created for space-based astrophysics, ultra-sensitive 
receivers, and medical diagnostics, there may also be niche applications in communications 
markets. Cryogenically cooled receivers for cellular phone towers are a good example. The 
enhanced sensitivity allows for increased cell-size. It is easy to speculate that applications 
for cryogenically cooled agile antennas, and hence phase shifters, may also eventually exist. 
Digital beam-forming systems based on Josephson technology are also being contemplated.

21.8 EFFECT OF PHASE SHIFTER BEHAVIOR ON 
PHASED ARRAY BIT ERROR RATE

Phase shifters’ phase errors can cause some signal distortion, and phase transients can cause 
beam pattern degradation during direction switching. Signal models have been established 
for both static and transient cases. Moreover, modulo 2p effects cause intersymbol interfer-
ence (ISI). This section is based on the work reported in this area.66

Modulo 2o Effects

The composite far-field signal formed by a phased array is the summation of individual 
contributions from each elemental radiator. Radiation path lengths to the far-field observa-
tion point are different for each elemental radiator on the array surface. To form a cophasal 
beam, modulo-2p compensation is provided by the phase shifters. Integer-multiples of 2p 
are generally not provided, and for an electrically large array, this leads to inter-symbol inter-
ference (ISI) in phase-shift keyed modulation formats. The ISI is formed because different 
delays from each signal component destructively interfere, as illustrated in Figure 21-15, for 
Binary Phase Shift Keyed waveforms. ISI results in composite (total) signal amplitude loss 
at the symbol boundary.

As an example, for the reflectarray35–36 operating at f = 26.5 GHz with a bit rate of 1.325 
Gbps, the BER degradation due to ISI is proportional to the symbol rate and the loss ranges 
are from about 1 dB to around 2 dB in Eb/No, depending on original Eb/No, for BPSK, 
QPSK, 8PSK, and 16QAM.

Phase Errors

Each phase shifter assigned to each element is designed to shift the signal phase by an 
amount determined by the steering angles of the antenna. In practice, however, there are 
errors in the phase shifters. Assume that the phase errors are uniformly distributed in 
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[ , ]max max−∆ ∆ϕ ϕ . It was shown in that the averaged effect of phase error is to introduce an 
amplitude loss of

 L dB∆ ∆
∆

∆
∆

∆ϕ ϕ
ϕ

ϕ
ϕ

ϕ= =
sin

( ) log
sinmax

max

max

m
or L 20

aax

 (21-21)

and there is no net phase shift of the composite signal due to the phase errors. For a maxi-
mum phase error of p /  8, the loss is only 0.224 dB. It can be seen that the phase error loss 
is a sinc function of ∆j max and it can be shown that the maximum phase error must be less 
than 47° to limit the loss within 1 dB.

The real composite signal will have not only amplitude loss, but possibly also a small 
net phase error. The small net phase error could have a degrading impact on the BER per-
formance of the high-order PSK schemes and QAM schemes, since the phase differences 
between constellation points are very small.

Effect of Finite Response Time on Beam Evolution

Different types of phase shifters will have different transient response times. Table 21-2 in 
the next section provides a qualitative assessment. When the array beam is switched from 
one direction to another, the finite response time of the phase shifters causes the beam pat-
tern to evolve. This effect is in addition to the ISI and phase error described earlier. The 
problem was analyzed by incorporating the phase transient in the array factor. For the 925 
element array investigated there, which assumed a quite long 0.3 ms average phase shifter 
response time, the directivity degraded by as much as 1.9 dB during position updates.

Experimental results were reported68–69 that would, of course, include all the effects 
described herein. Clearly, electrically large phased arrays communicating wide-band signals 
with high order modulation formats must be designed to compensate for these effects. A set of 
BPSK BER curves for various conditions is shown in Figure 21-16 (transient effect excluded). 
The term “without antenna” means that the antenna is ideal—no phase errors and no ISI.

FIGURE 21-15 Formation of ISI due to different delays in signal components. 
The carrier period is designated Tc. Heavy vertical lines are symbol boundaries 
(after F. Xiong and R. Romanofsky67 © IEEE 2005).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Array Phase Shifters: Theory and Technology



 ARRAY PHASE SHIFTERS: THEORY AND TECHNOLOGY 21-21

FIGURE 21-16 BER curves for BPSK (after F. Xiong and R. Romanofsky67 © IEEE 2005)
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21.9 SUMMARY

This chapter reviewed basic phase shifter theory and described some modern phase shifter 
devices. Key developments of the past decade or so include devices based on GaAs MMIC, 
MEMS, and thin ferroelectric films. Applications of superconductivity were also briefly 
described. Some interesting effects are expected to manifest themselves as the ratio of 
signaling bandwidth to carrier frequency decreases, especially with regard to electrically 
large phased arrays. An important aspect of phase shifter performance is power handling 
capability. The reader is referred to the reference section70–73 for information on this topic. 
A summary of phase shifter characteristics is presented in Table 21-2.
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22.1 INTRODUCTION

A number of applications require antenna arrays conforming to a nonplanar surface. 
Primary among these are requirements for scanning antennas on aircraft or missiles, where 
aerodynamic drag is reduced for a conformal flush-mounted geometry, and for arrays that 
conform to surfaces that provide some coverage advantage, for example, to a hemispheri-
cal surface for hemispherical-pattern coverage or to a cylinder for 360° coverage in the 
azimuth plane.

Conformal arrays can be grouped into two broad categories that have very different 
design goals and that present significantly different technological challenges. Arrays in 
the first category are small with respect to the radius of curvature of the conformed body, 
as depicted in Figure 22-1a. These proportions are representative of flush-mounted and 
low-profile aircraft arrays at superhigh-frequencies (SHFs) and above. These are relatively 
flat and behave nearly like planar arrays. The technological challenges in this case are to 
design an array to scan over very wide angles (for example, zenith to horizon) or to make 
the array so thin that it can conform to the outer surface of the aircraft without requiring 
large holes in the fuselage.

The second category of conformal arrays, depicted in Figure 22-1b, is the type more 
commonly regarded as conformal since the array is comparable or large with respect to the 
radius of curvature of the mounting body. Such arrays include cylindrical arrays developed 
to provide radiation from spinning missiles and for 360° coverage of ground-based radars. 
Conical and spherical arrays have also been developed for ground-based radars. Conical and 
spherical arrays have also been developed for ground, airborne, and missile applications.

Among the special features that make it difficult to design arrays that are large or highly 
curved in this sense, the following are usually listed:1,2 (1) Array elements point in different 
directions, so it is often necessary to switch off those elements that radiate primarily away 
from the desired direction of radiation. (2) Conformal-array synthesis is very difficult because 
you cannot factor an element pattern out of the total radiation pattern. (3) Mutual coupling 
can be severe and difficult to analyze because of the extreme asymmetry of structures like 
cones and because of multiple coupling paths between elements (for example, the clockwise 
and counterclockwise paths between elements on a cylinder). Another phenomenon related 
to mutual coupling is the evidence of ripples on the element patterns of cylindrical arrays. 
(4) Cross-polarization effects arise because of the different pointing directions for elements on  

FIGURE 22-1 Conformal-array apertures: (a) aperture dimensions much less than local radius of 
curvature and (b) aperture dimensions comparable with local radius of curvature
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curved surfaces, which cause the polarization vector projections to be nonaligned. (5) Even 
for a cylindrical array there is a need to use different collimating phase shifts in the azimuth 
plane for an array scanned in elevation because steering in azimuth and elevation planes is 
not separate.

22.2 FUNDAMENTAL PRINCIPLES

Properties of Isolated Elements on Finite Planes and Cylinders

Radiating elements behave differently according to the structure on which they are 
mounted. Examples of elementary slot antennas radiating from circular cylinders show 
significant pattern changes at angles near or below the horizon for a slot located at the top 
of the cylinder.

Figure 22-2 shows the radiated power pattern in the upper hemisphere (q ≤ 90°) for an 
infinitesimal slot in a cylinder of radius a. Using the results of Pathak and Kouyoumjian,3 you 
can express the radiation pattern of elementary slots on cylinders in terms of three distinct 
regions, depending upon whether the point of observation is in the upper hemisphere (called 
the illuminated region), in the lower hemisphere (called the shadow region), or in the vicinity 
of the horizon (called the transition region). The angular extent of the transition region is of 
the order of (k0a)−1/3 on each side of the shadow boundary. Figure 22-2 illustrates that within 
the illuminated region the circumferentially polarized radiation is nearly constant for an infini-
tesimal element but that the axially polarized radiation has a cos q element pattern. Moreover, 
within the transition region these patterns are modified so that the circumferentially polarized 
component drops to a value of about 0.7 in field strength, or −3.2 dB as compared with its value 
of zenith, while for axial polarization the horizon radiation is not zero but approximately

 0 4
2

0

1 3

.
/

k a






  

Thus for a thin slot with circumferential polarization, the horizon gain is independent of 
the size of the cylinder, but for an axially polarized slot, the horizon gain varies directly as 
a function of (k0a)−1/3. For cylinders of radius approaching 50l, the horizontally polarized 
power at the horizon is thus approximately 23 dB below zenith gain.

FIGURE 22-2 Approximate pattern of slot on cylinder of radius a
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Pattern Coverage Limitations for Conformal Arrays

In addition to the diffraction effects observed in the preceding section, purely geometri-
cal effects play a major part in determining the pattern characteristics of conformal arrays. 
Figure 22-3 shows a conical array of slots from several angles and illustrates the polarization 
distortion that occurs for an array near the tip of a cone. This figure, due to Kummer,1 shows 
three views of a conical array with radiators located along the generatrices and oriented to 
give linear polarization in the axial direction. Clearly this array radiates a different polariza-
tion for each chosen angle of radiation.

A second issue raised by the picture of the conical array is that all of the elements have 
different element patterns because each is a different distance from the tip and each is at 
a different azimuth angle. Even if the elements near the tip are left out (since they are few 
and so have relatively little gain), only a small number of radiators have element patterns 
that point in the required direction. It is therefore usually necessary to devise a sophisticated 
network to switch an illuminated sector to the proper location on the conformal array for 
efficient radiation. Such networks now exist for cylindrical arrays, but the problem is more 
severe for cones, spheres, and more general surfaces. In addition, because of the polar-
ization rotation, it may be necessary to align the element polarization in order to radiate 
efficiently. Finally, it is difficult to maintain good monopulse nulls for directions in which 
there is not even symmetry.

Since the elements may point in different directions, there is a size limit for an array 
that can be wrapped around a conformal body without sacrificing efficiency. Figure 22-4a 
shows the radiation pattern of several cylindrical arrays computed as a function of the angle 
subtended by the array. As pointed out by Hessel,4 for an array of k0a = 86, with 0.65l 
separation between elements, doubling the number of excited elements in the array (from  
a 60° to a 120° arc) increases the array gain by only about 1 dB because the edge elements 
do not radiate efficiently toward the beam peak. The large sidelobes near f =100° are asso-
ciated with grating lobes of the elements grouped at the array ends, which are necessarily 
scanned to very wide angles.

Closer element spacing can relieve the grating-lobe problem and can broaden the ele-
ment patterns, as will be described in Section 22.3, but Figure 22-4b shows that the gain 
restrictions are fundamental limitations. This figure shows the gain of a cylindrical array 

FIGURE 22-3 Conical array: (a) view from axial direction, (b) side view, 
and (c) side view rotated 90° from b (after Kummer1 © IEEE 1974)
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with assumed power patterns cos1 q, cos2 q, and cos3 q. It is also assumed that the element 
spacing approaches zero (the continuous aperture case) and the gain, normalized to the 
gain of the projected area of the cylindrical section, is the integral of the cosn functions 
up to the maximum q value. This is a good approximation for radii greater than about  
5 wavelengths, and for element spacing up to a half wavelength. Additionally, the circular 
arc arrays require more elements than a planar array with the same projected area, so if 
the normalized gain were normalized to the number of elements to fill the sector, then 
the comparison with a planar array is made worse. The circular sector with included 
angle 2q0 requires about q0/sin (2q0) more elements than the projected aperture [a factor 
of 1.1 (0.41 dB)] for a 90° sector, and 1.6 (2.04 dB) for a 180° sector. These two limita-
tions show that there is little advantage to exciting much more than a 90° section of the 
cylinder.

FIGURE 22-4 Radiation characteristics of arc arrays: (a) maximum-gain E-plane  
patterns for arc array of k0a = 86, b/l = 0.65 (after Hessel4 © Artech House 1972) and 
(b) normalized projected area weighted by element patterns
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A second fundamental result is obtainable from the same very simplified analysis. For 
a four-faced square array with perimeter equal to the circular-array circumference, the 
average gain over a 90° scan sector, normalized again to the cylinder projected area, is 
approximately –1.5 dB for a cos q element pattern, and –1.9 dB for the cos q 2 element pat-
tern. Figure 22-4b shows that these are essentially the same as the gain of a 90° arc circular 
array with the same element pattern. A similar result is quoted by Hessel.4

The preceding results are derived for uniformly illuminated arrays. When arrays have 
severe illumination tapers, as for example in low sidelobe arrays, it is possible to occupy 
larger circular arcs without reduced efficiency because of the low edge illumination.

Technology of Conformal Arrays

The dramatic illustration chosen by Kummer1 (see Figure 22-3) points out the difficulty 
of synthesis on conical and more generalized surfaces that arises because such structures 
project differently into different angular regions. Nevertheless, cylinders, cones, and 
spheres are important surfaces for conformal array development because of their obvious  
application to missile and certain hemispheric scanning structures.

The technology of conformal arrays is very different from that of planar arrays. Often 
conformal arrays must be flush mounted or low profile, and structurally integrated with the 
platform with little intrusion. Thus, even for arrays that do not wrap around the body of the 
vehicle significantly, there is still a basic difference in the technology. The second major 
distinction is that the excitation of an array that is large with respect to the local radius of 
curvature needs to be commutated around the body, and this can be a significant burden. 
Commutators devised for cylindrical arrays are described in Section 22.3. Analog commu-
tating networks for general conformal arrays require complex switching trees that are costly, 
lossy, and hard to implement, and that often require both amplitude and phase control.

One special type of space-fed commutating network has been developed for cylinders and 
spheres. The Dome antenna,5,6 shown in Figure 22-5 in its spherical version, uses the vertical 
projection of a spherical dome to achieve increased gain at low angles of elevation. The dome 
is a passive spherical lens made up of fixed phase shifters and fed by a conventional planar 

FIGURE 22-5 Hemispherical dome array: (a) dome array and (b) dome-antenna concept (Courtesy of 
Sperry Corporation)

(a) (b)
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phased array that steers an illuminated spot to various portions of the lens. Fixed phase shift-
ers in the lens are computed so as to convert the array scan direction q into a factor K times 
that angle, and so as to obtain scan in excess of the planar array scan angle. The array phase 
shifter settings are determined to form the nonlinear phase progression required to scan the 
searchlight-type beam to various spots on the lens. Although the radiated beamwidth varies 
with scan angle, the dome can achieve scanning over sectors larger than a hemisphere and 
has achieved scan to ±120° from zenith. Steyskal et al 6 give equations for the gain limits of a 
given circular cylindrical dome based upon allowable scan angles for the feed array and show 
that the ratio of the average gain to the broadside feed array gain is bounded by a parameter 
that depends upon the feed array scan limit.

In the general case where there is not enough volume to use a space feed, other means 
of commutating the illumination are needed to scan a large conformal array. There are 
several new technologies that can accomplish this. The first is the technology of solid state  
T/R modules to control the aperture illumination. In this case, you can control the distribu-
tion using resistive attenuators and linear amplifiers or by using amplifiers with variable 
gain to move the amplitude distribution around the array structure and so achieve high 
quality patterns, even for highly curved arrays.

Figure 22-6 shows7 a faceted array of dual polarized dipole elements conformal to a sphere 
and using six elements per facet. The array is intended for satellite communication from 
mobile units and has integrated transmit-receive electronics, using GaAs MMIC circuits.

FIGURE 22-6 Faceted spherical array (Courtesy of Roke Manor Research Ltd., Roke Manor, UK)
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The second approach is to implement full digital beamforming across the array. This 
approach, which can be used for transmit and receive, has thus far been implemented in a 
number of receive arrays that transmit using conventional analog methods. In the receiv-
ing array, the received signals are amplified, possibly down converted, and then digitized. 
Amplitude and phase weights for commutation are applied to the digitized signals. Though 
presently expensive, this technology is seen as the ultimate in performance. Three significant 
examples were presented at the 1996 Phased Array Symposium showing the application of 
digital beamforming to conformal receive arrays. The first8 was an array of 570 X-band active 
T/R modules that excite an array conformal to an elliptical cylinder. Measured low sidelobe 
receive patterns were below −38 dB, and additional measured patterns demonstrated the 
accurate synthesis of flat-topped sector patterns, cosecant squared patterns, and several pat-
terns with anti-clutter nulls. In each case the patterns were synthesized using measured ele-
ment patterns. A second example9 used an array of 576 T/R modules conformal to a doubly 
curved surface. Sample patterns confirmed about the same level of sidelobes as the previous 
study, and the ability to reconfigure the aperture to produce a variety of shaped patterns. A 
hemispherical array10 using the same T/R modules formed sidelobes at the −40-dB level.

Another example of the power of these digital techniques for conformal arrays is the 
work of Steyskal,11 who demonstrated a technique for forming frequency independent pat-
terns with a circular cylindrical array. The symmetry property of a circular array of N ele-
ments leads to expansion of the fields in terms of orthogonal “phase modes,”12 of signals 
that advance in phase with interelement phase 2pn/N for 1 ≤ n ≤ N. This orthogonality 
corresponds to the beam port relations of an orthogonal beam (Butler) matrix, or a digital 
FFT. Steyskal’s procedure modifies the mode excitation coefficients digitally and obtains 
a radiation pattern with angular dependence independent of frequency. Experimental data 
showed a sequence of three patterns at different frequencies (4, 5, and 6 GHz) with essen-
tially the same patterns.

Methods of Analysis

The analysis of conformal antennas and arrays is undertaken with a variety of methods, 
depending upon whether the antenna or array dimensions are small with respect to the 
platform radius of curvature or whether the platform itself is large or small with respect 
to the operating wavelength. Full numerical solutions (moment method, finite element, or 
finite difference methods) are still not practically applied for electrically large host bodies, 
and to date, hybrid methods have proven more useful for these. Array analysis involves an 
additional complication, in that the interaction between elements, or mutual coupling, must 
be included in the solution for the fields and currents. This analysis is also very dependent 
upon the host body dimensions and relative curvature.

Historically, the first methods to find utility were based on integral equation solutions. 
These pertained to structures like spheres, cones, and infinite cylinders for which full 
Green’s functions exist. They have become very practical to solve using the numerical 
method of moments (MOM) algorithms.13–16 The need to analyze antennas on dielectric 
substrates has led to the use of spectral methods that have become practical because of the 
increased computing power now available.17–19 These conformal structures are analyzed by 
MOM using some form of a spectral Green’s function and matching to boundary conditions 
either in the spectral domain or after transforming back to the spatial domain.

Descardeci and Giarola20 combined the cavity method with the use of the dyadic Green’s 
function for a perfectly conducting cone, to obtain impedance and radiation patterns for 
microstrip patch antennas on cones. They assumed that the radius of curvature and cone tip 
distance was large compared to the wavelength. A related approach, but one not requiring a 
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geometry with an exact Green’s function, allowed Jin et al 21 to evaluate the radiation from 
microstrip elements and arrays on cylindrical bodies of arbitrary cross section. In this case 
the cavity problem is solved with the finite element technique, while the external fields are 
obtained using a method of moments solution based on reciprocity.

Kildal and Sanford22 and Sipus et al 23 have developed software using the spectral 
domain method of moments techniques for cylinders of arbitrary cross section, including 
multiple dielectric layers. They have demonstrated the technique for spherical structures 
as well. More general shapes have been studied using the free space Green’s function and 
the method of moments using combined field integral equations as well as magnetic and 
electric field integral equations where appropriate. The Fast Illinois Solver Code (FISC) 
was developed to treat large problems using the iterative conjugate gradient method and 
fast multiple techniques. These methods are discussed in several references.24,25

Elements and arrays on generalized surfaces have also been analyzed using the finite 
difference time domain (FDTD)26,27 and finite element (FEM)28,29 methods. These methods 
both offer the flexibility to treat elements on arbitrary three-dimensional surfaces and includ-
ing dielectric volumes.

Analytical results for antennas on electrically larger bodies have been obtained using a 
combination of MOM or finite element techniques30 plus quasi-optical techniques. Early work 
had its origins in the use of the geometrical theory of diffraction (GTD) for simply computing 
single-term mutual coupling between elements on general convex cylinders and on cones31,32 
and grew into methods that used GTD to compute the local fields for MOM solution.

More recent work33,34 extends the utility of the hybrid methods using new Green’s 
functions developed from the uniform theory of diffraction (UTD). Demirdag and Rojas34 
used these Green’s functions for evaluation of the mutual coupling between elements on a 
uniformly coated, perfectly conducting, but otherwise arbitrarily shaped convex surface. 
The procedure uses generalized high frequency UTD solutions for circular cylinder and 
sphere to develop solutions for the arbitrarily shaped convex surface via the local EM wave  
propagation at high frequencies. The demonstrated example evaluated coupling between 
current elements on a dielectric coated circular cylinder with inner radius 3l and a coat-
ing 0.06l thick. The coating dielectric constant er was 3.25. These results compared well 
against the exact eigen function expansion for elements greater than 0.5l apart.

Persson and Josefsson,35 also using UTD-based techniques, investigated the mutual 
coupling of apertures and arrays of apertures in circular cylinders. The accuracy of 
this approach was such as to demonstrate agreement with measured data down to the  
–60- to –80-dB levels. These and other significant results are also recorded in the book by 
Josefsson and Persson.7 Figure 22-7 shows the cylindrical array used to evaluate coupling 
and array performance. This array has 54 azimuth polarized elements arranged in three 
rows conformal to a cylinder. The array is 600 mm in diameter. The authors measured 
mutual coupling and other data.

22.3 ANTENNAS AND ARRAYS ON CYLINDERS

Wide Angle Coverage with Fuselage-Mounted Arrays

One of the major applications for vehicle arrays is for aircraft-to-satellite communications, 
for which the antenna system is often required to provide coverage throughout the entire 
hemisphere, usually with circular polarization and including substantial gain at the horizon. 
Figure 22-8 shows several fully electronically steered arrays, two of which are conformal, 
while the third is a low-profile, four-faced array.
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The use of a single array (see Figure 22-8a) is very appealing provided that gain-contour 
requirements can be met. Unfortunately, this means that the array must scan from zenith 
to horizon in all planes. The following illustrates some of the gain limitations for an array 
scanned from zenith to the horizon.

In an infinite two-dimensional array with no grating lobes, the pattern directivity for 
a perfectly matched aperture varies like cos q. If the array mismatch is not corrected as a 
function of scan angle, the gain will vary according to the expression

 (|1 − |G |2) cos q 

For finite arrays the beamwidth in the plane of scan varies much like sec q except 
near end fire. The elevation beamwidth d for an array scanned to 90° (horizon) is given36 
approximately by the equation below for column and two-dimensional arrays:

 δ π λ= 







4

1C L
 

Here L1 is the length of the array in the end-fire direction, and C is the constant that 
varies between 3.5 and 7, depending upon phase velocity and the array distribution. If you 

FIGURE 22-7 Array of 54 azimuthally polarized waveguide apertures (Courtesy of Ericsson Microwave 
Systems, AB, Goteborg, Sweden)
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assume an azimuth beamwidth of approximately l /L2 is the array dimension perpendicular 
to the plane of scan, the directive gain at end fire is approximately

 D
L

C
L L

= =
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Since the directivity is multiplied by four for an array of slots over a perfect ground 
plane (and the beamwidth is halved), the ratio of directive gain at end fire to directive gain 
at broadside (with perfectly conducting ground) is approximately

 
D
D

C
L0 1

= π
λ

 

The result for an array of elements other than slots is different by a constant.
This equation shows that for any given broadside directive gain D0, it is advanta-

geous to reduce L1 (the array projection in the end-fire direction) as much as possible, 

FIGURE 22-8 Conformal and low-profile arrays 
for hemispherical coverage: (a) large array on top of 
fuselage, (b) array conformal to side of fuselage, and 
(c) four-faced array
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for that minimizes scan loss. It also indicates that larger arrays undergo increased scan 
loss. For example, a square array with 20-dB gain at broadside should exhibit a direc-
tivity degradation of 1 dB at end fire, but for a 30-dB square array a 4.5-dB falloff is 
expected.

Unfortunately, this decrease in directivity is only one of the factors tending to make 
scanning to end fire inefficient. Other major factors are diffraction and scattering due to the 
vehicle on which the array is mounted (see Section 22.1), element-pattern narrowing, and 
array mismatch due to mutual coupling.

Other options for hemispherical coverage shown in Figure 22-8 include the use of  
multiple conformal arrays (see Figure 22-8b), one on each side of the vehicle to provide 
good coverage except in conical regions near the vehicle nose and tail, or a four-faced array 
(see Figure 22-8c), perhaps with adequate coverage throughout the hemisphere with a rela-
tively streamlined geometry. Multiple planar arrays are often used for ground-based-radar 
coverage, and Corey37 gives a convenient graphical technique for determining the vertical 
face tilt and element packing geometry for planar antennas with given scan limits.

Figure 22-9 shows contours of constant projected area for any of the configurations of 
Figure 22-8, using the coordinate relationships that follow, for a planar array tilted at angle 
d from the vertical:

 Θ = cos−1 [n cos d  + c sin d ] 

 φ ν δ δ= − +






−tan
sin cos

1 u
c

 

where u = sin q cos f, n = sin q sin f, and c = cos q is the array projection factor. In general, 
the array projected area does not equate directly to relative gain because of array mismatch, 

FIGURE 22-9 Coverage diagrams for a variety of tilted planar-array faces: (a) arrays tilted to d = 45° with 

array normals at f  = 0° and 90° and array with normal at zenith (d  = 90°) and (b) arrays with normal at  

f  = 90° and at d  = 0° and 20°
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element-pattern variation, and polarization effects, but it does provide a useful upper bound. 
This optimum-gain contour, normalized to peak, is given by

 P
P

c
0

10= l og  

Figure 22-9a shows three contour plots of this ratio: two for arrays mounted at d  = 45° 
and one with d = 90°. The dotted line is the gain contour for an array with its boresight 
at zenith (d = 90°) and corresponds approximately to Figure 22-8a. The solid curve cor-
responds to an array located as in Figure 22-8b or a side face of the four-faced array of  
Figure 22-8c mounted with d  = 45°, Φ = 0°. The dashed curve is for an array with its bore-
sight in the Φ = 90° plane and corresponds to the end face of Figure 22-8c. Combining the 
solid and dashed curves, as is done for the four-faced array, indicates that an array with 
these four faces would cover the upper hemisphere with only a 3-dB projected area falloff 
near (Θ, Φ ) = (90°, 45°), while the array with d  = 90° would have less gain for all Θ  > 60°, 
and thus has its lowest gain over the large area near the horizon.

A more streamlined four-faced array is obtained by reducing the front and rear faces 
to about one-half of the size of the side faces. In this case it is convenient to mount these 
arrays with their boresight direction closer to the horizon because the larger side faces 
provide sufficient gain at the higher elevation angles in the Φ = 90° or 180° planes.  
Figure 22-9 shows two gain contours for full-size arrays with d = 20° (solid) and d = 0° 
(dashed) for a front-face Φ = 90°. By evaluating the coverage contours in conjunction with 
those of the solid curve from Figure 22-9a (side face), you can compare the available cov-
erage for a four-faced array with a variety of array sizes and elevation angles. If the front 
and rear faces are selected to be smaller than the side faces, the corresponding number of 
decibels (for example, 3 dB for one-half of the area) must be subtracted from the values 
on the contour lines.

As an example, you can show that, with half-area front and rear faces and using d = 20° 
for these end faces, the array system can scan throughout the hemisphere with a minimum 
projected area of approximately −4.5 dB with respect to the maximum.

Figure 22-9 can also be used with cos2 q element patterns by doubling all the decibel 
ratios given in the figures or with any other assumed element patterns that are independent 
of Φ by making the appropriate change of scale.

Arrays mounted above a cylindrical surface are subject to pattern deterioration owing 
to multipath scattering from the surface. Pattern calculations for a four-faced array (see 
Figure 22-8c) have been carried out by using geometrical optics38 using expressions from 
the work of Kouyoumjian and Pathak.39 Figure 22-10 shows the computed gain for both 
polarizations by using a small array mounted at 45° from the top of a large cylinder. The 
indicated pattern ripples are the result of a specular multipath from the cylinder surface, 
and the figure shows that in this particular instance these ripples do not materially alter the 
elevation-plane coverage of the array.

Satellite communication from airborne terminals at EHF also requires near hemispheri-
cal coverage. Again the cost of two-dimensional scanning has stimulated development of 
alternative electromechanical arrays. Figures 22-11a and b show a sketch of one concept40 
for providing elevation electronic scan from zenith to 20° from the horizon, and electro-
mechanical scan in the azimuth plane. The antenna array is tilted 35° from the horizontal 
and mounted below the surface of the cylinder. It is mounted off-center in a circular frame, 
and the whole system is rotated to provide 360° of azimuth coverage. The array requires an 
oversize hole in the fuselage in order to provide coverage to the 20° angle. Figure 22-11b 
shows a brassboard demonstration array by Hazeltine Corporation following this concept. 
The array receives at 20 GHz and transmits at 40 GHz. The brassboard model shown in the 
figure obviously has significant intrusion (over two feet), but a later version of this array 
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was designed to be about 11 inches deep. The 6- by 14-inch aperture is a unique design 
incorporating both frequencies in an interlaced configuration of slots. Key features of the 
design include parallel plate feeds, interlaced linearly polarized slot elements, and a dual 
frequency meander line polarizer with good characteristics throughout the ±35° elevation 
scan, and a dual-frequency radome with 0–70° scan requirements. Sidelobes are less than 
−17 dB relative to the main beam peak.

Figure 22-12 shows an electromechanically scanned array called a VICTS (variable 
inclination continuous transverse stub) array, an innovative and practical solution for 
providing scan in two planes from a single horizontal array. The center photo of a Ku-
band array shows a number of long slots cut through the surface of a circular plate. These 
slots are very short parallel plate waveguides that support only the lowest order (TEM)  

FIGURE 22-10 Multipath effects on a tilted four-faced array

FIGURE 22-11 EHF hybrid scan antenna with flush radome: (a) array mounting configuration and  
(b) EHF hybrid scan array (Courtesy of Hazeltine Corporation)

(a) (b)
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waveguide mode. A second plate is indicated in the sketches to the right and left. This 
plate can rotate with or independently from the slotted plate. The sketch below the photo 
shows the upper plate as a series of radiating waveguide stubs of height L and width H 
being fed by a parallel plate waveguide of height B. This is the basic configuration of the  
continuous transverse stub array that has been the subject of several publications and pat-
ents.41,42 The dashed and dotted lines indicate different directions (and wavelengths) of 
the incident waves in the parallel plate region. The wavefronts indicated by dashed lines 
are parallel to the rows of stub radiators (slots), and so radiate broadside. The wavefronts 
shown by the dotted lines are at an angle to the stubs and excite radiation from the stubs that 
have a progressive time dependence to scan the stub radiation from broadside.

In the VICTS array this action is obtained by rotating the bottom plate relative to the top 
plate and can scan to 80° from the broadside. Rotating both plates together will then scan 
the radiated beam in the azimuth plane.

Fully electronically scanned arrays have also been developed for airborne satcom at 
SHF and EHF frequencies. Since in most cases the aircraft radii of curvature are large 
compared with the array size, the arrays can be planar and flush mounted without having to 
conform to the cylinder. This technology has been under development since the mid-1980s 
by the U.S. Air Force and NASA. These developments have led to a full line of arrays, 
including the three satcom receive arrays shown in Figure 22-13 at 8, 12, and 20 GHz.  

FIGURE 22-12 Mechanically scanned VICTS array (Courtesy of ThinKom Solutions, Inc., Torrance, CA)

FIGURE 22-13 Low-profile arrays for satcom receive applications (Courtesy of Boeing Aircraft 
Corporation)
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The small arrays shown here have only 16 elements and depth of 1.4 inches at 8 GHz, 
0.94 at 12 GHz, and 0.75 inch at 20 GHz. The array elements are dielectric loaded circular 
waveguides excited by switchable left- and right-handed circularly polarized modules that 
have four phase shifter bits and an extra bit to select the polarization.

Elements and Arrays on Cylinders

When the array size approaches the vehicle radius of curvature, the behavior of the array ele-
ment pattern becomes very different from either the isolated element pattern or the element 
pattern in a planar array. This property is well documented in the case of circular and cylindri-
cal arrays, which have been the subject of more detailed studies than other conformal arrays. 
It has long been known that by using the symmetry properties of the array, you can avoid the 
solution of N simultaneous integral equations for an N-element circular array. Instead, you can 
superimpose the solution of N independent integral equations, one for each of the solutions 
with periodicity 2p/N. This method has been used by Tillman43 and King et al44 for dipole and 
monopole arrays and by Borgiotti and Balzano13 for waveguide arrays for active elements 
covering a sector on an infinite cylinder. The results of these and other theoretical studies have 
revealed the existence of potentially severe ripples in cylindrical-array element patterns, as 
shown in Figure 22-14a. Sureau and Hessel14 have used asymptotic methods to show that the 
radiated pattern can be considered the superposition of a space-wave contribution and several 
creeping waves that propagate around the cylinder and radiate away from the cylinder in the 
forward direction. The space-wave and actual patterns are shown in the figure for radiation at 
two different angles q measured from the cylinder axis. The ripple amplitude decreases with 
cylinder radius and increases with frequency. The work by Herper et al,16 indicated in Figure 
22-14b, has shown that smoother element patterns can be obtained by limiting element spacing 
to l/2. The improvement is attributed to the fact that the interference of the fast creeping-wave 
grating lobe16 with the direct ray decreases as the azimuth spacing is reduced and disappears 
at 0.5l. This work showed that low-sidelobe circular arrays are feasible with proper concern 
for element design.

With active control, conformal cylindrical arrays can operate in omnidirectional or 
directional modes, achieving coverage over most of the sphere. However, to achieve  
efficient scanning it is necessary to include mutual coupling effects in element and grid design. 

FIGURE 22-14 Circumferential element patterns: (a) waveguide array on cylinder (after Sureau and 
Hessel14 © Artech House 1972) and (b) dipole array in cylinder (after Herper et al16 © IEEE 1980)
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Figure 22-1545 shows an example of a small dual function array of microstrip patches 
mounted on a circular cylinder. The modeling was accomplished using a spectral Green’s 
function and the method of moments.

The array consists of eight vertical subarrays of two elements each and operates at 
C-band over more than 19 percent bandwidth. Each subarray has 10–11-dB gain over the 
operating bandwidth with a vertical half power beamwidth of 42°. Figure 22-15b shows a 
cross section of the cylindrical configuration with one element excited. The array consists 
of a metal cylinder 35 mm in diameter covered by an inner layer of foam 14 mm thick. This 
layer abuts the microstrip feedlines mounted on a 0.5-mm Duroid substrate. The outer side 
of the Duroid is metalized, with an aperture that couples the energy from the microstrip line 
through to the patch antennas. The patch itself has a 4-mm substrate layer of foam separat-
ing it from the aperture. The ability to model and build such a complex structure, designing 
to avoid resonances caused by modes that can propagate around the cylindrical structure, 
is testimony to the maturity of the analysis and software.

Feed Systems and Commutators for Cylindrical Arrays

Early experimental and theoretical studies concerned arrays that were built with dipole or 
waveguide2 elements, with the array extending completely around the cylinder. Switching 
was accomplished by a variety of networks that were contained inside the cylinder, some of 
which are described in this section. Figure 22-16 shows a circular array of waveguide horns 
developed by the Naval Electronics Laboratory Center46 and used in a study of fundamental  
radiating properties as well as a comparison of several kinds of switching networks. Other 
studies dealing with full cylindrical or ring arrays are described in the basic reference by 
Davies.12

When the array extends completely around the cylindrical surface, it is necessary to 
devise a feed network to rotate the illuminated spot continuously through multiples of 360°. 
As noted by Provencher,2 Hill,47 and Holley et al,48 a number of mechanical and electrical 
networks have been devised to accomplish that task. Mechanical commutators such as the 
waveguide commutator of Figure 22-17a are appropriate for systems with continuous scan-
ning over multiple 360° increments. Such commutators are often seen as viable low-cost 
solutions for a number of applications, and they can provide scanned patterns relatively free 

FIGURE 22-15 Cylindrical array of microstrip patches (after Löffer et al45 © IEEE 1999)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Conformal and Low-Profile Arrays



22-18 CHAPTER TWENTY-TWO 

of modulation effects if care is taken to assure that the rotating (rotor) feed elements have 
spacing different from those of the stationary (stator) pickup elements. This design proce-
dure can assure that a minimum of elements is misaligned at any one time and so reduces 
radiation modulation. Power distribution within the rotor is achieved by using coaxial or 
waveguide corporate networks or radial power dividers.

Other investigators have considered switching networks for commuting an amplitude 
and phase distribution around a circular array. Giannini49 describes a technique that uses a 
bank of switches to bring a given illumination taper to one sector of the array (usually a 90° 
to 120° arc) and a set of switches to provide fine beam steering between those characteristic 
positions determined by the sector-switching network. The circuit for a 32-element array is 
shown in Figure 22-17b; it requires eight phase shifters and 12 transfer switches (double-
pole, double-throw) and achieves sector selection by using eight single-pole, four-throw 
switches. This network excites an eight-element quadrant of the array that can be moved 
in increments of one element to provide coarse beam steering. Fine steering is provided by 
the phase controls.

Several lens-fed circular arrays have been implemented by using R-2R Luneburg and 
geodesic lenses.48 The R-2R lens (see Figure 22-17c) described by Boyns et al46 forms as 
many beams as there are elements in the array. However, like all switched lens systems, 
it does not admit to fine steering (selecting angles with a separation less than the angular 
separation between radiating elements on the cylinder) unless additional phase controls are 
added to each element.

As pointed out by Holley et al,48 lens systems can be adapted for fine steering by using 
an amplitude illumination with a moveable phase center. The net result of a progressive 
phase tilt at the input of the Butler matrix is to synthesize intermediate beams from a 
composite of the available lens beams and so to provide high-quality fine steering of the 
lens-radiated pattern.

There have been a number of developments in the area of multimode electronic com-
mutators for circular arrays. These systems derive from techniques similar to that first 
used by Honey and Jones50 for a direction-finding-antenna application in which several 
modes of a biconical antenna were combined to produce a directional pattern with full 

FIGURE 22-16 Ring array (after Boyns et al46 © IEEE 1970)
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360° azimuthal rotation. Bogner51 and Irzinski52 specifically address the use of such com-
mutators, which must be combined with phase shifters and switches at each element of the 
array. The phase shifters provide collimating and fine steering, and the switches are used to 
truncate the illumination so that only a finite sector of the array is used at a time, a proce-
dure that is required for sidelobe control.

Several more sophisticated types of electronic switches for circular arrays are based on a 
concept, originally proposed by Shelton53 and developed by Sheleg,54 that uses a matrix-fed 
circular array with fixed phase shifters to excite current modes around the array and variable 
phase shifters to provide continuous scanning of the radiated beam over 360°. The geometry 
is shown in Figure 22-17d. Skahil and White55 later proposed a concept that excites only that 
part of the circular array that contributes to formation of the desired radiation pattern. The 
array is divided into a given number of equal sectors, with each sector excited by a Butler 
matrix and phase shifters. With either of these circuits, sidelobe levels can be lowered by 
weighting the input excitations to the Butler matrix. The technique of Skahil and White was 
demonstrated by using an 8 × 8 Butler matrix, eight phase shifters, and eight single-pole, four-
throw switches to feed four 8-element sectors of a 32-element array. The design sidelobes 
were −24 dB, and measured data showed sidelobes below −22 dB.

FIGURE 22-17 Circular-array feed systems: (a) commutator (waveguide), (b) switch network (after 
Giannini49 © IEEE 1969), (c) R-2R lens (after Boyns et al46 © IEEE 1970), and (d) matrix scanning system 
(after Sheleg54 © IEEE 1968)

(c) (d)

(a) (b)
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Rehnmark56 showed that you can use the measured phase modes of the received signal to 
determine its direction of arrival with high accuracy. He observed that since the nth higher 
order phase mode angular phase progression around the cylindrical or circular array varies  
n times faster than that of the lowest order (n = 1) mode, then the phase progression difference 
between the n = +2 and n = –2 modes would be four times as fast as that of the lowest mode, 
and this rapid phase characteristic should allow four times the angle resolution. He postulated 
that the resulting ambiguity could then be resolved using the lowest order mode. The circular 
array of Figure 22-18 is a broadband direction finding antenna based on this concept.

As pointed out by Holley et al,48 lens systems can be adapted for fine steering by using 
an amplitude illumination with a movable phase center. The net result of a progressive 
phase tilt at the input of the Butler matrix is to synthesize intermediate beams from a 
composite of the available lens beams and so to provide high-quality fine steering of the 
lens-radiated pattern.

22-4 PATTERN SYNTHESIS FOR  
CYLINDRICAL SECTOR ARRAYS

Among the difficulties with circular sector array synthesis are that the elements of the array 
have element-pattern maxima at different angles according to their location and that the ele-
ments do not lie in a plane. This situation is depicted in Figure 22-19a and precludes use of 
all the standard synthesis methods. You can, however, control near sidelobes by projecting the 
array element locations and element patterns onto a plane tangent to the cylinder, as shown 

FIGURE 22-18 Circular array (Courtesy of Anaren Corporation)
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in Figure 22-19a. In this process you need to account for the nonuniform spacing that results 
from the projection, but the element patterns tend to account for this nonuniformity.

Figure 22-19a depicts a circular sector array with elements located equally spaced 
around the circumferencial sector with angular separation ∆f. Projected onto the array 
tangential plane, the element locations of an array are

 yn = a sin fn 

            = a sin (n ∆f) 

The projection tends to make the points yn closer together near the ends of the array, but 
to first-order the element pattern tends to make up for that effect. For relatively large fn, the 
projected spacing between elements varies approximately like cos fn, and so the density of 
elements has a 1/cos fn dependence. If the array element patterns vary like cos fn, then to 
first-order the projected array weighting will be correct without altering the weights from 
those of a linear array with omnidirectional element patterns. If the element pattern is very 
different from a cosine, that fact must be included in the chosen weights.

Figure 22-19 shows several patterns synthesized by projecting a –40-dB Taylor pattern 
with nbar = 8 onto cylinders with various radii and 36 elements. Element spacings were 
restricted to 0.5l to avoid the grating-lobe sidelobes. The patterns relative to the local 
cylinder normal at fn in the f plane have the form

 fn (f) = cos (f −fn) 

The two curves show a nearly perfect Taylor pattern at radius a = 100l (solid) and a 
dashed pattern at a = 8.59l corresponding to an array that occupies a 120° sector of the 
cylinder. Significant changes in these patterns are beam broadening that results from short-
ening the array length, and an increased sidelobe level near the main beam, with the first 
sidelobe starting to merge with the main beam for small cylinders. Even for this small cyl-
inder and the array wrapped over a 120° sector, the pattern is still not severely distorted.

FIGURE 22-19 Synthesis of circular sector array patterns: (a) projection of array-element locations and  
(b) synthesized patterns with Taylor nbar = 8, −40-dB sidelobe pattern, a/l = 100 (solid), a/l = 8.59 (dashed)
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A synthesis method first suggested by Sureau and Keeping57 and further developed by 
Dufort58 and Olen and Compton59 is readily applicable to conformal arrays on generalized 
surfaces. The technique uses adaptive optimization algorithms to form the array pattern in 
the presence of closely spaced sources of interference that are tailored or iterate59 to achieve 
the desired pattern. Figure 22-20 shows results from Sureau and Keeping57 for a circular 
sector array of 32 identical elements disposed over a 120° sector of a cylinder and displaced 
0.55l between elements. The geometry shown in Figure 22-20a shows the 32 excited ele-
ments of a 96-element circular array. A total of 372 sources of interference were uniformly 
distributed outside the main-beam window to control sidelobes. The measured element 
pattern was used in the calculations. Figure 22-20b shows that increasing the window width 
produces a set of patterns with progressively lower sidelobes but decreasing aperture effi-
ciency. Sureau and Keeping also investigated varying the interference weights to control 
sidelobe decay and the use of asymmetric weights for monopulse pattern control.

Other recent developments in synthesis include the use of nonlinear optimization60 and 
least squares iterative procedures for optimizing over pattern parameters and frequency.61

Figure 22-21 shows results due to Bucci et al.62 Illustrating the synthesis of a csc2 pat-
tern using an array of 21 × 15 elementary magnetic dipoles on a cylinder of radius 5l. The 
15 rows of elements are spaced l/2 apart in the axial direction, and the 21 columns are 
spaced 0.7l apart along the circumference of the cylinder so that an outer semicircle is 
occupied by the array. The technique employed in this synthesis is an iterative projection 
method, using a mask function to limit the upper and lower boundaries of the pattern func-
tion. In this method, the projection takes place sequentially between two vector spaces, 
one being the set of the squared amplitudes of all copolar and cross-polar components 
of all radiated patterns, and the other being the set of all patterns within the mask limits.  

FIGURE 22-20 Synthesis of circular sector array patterns using the method of Sureau and Keeping57:  
(a) geometry showing array, jammer locations, and jammer free window and (b) computed patterns and char-
acteristics for various width jammer free windows (a and b after Sureau and Keeping57 © IEEE 1982)
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This approach has been used successfully in a number of planar array studies and provides a 
convenient method with which to synthesize radiation patterns subject to useful constraints 
like the dynamic range of current amplitudes or reduced number of controls etc.

Figure 22-21a shows the elevation pattern shape and does not demonstrate the con-
formal synthesis features of the method since this plane is orthogonal to the curvature of  
the geometry. It does, however, illustrate the use of a mask to bound the synthesis. The 
procedure synthesized a full triangular shape (see Figure 22-21b) when projected onto 
direction cosine space. With all its generality, the procedure should find continued applica-
tion to the synthesis of conformal arrays.
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23.1 MILLIMETER-WAVE  
AND TERAHERTZ APPLICATIONS

There are a number of definitions describing antennas operating in the millimeter-wave 
(MMW) or terahertz (THz) bands. Most commonly, antennas operating in frequencies 
whose wavelengths are measured in millimeters (30 GHz–300 GHz) are referred to as mil-
limeter-wave antennas. On the other hand, the band between 300 GHz and 3 THz is referred 
to as the submillimeter-wave band, in which the corresponding wavelengths are measured 
in units less than one millimeter. One can say that a fair amount of freedom has been used in 
the literature when defining the MMW and THz bands. Some describe a device operating at 
24 GHz as a millimeter-wave sensor and those operating around 300 GHz as THz devices. 
A possible cause for these inconsistencies may be the specialized use of MMW and THz 
devices. Historically, devices operating in the millimeter-wave, submillimeter-wave, and 
THz regimes have been limited to specialized applications, likely due to their high cost of 
realization. Specifically, at these higher frequencies there are a number of challenges, includ-
ing (1) the availability of sources operating in these bands, (2) fabrication challenges of the 
small features required for these devices, (3) maintaining tolerance for the small features to 
achieve repeatable designs, and (4) fabrication costs.

It is certainly well-known that antenna dimensions scale inversely proportional to their 
frequency. However, at some point, the feature’s size becomes a fabrication challenge, 
and traditional printed circuit-board techniques may no longer be applicable. Nevertheless, 
recent and ongoing advances in a number of fabrication technologies indicate that low-cost 
solutions at the MMW and THz frequencies should be possible.1 Specifically, silicon trans-
ceivers can now support frequencies of 60 GHz and higher. That is, with the capability of 
traditional silicon devices continuing to trend higher,2 the challenges of obtaining sources 
and transceiver ICs is effectively being addressed. To some extent, this moves the chal-
lenge in realizing MMW and THz devices to other components, including antennas. This 
chapter is, of course, specifically focused on the antenna design and fabrication for MMW 
and THz devices.

Applications for millimeter-wave and THz frequencies include wireless, radar, and 
imaging (see Figure 23-1). For antennas, it is often found that the design is application-
specific where integration, loss, and gain requirements may vary among applications. An 
issue for the designer is also the allowed frequency band of operation. Specifically, the 
unlicensed spectrum at 60 GHz overlaps an oxygen absorption band that adds an additional 
15 dB/km of attenuation. This is certainly a challenge for long communication ranges,  

FIGURE 23-1 Millimeter-wave (MMW) spectrum and applications
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but may not be of concern for shorter range applications, as is the case for wireless per-
sonal area networks. In fact, this atmospheric attenuation is even desired since it allows for 
frequency reuse and security of the band by limiting its reach to local areas of operations. 
From Figure 23-1, imaging applications are typically targeted for bands where there is a 
local minimum in atmospheric attenuation, as is the case with the 94 GHz and 140 GHz 
frequency bands. This is important, especially for passive imaging, as the desired signals 
can be extremely low in power and additional atmospheric attenuation can severely impact 
their reception. Next we consider the three applications areas separately.

Wireless

As wireless devices become more prevalent and the desire for increased data rates contin-
ues, there are challenges in the employed lower frequency spectrum (from 824 MHz for 
the cellular bands up to 2.4 GHz and 5 GHz for the ISM and 802.11 bands, see Figure 2-4 
in Chapter 2). A solution is to use the large amounts of spectrum in the millimeter-wave 
frequencies. Wireless applications in these bands include wireless personal area networks 
(WPAN), point to point for backhaul applications, and the extension of fiber and hybrid 
fiber-coax systems beyond their current reach. The latter presents an advantage over 
wired networks as it can be cost prohibitive to extend them beyond their current coverage. 
Specifically, a large portion of unlicensed spectrum is available worldwide around 60 GHz 
for either WPAN or other applications such as backhaul. In the United States, easily and 
cheaply licensed spectrum is now available in two 5 GHz blocks near 75 and 85 GHz. It 
is, however, believed that spectrum targeted for commercial backhaul applications must be 
licensed so the operator has some recourse in case of interference.

Challenges faced in antenna development for wireless applications may differ signif-
icantly. For backhaul applications, the antennas are typically directional and physically 
large for acceptable performance over 1–2 km in range under typical rain-fade conditions. 
However, in the case of WPAN, the challenges range from low cost to sufficient gain for 
acceptable system-level performance allowing for high data-rate connectivity. To achieve 
multigigabit data rates at reasonable ranges, especially for non-line-of-sight (NLOS) condi-
tions, it has been recently shown3 (using simple channel models) that antenna gains on the 
order of 20 dBi are likely required. Though these antennas will be smaller, an array may 
be required to achieve such large gains while accounting for expected chipset efficiencies. 
Figure 23-2 shows signal-to-noise (S/N) ratio as a function of separation distance under dif-
ferent propagation conditions and transmission systems such as single-input single-output 
(SISO) and multiple-input multiple-output (MIMO). The propagation channels included in 
Figure 23-2 include the usual line-of-sight (LOS) with multipaths and the non-line-of-sight 
(NLOS), referred to as LOS-blocked in the figure. An observation for Figure 23-2 is that 
MIMO (see Chapter 57) has a clear advantage in achieving higher data rates.

Radars

Millimeter-wave radar sensors are in early deployment for applications such as automotive 
anticollision systems. Virtually every major automaker now has an optional adaptive cruise 
control system that may become part of a future automotive safety system for collision 
warning/avoidance, lane departure warning, blind spot detection, backup, and parking aids. 
Such systems are already being used for parking assistance. Though there is debate on the 
future pervasiveness of anticollision systems, it is widely expected that these technologies 
will make driving safer. For example, without active avoidance, perimeter sensors may 
detect a situation having a high probability of collision and initiate pre-crash safety steps, 
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including pretensioning of seat belts, adjusting brake line pressure to shorten stopping dis-
tance, and so on. As displayed in Figure 23-3, there are a wide range of sensors likely to be 
used; these include millimeter-wave, optical, and ultrasonic sensors. Sensors operating in the 
77-GHz range with a combination of 24-GHz sensors for shorter ranges (see Figure 23-1) 
are a likely option. Specifically, millimeter-wave frequencies are considered a good choice 
because they penetrate fog and heavy dust in addition to allowing for high resolution and 
being small enough so as not to affect vehicle appearance.

FIGURE 23-2 Signal-to-noise (S/N) ratio at the receiver as a function of separa-
tion distance between the transmitter and receiver. An antenna with 20-dBi gain was 
assumed (the horizontal lines show the required S/N ratios for the indicated data rates 
and configuration) (after R. M. Emrick and J. L. Volakis3 © IEEE 2006).
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Imaging

The area of millimeter-wave and THz imaging has seen significant growth in a number of 
applications. A popular application is security screening for detection of concealed objects 
such as ceramic knives hidden beneath clothing4 (done passively). Another application is 
the use of passive millimeter-wave imagers for aircraft systems used by pilots to see land-
ing areas under low visibility conditions (fog or sand storms). Such imaging sensors can 
operate at higher frequencies that extend to THz and may enable a wide range of systems 
for detection and diagnosis. A great potential for imaging using MMW and THz exists in 
the medical field. Applications include tumor recognition, disease diagnosis, recognition of 
protein structural states, detection/imaging of tooth decay, and so on.5

23.2 MILLIMETER-WAVE ANTENNAS

As mentioned previously, challenges associated with antennas at high frequencies include 
fabrication tolerances, efficiency/losses, and cost, though these are all somewhat inter-
related. As is often the case, it can be very difficult to optimize each of these parameters 
simultaneously, and a number of approaches have already been pursued and developed. In 
this section, we discuss technologies used for the fabrication of different MMW antennas. 
We discuss these under the categories of (1) waveguide antennas, (2) printed planar anten-
nas, and (3) on-chip antennas, which may be fabricated using micromachining or semicon-
ductor lithography techniques. Here, the first two approaches will be discussed with the 
category of on-chip antennas being discussed in a later section.

Waveguide Antennas

An approach to minimizing losses in millimeter-wave antennas is to use waveguide antennas. 
It is well-known that waveguides and waveguide antennas can provide higher performance 
and lower losses, but they do not typically align well with compact or low-cost solutions. 
Nevertheless, in this context, one can consider waveguide feeds and horns or other waveguide 
antennas, but hybrid approaches have also been explored. When fabricating such components 
for MMW applications, a lower-cost approach is to utilize metalized plastics,6 but many ques-
tion the viability of this approach. Some challenges associated with the metalized plastics 
include the type of metallization, interfacing with other components, and maintaining electrical 
continuity. Also, the overall cost of this approach and other measures relating to integration 
bring additional challenges. For example, 
the design must insure that under tem-
perature cycling the joining or movement 
between dissimilar materials does not 
degrade metallization and metal contacts.

In addition to using metalized plastics 
to reduce cost, casting, or electroform-
ing, the antenna followed by gold or other 
plating is a viable alternative. Two milli-
meter-wave horn antennas are shown in  
Figure 23-4. The horn on the left is fabri-
cated using precision assembly and braz-
ing/welding techniques, and the horn on 
the right is fabricated by plating a cast  

FIGURE 23-4 Horn antennas, connected to a WR15 
waveguide, operating at millimeter-wave frequencies. The 
horn antenna on the left is precision assembled whereas 
the horn on the right is cast and plated for lower cost.
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base metal. The electrical performance of the two horns shown in Figure 23-4 is very similar 
(within one to two tenths of a dB). However, casting (with plating) can significantly reduce fab-
rication cost from one to several orders of magnitude, depending on the fabrication volume.

An example approach to fabricating waveguide antennas for volume manufacturing is 
to employ parallel plate slot arrays,7 as shown in Figure 23-5. In this case, losses may be 
greater since a dielectric must be used for filling the waveguide. Of course, lower dielec-
tric constants are preferred to avoid further reduction in the metallization dimensions, thus 
reducing fabrication costs and ohmic losses (issues related to high dielectric constants or 
thin substrates will be discussed later in more detail).

An additional example of a waveguide feed is shown in Figure 23-6. In this example,8 a 
waveguide is used to feed the microstrip antenna, and this may be a good compromise for 
certain applications since losses in the MMW feeding networks can be significant. The feed 
shown in Figure 23-6 is rather standard and employs an 
aperture in the broadside of the rectangular waveguide 
positioned under a microstrip antenna. Challenges for 
an approach like this, as in other cases, are likely to 
increase as the frequency of operation continues to 
increase since at higher frequencies, the dimensions of 
the aperture can become quite small, and placement of 
the microstrip antenna properly over the aperture can 
become a dominant challenge. 

Printed Planar Antennas

As may be expected, there is strong interest in printed planar antennas for millimeter-
wave applications. At lower frequencies, these are very easy to fabricate and are compat-
ible with other portions of a transceiver that may be implemented on the same substrate 
allowing for greater integration. There are a range of substrates used for planar anten-
nas, but there are some that appear to have garnered the greatest interest based on the 
volume of current work and technical publications. The most commonly used substrates 
are currently low temperature cofired ceramic (LTCC), liquid crystal polymer (LCP), 
and silicon. Interest in LTCC and LCP is fairly wide because their electrical properties 
are some of the best at millimeter-wave frequencies and are also well-suited for integra-
tion with other portions of a transceiver. Silicon is certainly of high interest for on-chip 
antenna integration.

FIGURE 23-5 Parallel plate slot array to improve manufacturability. Dielectric 
constant of the employed material is 2.17 and an efficiency of 29% was achieved 
(after J. Hirokawa and M. Ando7 © IEEE 1998).
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Packages with integrated antennas using LTCC have already been demonstrated, and 
there are a number of options available in the type and implementation of printed planar 
antennas utilizing LTCC. A double slot antenna9 on LTCC is shown in Figure 23-7. In this 
case, the antenna is formed using several layers to produce a multilayer package delivering 
a gain of 4 dBi for the double slot antenna. This example represents good feasibility for 
antenna integration with the transceiver package. However, having the antenna and trans-
ceiver close to or colocated with the transceiver is not always preferred. Depending on the 
application and the transceiver, it may be preferable to have the antenna located where it 
can provide the best performance with the rest of the transceiver, for instance, located near 
its interfaces with the rest of the system. Having the antennas separated from the transceiver 
is, of course, common at lower frequencies, but at millimeter-wave frequencies intercon-
nect losses between the transceiver and antenna are of concern. In this case, separations of 
many wavelengths can be expected for a package of a few millimeters in size. Using more 
available layers for antenna design with LTCCs is also an option, as demonstrated with the 
multilayer parasitic microstrip antenna array in Seki et al10 (see Figure 23-8). This antenna 
was formed using three LTCC layers and incorporates the feed element and two parasitic 
element layers. It delivered a measured gain of 7.17 dBi.

In addition to LTCCs, a substrate material that has been gaining interest is the liquid 
crystal polymer (LCP),11 though LCP has been under consideration for much less time than 
LTCC. LCP has captured interest due to its good electrical characteristics. They are also 
considered very stable since LCP does not absorb moisture and is therefore near hermetic. 

FIGURE 23-7 Double slot antenna implemented on an LTCC 
package (after K. Maruhashi et al9 © IEEE 2000)

FIGURE 23-8 A multilayer parasitic microstrip antenna array implemented using LTCC (after T. Seki et al10 
© IEEE 2005). Measured absolute gain for this antenna is 7.17 dBi.

Second layer
parasitic
element

First layer
parasitic
element

Feeding
element

Feeding point

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Millimeter-Wave and Terahertz Antennas



23-8 CHAPTER TWENTY-THREE 

A comparison of LTCC, LCP, and FR4 is shown in Table 23-1. As shown, LCP has a loss 
tangent similar to LTCC with a lower dielectric constant. The latter may be an advantage at 
MMW frequencies, but as compared to LTCCs, it offers fewer dielectric constant choices.

Using LCP substrates with multiple layers, as may be done with LTCCs, a number of 
antenna possibilities exist. One such possibility is shown in Figure 23-9 where multiple 
LCP layers have been used to implement a vertical array of spiral antennas to achieve more 
than 12-dBi gain occupying a top surface area of only 1.2 mm. Additional increases in gain 
may be achieved by increasing the number of layers and increasing the number of elements. 
The operation of an array like this is similar to a Yagi-Uda antenna where the ground plane 
acts as the reflector element and the element above is the driver. Additional spiral elements 
above the driven element act as director elements. A challenge in this approach is feeding 
the driver element.

On-Chip Antennas

Since antennas are physically small at high frequencies, overcoming challenges with intercon-
nect losses has forced implementations toward on-chip integration. A number of approaches 
beyond those that are part of standard packaging techniques (to minimize dielectric and metal 
losses) have been explored.12–15 In order to minimize losses, methods are often used to maximize 
the portion of the fields that are in air or to maximize the metallization used to print the transmis-
sion lines and antennas. However, since the characteristic impedance of transmission line is Z0 ≈ 
(L/C)0.5, and the capacitance increases with the dielectric constant, as the capacitance increases 
the transmission line impedance is also lowered. To compensate for the increased capacitance, 
the width of the microstrip line can be decreased. This does raise the line impedance but also 

 LTCC FR4 LCP

Relative permittivity 5.6 (20 GHz) 4.5 (1 MHz) 2.9 (20 GHz)

Loss tangent 0.0012 0.02 0.002

Relative cost Medium Very low Low

TABLE 4-1 Comparison of Substrate Properties for LTCC, FR4, and LCP

FIGURE 23-9 High-gain antenna utilizing multiple LCP layers to form a vertical array of spirals over  
a ground plane. The achieved gain is 12.3 dBi with a top surface occupying 1.2 mm, and computations were 
carried out using the Remcom XFDTD (after R. M. Emrick and J. L. Volakis3 © IEEE 2006).
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increases ohmic losses associated with the transmission line. Figure 23-10 shows loss contri-
butions due to thin dielectrics for a microstrip transmission line using simulations. The figure 
highlights the effects of ohmic losses and how these can become dominant as frequencies are 
increased (assuming a substrate with reasonable loss characteristics). The assumed relatively 
thin SiO2 layer of 0.3 m m is consistent with the upper layers available for the transmission  
line as part of a silicon process. For reference, losses of ∼0.2 dB/mm are expected when using 
gallium arsenide (GaAs) with a commonly used substrate thickness of 100 m m.

An approach for reducing losses in structures and components by reducing the substrate 
dielectric used12 is shown in Figure 23-11. By creating an air cavity below the structures, 
both the dielectric and ohmic losses can be reduced. Air cavities can be created to form such 
structures either by etching or by micromachining away materials from a thick substrate. 
Alternatively, the desired devices and components can be placed on a thin membrane either 
before or after being applied to a supporting structure. It is not clear that approaches like 
this will lend themselves to low-cost, high-volume manufacturing, though they are clearly 
of interest for specialized lower-volume applications. For such approaches to be viable for 
high volume, they should also be com-
patible with standard semiconductor 
processing. Additional issues may relate 
to the device packaging for long-term 
reliability as moisture or other contami-
nants that enter the air cavity can sig-
nificantly affect performance. A larger 
scale example of this approach is shown 
in Figure 23-12. Figure 23-12 shows 
a two-dimensional array fabricated so 
the antenna element is suspended on 
a membrane over a cavity shaped as 
a horn. This approach allows for reduc-
tion in both dielectric and ohmic losses. 

FIGURE 23-10 Transmission line losses in dB/mm using thin dielectrics. The SiO2 sub-
strate thickness 0.3 m m is representative when implementing 50 Ω transmission lines in the 
top layers of silicon wafer processes. Losses for thicker GaAs substrates are also shown for 
comparison (use of higher dielectric constants produce similar effects).
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The horns were fabricated by anisotropic etching of the silicon in an ethylendediamine- 
pyrocatechol solution. The etchant used forms pyramidal holes bounded by <111> crystal 
planes in <100> silicon. The flare angle of the horn was fixed at 70.6 degrees by the orienta-
tion of the crystal planes. This angle was larger than desired to accommodate the employed 
fabrication method. It is possible that the horn angle could be better controlled if reactive ion 
etching or ion-beam milling were used. In this case, the membrane was produced by deposit-
ing a silicon oxynitride layer on the front wafer using chemical vapor deposition. The silicon 
was then etched away to leave the free-standing membrane. It is noted that for the membrane 
to be flat and rigid, it must be in tension.

An additional potential challenge associated with on-chip antennas is the limitation in 
dielectric properties and thickness. Silicon substrates have a relative permittivity of about 
11.7 but the resistivity of the substrate can vary. Of course, substrates are limited to those 
available for already established semiconductor processes, and wafer thicknesses may also 
be limited to stay with standard processing. Typical high-volume silicon substrates may 
have resistivity on the order of 10 Ω-cm, though higher resistivities of 1 k Ω-cm or more are 
available but are more expensive and may not be available in large diameters. Of course,  
substrate thickness and the dielectric constant can effect 
antenna performance beyond dielectric and ohmic losses. 
For example, if the substrate thickness and dielectric con-
stant are not chosen properly, surface waves and other 
substrate modes can significantly effect efficiency and 
bandwidth15 (see Figure 23-13). Conditions that generate 
surface wave and substrate modes can significantly affect 
performance so they should be avoided.

Antennas implemented at high frequencies tend to be 
relatively simple geometries and try to maximize met-
allization to minimize ohmic losses. Figure 23-14 is an 
example of an edge-fed microstrip antenna that can be 
implemented in a very small space by trading bandwidth. 

FIGURE 23-12 Two-dimensional array utilizing membranes and air cavities to reduce losses  
(after G. Rebeiz et al13 © IEEE 1990)

Antenna
Membrane

Horn Back
wafer

Reflecting
cavity

Horn Walls

Membrane

Antenna

Contact pads

FIGURE 23-13 Formation of 
surface wave and other substrate 
modes can effect performance 
of on-chip antennas (after N. 
Alexopoulos et al15 © IEEE 1983)

Microstrip Antenna
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This microstrip antenna can be optimized to occupy only 360 m m × 135 m m and deliver 
a gain of 3.2 dBi with a corresponding 3-dB bandwidth of 17%. Compact antenna ele-
ments such as this can be used to realize higher gain by implementing an array of on-chip 
elements.

Another antenna element that shows promise is illustrated in Figure 23-15. This element 
is formed from a half circle and incorporates a tuning slot that allows this element to be 
tuned so it can be impedance-matched more easily. This is another example of a broad-
band element that can be implemented in a relatively small space in trade for bandwidth. 
Though this element is larger than the previous example, it can be designed to achieve a 
3-dB 17% bandwidth gain of 3.8 dBi while occupying only 480 m m × 240 m m. Each of 
these approaches can be implemented with much greater bandwidth if larger physical sizes 
are acceptable; each of these example microstrip antenna elements offers a wide range of 
usefulness and can be tailored for a particular application where size, bandwidth, or gain 
may be the most important design parameter.

FIGURE 23-14 Example layout of an edge-fed element on silicon 
for compact on-chip antennas. When minimized in size, the antenna 
element measures only 360 m m × 135 m m delivering 3.2-dBi gain 
and a 3-dB bandwidth of 17%.

FIGURE 23-15 Example of a millimeter wave antenna com-
prised of a half-circle element with a tuning slot. When the size 
is minimized, the element measures 480 m m × 240 m m delivering  
a gain of 3.8 dBi with a 3-dB bandwidth of 17%.
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22.3 SUBMILLIMETER-WAVE  
AND TERAHERTZ ANTENNAS

Approaches used at submillimeter-wave and THz frequencies are very similar to those 
already discussed. Fundamentally, the fabrication challenges and losses are the same but 
more of an issue at THz frequencies. At submillimeter wavelengths, fabrication techniques 
are limited to micromachining and semiconductor lithography or equivalent due to their 
smaller dimensions. Interconnects between the antenna and other components such as 
detectors (see Chapter 32) are also more challenging, leading to higher levels of integra-
tion to achieve acceptable performance.

An example of a log-periodic antenna fabricated on a thin membrane with an integrated 
detector operating up to 700 GHz16 is shown in Figure 23-16. As shown, membranes and air 
cavities along with an integrated antenna detector were employed to achieve performance. 
Antennas operating at frequencies greater than 1 THz have also been demonstrated. As an 
example, a log-periodic antenna element with a lens coupled to a hot-electron bolometer 
was fabricated and shown to operate from 1–6 THz17 (see Figure 23-17). Again, lithogra-
phy requirements are not achievable with standard printed wiring-board techniques, and 
integration with other components is required to minimize interconnect losses.

FIGURE 23-16 Example antenna on a thin membrane integrated with a detector operating up to 700 GHz 
(G. Rebeiz et al16 © IEEE 1987). As the operational frequency increases, higher levels of integration are 
required to avoid degradation due to interconnects.

Contact
Detector

Antenna Membrane

Mirror

/4
54.7º

<100>

<111>

FIGURE 23-17 Log-periodic antenna element with a lens coupled to a hot-electron 
bolometer for operation at 1-6 THz (after A. Semenov et al17 © IEEE 2007)
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Micromachining has also been used to successfully fabricate THz antennas. A 1.6-THz 
waveguide antenna fabricated using micromachining18,19 is shown in Figure 23-18. Though 
there is some room for improving the performance of this antenna, micromachining tech-
niques show promise for THz antennas. A gain of about 13 dBi was achieved in this prototype. 
As in other cases, volume fabrication has not been demonstrated, but it does show promise for 
specialized applications within the THz frequency range. An alternative to micromachining 
is standard semiconductor lithography techniques to create repeatable feature sizes well into 
the submicron range.

In addition to the above, other fabrication approaches have also been explored for 
THz antennas. One such approach is the photoconductive antenna,20 also known as a 
photoconductive switch and shown in Figure 23-19. 
In this case, electrodes are formed on a semiconduct-
ing photoconductive film. The film is (in most cases) a 
III-V semiconductor such as GaAs. The photoconduc-
tive antenna can be considered as a dipole of length  
L with its resonance shifted due to the refractive index 
of the semiconductor (GaAs at THz frequencies has a 
refractive index of n = 3.4). For operation, a voltage is 
established across the electrical contacts and the excited 
carriers are accelerated by the electric field during the 
optical excitation pulse. This results in a short broad-
band electromagnetic pulse in the THz region. When 
used as a receiver, during the optical pulse the excited 
carriers are accelerated by the electric field component 
of the THz pulse, which creates a measurable current. 
The receiver is, as usual, connected to a current ampli-
fier across the terminal electrical contacts.

REFERENCES

 1. R. Emrick, S. Franson, J. Holmes, B. Bosco, and S. Rockwell, “Technology for Emerging 
Commercial Applications at Millimeter-Wave Frequencies,” IEEE/ACES International 
Conference on Wireless Communications and Applied Computational Electromagnetics 
(April 2005): 425–429.

 2. C. Doan, S. E. Mami, D. Sobel, A. Niknejad, and R. Brodersen, “60 GHz CMOS radio for Gb/s 
Wireless LAN,” IEEE Radio Frequency Integrated Circuits Conference (2004): 225–228.

FIGURE 23-18 Micromachined waveguide 
antenna for 1.6-THz operation (after J. Bowen  
et al18,19 © IEEE 2006). A gain of about 13 dBi 
was achieved.

FIGURE 13-19 Photoconductive 
antenna to generate and transmit or 
receive THz signals (L is antenna 
length)

L = λn/2

Laser Spot

λn = λ/n n = refractive index

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Millimeter-Wave and Terahertz Antennas



23-14 CHAPTER TWENTY-THREE 

 3. R. M. Emrick and J. L. Volakis, “Antenna Requirements Short Range High Speed Wireless 
Systems Operating at Millimeter-wave Frequencies,” 2006 IEEE IMS International Microwave 
Symposium (June 2006): 974–977.

 4. L. Yujiri, M. Shoucri, and P. Moffa, “Passive Millimeter-Wave Imaging,” IEEE Microwave 
Magazine, vol. 4, issue 3 (September 2003): 39–50.

 5. P. Siegel, “THz Applications for Outer and Inner Space,” 17th International Zurich Symposium 
on Electromagnetic Compatibility (February 2006): 1–4.

 6. T. Muller, W. Grabherr, and B. Abelsech, “Surface-mountable Metalized Plastic Waveguide Filter 
Suitable for High Volume Production,” European Microwave Conference, vol. 3 (October 2003): 
1255–1258.

 7. J. Hirokawa and M. Ando, “40 GHz Parallel Plate Slot Array Fed by Single-layer Waveguide 
Consisting of Poast in a Dielectric Substrate,” IEEE Antennas and Propagation Society 
International Symposium, 1998.

 8. D. Pozar, “Aperture Coupled Waveguide Feeds for Microstrip Antennas and Microstrip Couplers,” 
IEEE Antennas and Propagation Society International Symposium, vol. 1 (July 1996): 700–703.

 9. K. Maruhashi, M. Ito, L. Desclos, K. Ikuina, N. Senba, N. Takahashi, and K. Ohata, “Low-Cost 
60 GHz-Band Antenna-Integrated Transmitter/Receiver Modules Utilizing Multi-Layer Low 
Temperature Co-Fired Ceramic Technology,” IEEE International Solid-State Circuits Conference 
(2000): 324–325.

10. T. Seki, N. Honma, K. Nishikawa, and K. Tsunekawa, “A 60-GHz Multilayer Parasitic Microstrip 
Array Antenna on LTCC Substrate for System-on-Package,” IEEE Microwave and Wireless 
Components Letters, vol. 15, issue 5 (May 2005): 339–341.

11. R. Bairavasubramanian, D. Thompson, G. DeJean, G. Ponchak, M. Tentzeris, and J. Papapolymerou, 
“Development of mm-Wave Dual-Frequency Multilayer Antenna Arrays on Liquid Crystal Polymer 
(LCP) Substrate,” IEEE Antennas and Propagation Society International Symposium, vol. 1B  
(July 2005): 393–396.

12. C. Nguyen, L. Katehi, and G. Rebeiz, “Micromachined Devices for Wireless Communications,” 
Proceedings of the IEEE, vol. 86, no. 8 (August 1998).

13. G. Rebeiz, D. Kasilingam, Y. Guo, P. Stimson, and D. Rutledge, “Monolithic Millimeter-Wave 
Two-Dimensional Horn Imaging Arrays,” IEEE Transactions on Antennas and Propagation, 
vol. 38, no. 9 (September 1990).

14. G. Rebeiz, “Millimeter-Wave and Terahertz Integrated Circuit Antennas,” Proceedings of the 
IEEE, vol. 80, no. 11 (November 1992).

15. N. Alexopoulos, P. Katehi, and D. Rutledge, “Substrate Optimization for Integrated Circuit 
Antenna,” IEEE Transactions on Microwave Theory and Techniques, vol. MTT-31, no. 7 
(July 1983).

16. G. Rebeiz, W. Regehr, D. Rutledge, R. Savage, and N. Luhmann, “Submillimeter-wave Antennas 
on Thin Membranes,” IEEE Antennas and Propagation Society International Symposium, vol. 25, 
(June 1987): 1194–1197.

17. A. Semenov, H. Richter, H. Hubers, B. Gunther, A. Smirnov, K. Ll’in, M. Siegel, and 
P. Karamarkovic, “Terahertz Performance of Integrated Lens Antennas with a Hot-Electron 
Bolometer,” IEEE Transactions on Microwave Theory and Techniques, vol. 55, no. 2 
(February 2007).

18. J. Bowen, S. Hadjiloucas, B. Towlson, L. Karatzas, S. Wootton, N. Cronin, S. Davies, C. McIntosh, 
J. Chamberlain, R. Mmiles, and R. Pollard, “Micromachined Waveguide Antennas for 1.6 THz,” 
IEEE Electronics Letters, vol. 42, no. 15 (July 2006).

19. J. Bowen, S. Hadjiloucas, B. Towlson, L. Karatzas, S. Wootton, N. Cronin, S. Davies, C. McIntosh, 
J. Chamberlain, R. Mmiles, and R. Pollard, “Micromachined Waveguide Antennas for 1.6 THz,” 
IEEE Electronic Letters, vol. 42, no. 15 (July 2006).

20. H. Murakami, S. Ono, A. Quema, G. Diwa, E. Estacio, N. Sarukura, R. Naqasaka, Y. Ichikawa, 
E. Ohshima, H. Oqino, A. Yoshikawa, and T. Fukuda, “Zinc Oxide Single Crystal as Substrate 
for Photoconductive Antenna Device Generating Radiation in the Terahertz Frequency Region,” 
Infrared and Millimeter Waves and 13th International Conference on Terahertz Electronics, vol. 2 
(September 2005): 547–548.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Millimeter-Wave and Terahertz Antennas



24-1

Ultra Wideband 
Arrays

J. J. Lee
Raytheon Space and Airborne Systems

CONTENTS

24.1 INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  24-2

24.2 WIDEBAND ARRAY CONCEPTS  . . . . . . . . . . . . . . . . . . . . . . . . . . .  24-2

24.3 OTHER CONNECTED-ARRAY DESIGNS  . . . . . . . . . . . . . . . . . . . .  24-16

24.4 WIDEBAND GROUND PLANE. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  24-18

24.5 PROTOTYPE WIDEBAND ARRAYS  . . . . . . . . . . . . . . . . . . . . . . . . .  24-20

Chapter 24

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Source: ANTENNA ENGINEERING HANDBOOK



24-2 CHAPTER TWENTY-FOUR 

24.1 INTRODUCTION

There are many reference books on antenna theory and design,1–17 but very few are devoted 
to wideband phased arrays. A complete and comprehensive treatment of all aspects of 
phased arrays is given by Hansen in Phased Array Antennas17 and in his previous works. 
The array antenna field is considered to be mature and well established; however, recent 
years have seen a rapid growth in the development of ultra-wideband arrays, primarily 
driven by the requirements of modern radar and Electronic Warfare (EW) systems that 
require very wide bandwidth from UHF to high X-band. Also, there is an increasing need to 
consolidate and reduce the number of antennas on an airborne and shipboard platform due 
to limited space in accommodating an ever proliferating number of sensors. Furthermore, 
with the advent of channelized digital receivers backed by a massive amount of computing 
power, adaptive digital beamformers with unique processing features have become a reality 
and hence have received wide attention in the defense industry. To achieve these goals, an 
ultra-wideband aperture capable of supporting more than 10:1 band is desired. A great deal 
of progress has been made, so this chapter reviews the design concepts of wideband arrays 
and updates the progress reported by various groups.

Section 24.2 reviews the definition of bandwidth, principles of wideband arrays based 
on the continuous current sheet model by Wheeler,18 and the rigorous formulation recently 
developed for practical array design. Section 24.3 discusses recent progress of wideband 
arrays using “connected” elements. Section 24.4 examines the ground plane effects, and 
Section 24.5 presents some prototype examples of wideband arrays, including single-pol 
(polarization) and dual-pol apertures such as long slot and low profile egg-crate designs.

24.2 WIDEBAND ARRAY CONCEPTS

Definition of Wideband

To begin, we should define a more useful term than conventional “bandwidth” for wide-
band applications. For all practical purposes, the bandwidth of an array antenna is defined 
here by the frequency range over which the input VSWR is less than 2:1. Typical (frac-
tional) bandwidth of many existing radar systems is on the order of 10 to 20 percent, with 
the bandwidth defined as

 Bandwidth (%) = 200
f f
f f
2 1

2 1

−
+  (24-1)

where f1 is the low end and f2 the high end of the band. For wideband systems, it is common 
to specify the ratio of the high end and low end frequency with a factor N, where N = f2 / f1.  
For instance, a UHF radar antenna designed for foliage penetration (FOPEN) to detect 
targets concealed under forests may require a bandwidth ranging from 150 to 600 MHz, 
which is 4:1 band. On the other hand, a typical high-band EW array may require 3:1 band 
from 6 to 18 GHz. In such cases, it is more convenient to use the N:1 ratio in the discussion 
of system requirements and performance. The conversion between the fractional bandwidth 
and the N factor is given by

 Bandwidth (%) = 200
N
N

−
+

1
1  (24-2)
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The percent bandwidth for some typical N factor is shown in Figure 24-1. The fractional 
bandwidth is meaningful for narrowband systems but not so useful for the wideband cases. 
For instance, a very challenging 10:1 band translates into a bandwidth of 164 percent, while 
an extremely wideband system (>100:1) has 200 percent fractional bandwidth as a limit. 
Hence, the N factor is more suitable for describing a wideband system. A large N:1 ratio 
usually signifies great difficulty in providing the wide bandwidth for a mission, because the 
array antenna must be able to support a system where the wavelength varies by a factor of 
N. It also implies that the array lattice is tight, and the element spacing is limited to about 
0.6 wavelength at the high end of the band for grating-lobe-free operation over a wide scan 
(±60°) volume. 

We may ask, “how wideband is wideband?” The answer lies in the system require-
ments and the center frequency of the operation. Depending on applications, 20 percent 
bandwidth at X-band (10 GHz) is 2 GHz, which may be sufficient to provide adequate 
range resolution for detection, imagery, and mapping. For more advanced systems, a 2:1 
band from 6 to 12 GHz may be more desirable. For direction finding, surveillance, and 
certain EW applications, a 3:1 band may be required. For low frequency such as UHF, a 
mere 500-MHz bandwidth centered at 350 MHz implies that the array must operate over 
a 6:1 band from 100 to 600 MHz. Thus it is harder to get wide instantaneous bandwidth at 
low frequency. A bowtie element at 400 MHz is on the order of 30 cm, while at 100 MHz 
it increases to 120 cm. This natural constraint in wavelength is a critical issue to be consid-
ered in the design of a wideband array. 

While an ultra-wideband aperture offers many desirable features, it is not without pen-
alty and drawbacks. The price to pay is in higher component costs for the RF front-end and 
in complexity in the dense packaging of the feed networks. The lattice designed for the 
high end of the band characterized by small element spacing is wasteful for the low end. 
To support wide band, the feed components including transitions and baluns require extra 
space and multiple layers of circuit board to support the bandwidth. The extra RF loss asso-
ciated with these front-end components must be traded off with the benefits gained from 
the extended bandwidth. Sometimes the bottleneck of a wideband array is not the radiating 
aperture, but the T/R modules and the associated electronics that must be packed to fit in a 
tight lattice and to handle the intense heat dissipation in an array environment.

It should be emphasized that a phased array is a periodic structure characterized by 
certain boundary conditions and eigen (Floquet) modes. A wideband radiating element 

FIGURE 24-1 Fractional bandwidth vs. frequency ratio factor N:1
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does not guarantee that the array will be broadbanded, but a high-Q narrowband (resonant) 
element will definitely make it difficult for the array to operate over a wide band. Aperture 
matching is a complicated subject that is configuration and radiator-geometry dependent. 
For instance, Amitay et al14 devoted their whole book just to analyzing the waveguide array 
using eigen mode expansion and matching techniques. However, by and large if the radiat-
ing element and the lattice structure do not excite a large number of reactive modes, it is 
more likely to match the aperture impedance and transmit the power efficiently. In other 
words, the more an aperture field excited over the array resembles a plane wave, the easier 
it is to radiate its power into the free space over a wide band.

Current Sheet Model

The basic concept of aperture matching can be dated back to 1948 when Wheeler18 first 
discussed the radiation resistance of an infinite array. Later he described the concept of a 
continuous current sheet model associated with a hypothetical array radiating a TEM wave 
into the free space.19 For broadside radiation of any frequency, the radiation resistance 
of an idealized current sheet backed by a ground plane offset by ¼ l, is 120 p (377) Ω. 
Conversely, a resistive plane with a surface impedance equal to the characteristic imped-
ance of the plane wave (377 Ω), backed by a ground plane separated by ¼ l, will absorb 
an incident plane wave without reflection. The impedance is reduced to 60 p (188) Ω if the 
current sheet is radiating into both directions without the ground plane. For E-plane scan, 
with an oblique incident angle q from broadside, the boundary resistance decreases, pro-
portional to cos q, due to the cosine projection of the E-field on the aperture (reduction in 
voltage). For H-plane scan, the boundary resistance increases and varies as 1/cos q, due to 
the cosine projection of the H-field on the aperture (reduction in current density). In reality, 
such an infinite and uniform current sheet does not exist. A more practical case close to the 
ideal situation is an infinite array of closely spaced conducting strips carrying continuous 
current over the aperture, as shown in Figure 24-2. An approximate way to produce such a 
current distribution is to drive each long wire or strip with multiple feed points, effectively 
exciting an infinite array of connected short dipoles, as depicted in Figure 24-3. The ele-
ment spacing in both directions must be small, on the order of 0.6l at the high end of the 
band, so that it keeps the grating lobes out of the visible space over the desired frequency 
range and scan volume. The task now is to determine the input impedance of such an array, 
and to provide a matching network with baluns and transformers to efficiently radiate the 
power into the free space with minimum reflection over a wide band. 

The subject of conducting wires and linear connected arrays has been studied by 
Hansen,20–24 who used the Galerkin moment method to analyze the current distribution 
over a finite array of such elements. He reported that for arrays of halfwave dipoles the 
current exhibits strong resonances along the array, with a period of one wavelength. This 
is apparently due to the edge currents present in finite dipole arrays not being attenuated 
in connected arrays. For dipole lengths much shorter than halfwave, the current is roughly 
constant over the entire array. This results in an approximation to the Wheeler’s current 
sheet model, and input impedance ranges from 200 to 400 Ω. Overall, a connected dipole 
array provides better wideband gain than a corresponding unconnected dipole array. 

Characteristics of Wideband Array

Significant insights into the linear connected dipole array can be found in the works by 
Neto and Lee,25–27 who studied the characteristics of an infinite 2D long slot array shown 
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FIGURE 24-2 An array of conducting strips carrying constant current resem-
bles Wheeler’s current sheet model of a wideband array.

FIGURE 24-3 An array of long conducting strips with multiple 
feed points can produce a quasi-uniform current sheet. Effectively, 
it is an array of connected short dipoles excited by multiple electric 
delta current sources.
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in Figure 24-4. Each long slot is excited by multiple delta current sources, equally spaced 
at about 0.6l with respect to the high end of the band to avoid grating lobes. Since the 
long slot array is a conjugate (complementary) version of the connected dipole array, it 
is an array of connected magnetic dipoles, as shown in Figure 24-5. The duality of these 
two arrays becomes evident when Figure 24-3 is compared with Figure 24-5. Babinet’s 
principle28,29 states that the characteristics of these two arrays are identical except that 
the E- and H-field are interchanged in the radiation. Neto’s rigorous analysis of the long 
slot array provides a solid background to understanding why a phased array with features 
resembling Wheeler’s current sheet model is intrinsically wideband. The treatment is gen-
eral and applicable to a broad range of related designs including connected dipole arrays. 
The theory provides physical insights into the characteristics of a wideband array with 
connected elements. Thus it is beneficial to review the analytic formulation and to identify 
the key steps in the derivation for better understanding of the subject. This summary is 
provided for handy reference.

Figure 24-6 shows the geometry of an infinite long slot array in free space without any 
back (ground) plane. The x-oriented slots are etched out in a conducting plane between 
two homogeneous dielectric half-spaces of the same permittivity e. The slots are centered 
at yn = ny dy, and the cross section (gap) width of each slot, ws, is uniform in x and is small 
in terms of a wavelength at the maximum frequency of interest. Each long slot is excited 
by an array of y-oriented electric delta current sources (generators) of the same length 
ws placed at periodic locations. Each delta source is assumed to be thin, but its actual 
width, t, in x-direction will be considered later. By invoking the equivalence principle, the 
slot region can be covered by a metallic surface infinitely thin and perfectly conducting, 
with an unknown magnetic current distribution mny

x y( , )′ ′  ( / )= − ×n E oµ  including the 
delta sources just above and below the slot region. These magnetic currents have equal  

FIGURE 24-4 An array of long slots with multiple feed points is a 
conjugate configuration of the connected dipole array.
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amplitudes but opposite signs to ensure continuity of the tangential magnetic field through 
the screen occupied by the slots. Due to the small gap (ws) of the slots, the magnetic currents 
over the slots can be assumed to flow in x direction only (first order of approximation). 
To derive the unknown magnetic current distribution, an integral equation is introduced to 
enforce the continuity of the total tangential magnetic field above and below the long slot. 
The total tangential magnetic field Ht on each side of the slot is the sum of the impressed 

FIGURE 24-6 Geometry of an infinite 2D array of long slots excited 
by multiple feeds spaced at a Nyquist interval, half wavelength at high 
end of the frequency band of interest

FIGURE 24-5 A long slot array is effectively an array of 
connected magnetic dipoles excited by multiple magnetic 
delta current sources.
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(forced) field Hf and the scattered field Hs radiated by the magnetic current induced on the 
slots. This leads to

 H H H Hs s f f
1 2 2 1− = −  (24-3)

where 1 denotes region 1 below the conducting screen (slots) and 2 denotes region 2 above 
the screen. The right-hand side of Eq. 24-3 represents the discontinuity in the tangential 
magnetic field produced by the impressed current sources, and it is equal to an infinite 
series of the delta function by Ampere’s law. On the left-hand side Hs

1 and Hs
2 are equal but 

have opposite signs. 
The boundary condition yields an integral equation given by

 g x x n d y m x y dx dy f xy y x

xs
n

n

( , ) ( , ) ( )− ′ − ′ ′ ′ ′ ′ =∫∫
=

0

−−∞

∞

∑  (24-4)

with
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x
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(24-5)
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where S represents the ensemble of the slots, kxo , kyo are the phase shifts of the impressed 
excitation, Ie, along x and y, respectively, 
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and g(x, y) is the Green’s function of the magnetic field due to a delta magnetic current 
element. In Eq. 24-5 m x yny

( , )′ ′  represents the unknown magnetic current distribution along 
the ny-th long slot located at yn = nydy. The left-hand side of Eq. 24-4 represents the dif-
ference between the magnetic fields at x(y = 0, z = 0) along the zero-th (central) long 
slot, radiated by the magnetic currents above and below the slots. The procedure to solve 
the unknown mny

x y( , )′ ′  in Eq. 24-4 is similar to the treatment given by Elliott30 where a 
moment method is applied to find the current distribution on an electric dipole. The long 
slot problem can be solved by treating the slot element as a magnetic dipole. In the formula-
tion the total magnetic field radiated by all the slots including the delta sources (generators) 
at a point in space (x, y, z) is expressed as an integral of the Green’s function weighted by 
the unknown magnetic current distribution m x yny

( , )′ ′  from all the slots. The boundary con-
dition is then imposed along the zero-th (central) long slot, requiring that the total tangential 
magnetic field Hx vanish on the perfect magnetic conductor28 occupied by the slot region 
except at the gap of each delta source in Figure 24-5. This condition leads to Eq. 24-4.  
Next, the magnetic current distribution m x yny

( , )′ ′  is assumed to consist of two separable 
parts: a longitudinal x-dependence v(x') and (transverse) y-dependence mt(x', y'). It is the 
longitudinal part of the magnetic current distribution v(x') that we want to determine, so that 
the voltage across the slot at x can be computed from the E-field by the relation of

 m x y v(x ) m n En ty
( , )′ ′ = ′ = − ×  
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Then the integral equation is transformed into the spectral domain kx, ky on both sides to 
isolate and find the Fourier components of the magnetic current distribution. The spectral 
component of the free space Green’s function for the magnetic field radiated by a delta 
magnetic current element (in the x direction) is derived separately, given by

 G
k

k k

k k k
x
f

x
s x

x y

= −
−

− −
1 1

20 0

0
2 2

0
2 2 2ζ  (24-6)

This expression is identical to the Green’s function for the electric field radiated by a 
delta electric current element (in the x direction) derived by Lee,31 except the ground plane 
is removed, and sin(kzz') is replaced by the decaying exponential term with z' set to zero. 
In the inverse transform to find v(x'), the Poisson sum formula is used in the integration of 
kx, ky to obtain a double series contributed by the discrete Floquet modes in both x and y 
directions. This is the nature of the periodic structure. These modes represent the spectral 
lines extracted from the continuum (kx, ky) spectrum associated with an isolated single slot 
element (magnetic dipole). The result for the voltage along the central long slot at y = 0 is 
given by
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 (24-7)

where k0 and z0 are the free-space wave number and characteristic impedance, (120p )  
377 Ω, and

 k k m d

k k m d

xm x x x

ym y y y

= −

= −

0

0

2

2

π

π

/

/

 

are the wave numbers of the Floquet modes in the x and y direction. The Bessel function  
J0 (kymws/2) results from the integration of the magnetic current across the slot in the  
y direction, a factor associated with the effects of the slot width. From the voltage expres-
sion (see Eq. 24-7), the active impedance of the central slot element at x = 0 with normalized 
input current Ie = 1 is 
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(24-8)

where the sinc function results from the integration of the constant magnetic field across a 
finite gap (t) at the source (see Figure 24-5), accounting for the effects of the feed probe’s 
finite width (see Figure 24-6). The factor J k

w
ym

s
0 2( ) stems from the edge condition of the 

current source across the slot.
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Now the characteristics of a wideband array with connected elements, be they electric 
or magnetic dipoles, can be discussed in detail. Figure 24-7 displays the input impedance of 
the array with all the mutual coupling effects taken into account when scanned in the E- and 
H-planes. One striking feature of such an array is that for frequencies far below the Nyquist 
limit (when the element spacing dx approaches half wavelength at the high end of the 
band), the impedance is almost constant, mostly resistive with very little reactance. There 
is practically no cutoff at the low end of the band for an infinite array without a back plane. 
The impedance is (60o) 188 Ω at broadside, equal to half the characteristic impedance of 
the free space, because the array is radiating bi-directionally into two half spaces. The low-
frequency characteristics of the array can be obtained by retaining only the lowest-order 
terms (mx = 0, my = 0) in Eq. 24-8, leading to a frequency-independent impedance

 z
d

d
y

x
in ≈

−
ζ θ

θ φ
0

2 22 1
cos

sin cos
 (24-9)

where the Bessel function and the sinc function have been set to unity for small argu-
ments. This first order approximation validates Wheeler’s current sheet model, i.e., the 
scan impedance decreases from 188 to 94 Ω, proportional to cosq, in the E-plane scan  
(e = 90°), but increases from 188 to 377 Ω proportional to 1/cosq in the H-plane scan  
(e = 0°). This confirms that an array designed to carry quasi-uniform current distribution 
over the aperture can operate over an ultra wideband in the sense that the fractional band-
width N = fhigh / flow approaches infinity for a large array. The scan performance of the long 
slot array is summarized in Figure 24-8, showing the reflection coefficient of the radiating 
element as a function of the scan angle q in E- and H-planes. These curves indicate that the 
long slot array is well behaved for 2D scan over a wide band and scan volume, as long as 
the frequency is not too close to the upper limit defined by the Nyquist interval when the 
element spacing in x and y approaches one half wavelength. Note that Zin is not sensitive 
to the width of the slot (ws) or the source probe (t). They do not play a significant role until 
the frequency approaches the high end of the band. Referring to Figure 24-5 of the equiva-
lent magnetic dipole array, a wider slot width means fatter dipoles with wider bandwidth. 
Similarly, a wider strip of t (thicker probe at the excitation point) tends to decrease the 
inductance of the source element. It is the ratio of ws and t that we need to adjust to cancel 
the reactance at the feed port.

The imaginary part of the input impedance comes from the square root of Eq. 24-8  
associated with the modes of | mx | and | my | > 0. These higher order modes are  

FIGURE 24-7 Input impedance of an infinite long slot array as a function of frequency and scan angle in 
(a) E-plane and (b) H-plane for dx = dy = 0.5lmin, lmin = c / fmax, ws = 0.1lmin, t = 0.1lmin
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associated with the reactive power stored in the local source region. When the slot is  
widened to increase the bandwidth, the gap source (excitation probe) also needs to be wid-
ened to minimize excessive inductance at the input for high frequency end. An example 
of achieving this is presented in Lee et al,32 where the probe is split into two branches to 
feed the slot.

Ground Plane Effects

The infinite array discussed so far has no back plane, and it radiates bi-directionally. For all 
practical purposes, however, there is always a metallic back (ground) plane (see Figure 24-9) 
to reflect the power for maximum forward gain and to shield the aperture from the electron-
ics mounted on the back plate. This back plane significantly limits the bandwidth of the 
array. The effects can be analyzed by modifying the Green’s function in region 1 between the 
slot aperture and the back plane. In this case, the Green’s function in region 1 is given by

 G j k h Gxx z xx
fs1 2= − cot ( )  (24-10)

FIGURE 24-8 Reflection coefficient of the slot element normalized to an input feed impedance of 188 Ω 
for scan in (a) E-plane and (b) H-plane

FIGURE 24-9 Unit cell geometry of an infinite 2D 
slot array backed by a reflecting ground plane
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Imposing the boundary condition again, i.e., the total tangential magnetic field contrib-
uted from side 1 and side 2 to vanish on the perfect magnetic conductor, we can derive a 
new formula for the input impedance of the array backed by a ground plane27
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As expected, the response is now frequency dependent. When the back plane is about 
1/4 wavelength (midband) from the aperture, the back plane presents high impedance to 
the slots, causing total reflection and maximizing the forward gain. Figure 24-10 shows the 
complex input impedance of the array, peaking at (120o) 377 Ω around midband with stated 
array parameters. The analytic results (solid lines) agree well with those obtained by com-
mercial HFSS code (dashed lines). The reflection coefficient plotted in Figure 24-11 shows 
the bandwidth of the long slot array element connected to a transmission line of 377 Ω char-
acteristic impedance (solid curve). A bandwidth of 47 percent is achieved with 10 dB input 
match. However, the bandwidth can be improved to 95 percent (3:1 band) by widening the 
slot width to 0.2 lmin, changing the back plane distance to 0.4 lmin, and matching to a 250 Ω 
input impedance. Arrays with 4:1 bandwidth have been built and tested.33,34 The effects of 
the back plane can be minimized by loading the region in between with resistive or lossy 
ferrite materials at the expense of efficiency. In fact, an ultrawide bandwidth can be achieved 
if up to 3 dB loss can be tolerated for some EW applications. In theory, a very compact ultra-
thin array may be designed to provide greater than 20:1 bandwidth by using next generation 
meta-ferrite composite materials.35

FIGURE 24-10 Input impedance of an infinite long slot array 
with a back plane. Solid curves are based on Green’s function 
formulation, dotter curves—computed by HFSS unit cell model. 
(dx = dy = 0.5lmin, lmin = c / fmax, ws = 0.1lmin, t = 0.1lmin, h = 
0.25lmin.
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Effects of Dielectric Loading 

Instead of using a metallic back plane to reflect the power, the array’s forward gain can 
be improved by covering the long slot aperture with a high-j dielectric radome. Since the 
dielectric slab is necessarily of finite thickness, reflection will occur at the dielectric-air 
interface. However, it is well known that a very large bandwidth with negligible reflection 
can be achieved by using a number of matching layers. For simplicity, we assume that the 
first dielectric is thick enough to allow the dominant propagating mode to reach the first 
dielectric interface, and the rest of the matching layers can render the reflection diminish-
ingly small. In this case, as shown in Figure 24-12, the long slot aperture is sandwiched 
between two half spaces with permittivity of er1, er2, respectively. The boundary condition 
requires that the total tangential magnetic field in the slot, contributed by the magnetic cur-
rent below and above the slot, vanish. Mathematically, this entails combining the Green’s 
function for region 1 and 2,

 G k k
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where k k k ko r o r1 1 2 2= =ε ε, . Using this relation, we obtain the input impedance of the 
array element with dielectric loading given by
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FIGURE 24-11 Reflection coefficient of an infinite long slot array with a 
back plane (same configuration as Figure 24-9). Bandwidth can be improved 
to 95 percent (dotted curve) with slightly different array parameters.
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As a special case, let region 1 be air and region 2 be loaded with a high-k material of  
dr = 9. Now the impedance of region 2 is reduced by a factor of 3, and hence the front-to-
back ratio of the power radiated above and below the aperture is equal to 3:1. Also, the input 
impedance of the array for broadside radiation is lower, equal to zo r= +120 1 2π ε/ ( ), 
about 94 Ω for this example, due to the fact that the two regions (like transmission lines) 
are connected in parallel to the input source. The impedance versus frequency as a function 
of the scan angle in E- and H-plane is shown in Figure 24-12.

The bandwidth of this radome loaded array will eventually be determined by the number 
of matching layers employed for a desired front-to-back ratio.

FIGURE 24-12 Active impedance as a function of the frequency for an 
array of long slots between two dielectrics with er1 = 1, er2 = 9 for broadside 
radiation, E-plane scan (dashed lines), and H-plane (dotted lines)

FIGURE 24-13 Reflection coefficients of the array referred 
to a characteristic input impedance of 94 Ω with er1 = 1, er2 = 9,  
zo r= +120 1 2π ε/ ( )
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Finite Array Edge Effects 

The wideband array concepts presented so far are based on the theory of an infinite  
2D slot array, but all practical designs are finite in dimensions. The truncation effects asso-
ciated with a finite number of long slots are very similar to those found in standard array 
antennas.27 The edge effects can be seen by examining a special case where there is only 
one single long slot in the ground plane. In this case, the edge effects are manifested by a 
significant amount of reactance in the element’s input impedance. The real and imaginary 
parts of Zin versus frequency are illustrated in Figure 24-14a for various combinations of 
slot parameters, and the reflection coefficient of the array normalized to various transmis-
sion line impedances is shown in Figure 24-14b. Note that the single line source radiates a 
field that undergoes cylindrical spreading, i.e., the field decays in proportion to 1/ ρ , with 

FIGURE 24-14 (a) Input impedance vs. frequency of a single long slot array as a function of slot param-
eters. Curve with crosses refers to the low-frequency approximation. (b) Reflection coefficient of the array 
when connected to 50-, 70-, and 90-Ω input line impedance. λ in the figures refers to λmin at maximum 
frequency.

(a) (b)

FIGURE 24-15 Voltage distribution on a single infinitely long slot 
with 20 feed points. The continuous, dashed, and dotted lines represent 
the real part, the imaginary part, and the amplitude, respectively. ws =  
0.1, t = 0.1λ.
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r being the distance from the line source. Although it has reasonable bandwidth, its imped-
ance varies significantly at low frequencies. In this limit, with the linear array scanned in 
the H-plane (along the slot axis), note several features: (a) both real and imaginary parts 
of the impedance grow as 1/f, (b) the real part of the impedance is dominated by the slot’s 
width (dipole width), and (c) the impedance is inversely proportional to the cosine of the 
scan angle. These drawbacks diminish when additional long slots are added in the other 
direction to form a 2D large array. 

On the other hand, the edge effects will show up in the other direction when only a 
finite number of feed points are in a long slot. As an example, Figure 24-15 shows a case of  
20 feed elements in a single slot, where the truncation causes voltage to oscillate around the 
solution of the infinite array case. This finding is similar to that reported by Hansen24 for a 
similar finite array configuration.

24.3 OTHER CONNECTED-ARRAY DESIGNS

The idea of connecting the radiating elements in a planar array was apparently first dis-
cussed by Baum et al36–38 and Inagaki.39 Baum et al studied arrays of square bowtie ele-
ments in a complementary configuration. More recently Kesler et al40 and Friederich  
et al41 developed the “fragmented” element, which comprises a matrix of conducting and 
dielectric pixels in the unit cell. The fragmented element aperture is a computer-optimized 
planar system based on the genetic algorithm. Key to the new design was taking advantage 
of the mutual coupling of the elements. A prototype 33:1 band array (36 cm × 36 cm) was 
demonstrated for 0.3–10 GHz where the aperture includes three layers of metal foil fabri-
cated in computer-designed patterns using printed circuit board technology. Layer 1 is the 
driven layer of radiating elements connected to the input feed ports, while layers 2 and 3 are 
parasitic layers with dielectric substrates in between for matching to the free space. In addi-
tion to the patterned radiating layers, the antenna is backed by six layers of resistive loading 
material to eliminate reflections from the back plane. The penalty of the lossy backside is 
2–3-dB gain drop over the band. 

Another connected-element design was presented by Munk.42 As shown in Figure 24-16,  
it is basically an array of short dipoles connected by capacitors. Since the short dipole has 
very low inductance, the idea is to load down each short dipole with sufficient capacitance 
to make it resonate and to use the capacitance to tune out the reactance of the ground plane. 
The resonance and impedance matching concept is a departure from the wideband continuous 
current sheet model described by Wheeler,19 and hence cannot be analyzed by the formulation 
covered earlier in the “Current Sheet Model” subsection. At very low frequency the capacitor- 
coupled array may not perform satisfactorily, because the reactance of the capacitor becomes 
large, thus isolating the dipoles from behaving as connected elements to support continuous 
currents.

Lastly, another kind of array can be considered as one form of the connected element 
design. It makes use of the well-known Vivaldi element, which has been extensively 
studied.43–48 Figure 24-17 shows a generic Vivaldi design. The quasi-end-fire nonreso-
nant radiator is also referred to as a flared notch or tapered slot element. It is typically 
fed by a “hockey-stick” balun. The feed point flares from a 50-Ω gap to a large opening, 
matching to free space’s wave impedance of 377 Ω in a square lattice. The tapered slot 
is essentially a transformer that transfers the power to the tip of the elements where the 
E-field merges into a plane wave. The element is normally fabricated by cutting a notch 
in a metal plate and backed by a quarter-wave cavity behind the feed point to improve 
its forward gain. In most cases, the tapered slot element operates in a region where the 
element is greater than a halfwave long at the low end of the band, and more than two 
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wavelengths at the high end. These elements may or may not touch each other, depending 
on the element’s length, thickness, and local feed geometry of a specific design. Each 
design must be modeled by custom software such as HFSS, FEKO, or CST to optimize 
its overall performance. A long tapered slot radiator is not sensitive to the ground plane 
effect, and it normally supports 4:1 band but can be designed to cover up to 10:1 band-
width with some gain ripples. 

FIGURE 24-16 A linear array of short dipoles 
connected by capacitors, which are inserted to res-
onate the inductive dipole elements and tune out 
the ground plane effects

FIGURE 24-17 Tapered slot Vivaldi element typically is 2–3-λ  
long at the high end of the band. It supports more than 3:1 band 
when properly designed.
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Although the tapered slot has been widely used for various applications, it has some 
drawbacks. First, the longitudinal currents flowing on the surface of the element are known 
to produce high cross-polarized components off axis, especially in the 45° diagonal plane. 
Second, the contiguous metallic structure tends to induce parallel plate modes that propa-
gate along the troughs. One way to suppress these modes is to make the elements thicker 
and to raise the cutoff frequency of the trough region. However, this makes it difficult to 
interleave to form a dual-pol aperture in the 3D configuration. Third, the tapered slot is 
not suitable for low profile systems, such as airborne UHF arrays for foliage penetration 
synthetic aperture radar (FOPEN SAR) and long-range surveillance radars. 

For these reasons, a low profile design has been developed. Figure 24-18 shows a flared 
dipole, also known as a “bunny-ear” element.49 This flared dipole is about 1/2-λ long at 
the high end of the band and 1/8 λ at the low end, supporting a 4:1 band in a large array 
environment. The low cutoff is made possible by etching out the conducting area near the 
feed points. This prevents the low-frequency components from being “short-circuited” by 
the shunt paths between the adjacent elements. Also, the mutual coupling from the adjacent 
element on each side is about 180° out of phase at midband, and the magnitude is about half 
of the passive self-reflection term of the S-parameters (S11). The element can be stamped 
out in a solid plate, or symmetrically printed on both sides of a low-k substrate such as FR4 
fiberglass material. It consists of an impedance transformation feed section50 and a pair of 
flared dipole wings. The radiation efficiency of the element is poor when it is electrically 
small and isolated in free space. However, the efficiency improves significantly in an array 
environment with the elements lined up in the E-plane. 

24.4 WIDEBAND GROUND PLANE

A wideband array becomes band limited once a ground plane is placed behind the radiat-
ing aperture. The degradation is caused by the reflection of the back plane, as discussed 
earlier in the “Characteristics of Wideband Array” subsection. Ideally, the solution is to 

FIGURE 24-18 Low profile flared dipole (bunny-ear) element is typically is 
1/2-λ long at the high end of the band. It produces lower cross-pol in the diagonal 
plane.
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place a high-Z ground plane51 behind the aperture to cause total reflection without phase 
reversal. However, the periodic surface is band-limited due to its resonant nature, so the 
high-Z ground plane is only useful for narrowband applications so far. A compromise is to 
use an absorbing material to minimize the reflections from the ground plane, as mentioned 
in Section 24.3. For certain missions where the bandwidth is more critical than the gain, 
it may be acceptable to trade off gain, as much as 3 dB, for a wider bandwidth. In this 
case, the classic Salisbury screen and Jaumann absorber can be used. A comprehensive 
study of the Salisbury screen can be found in Tuley’s chapter of Knott et al’s Radar Cross 
Section book,52 where extensive discussions on radar absorbing materials (RAM) are given. 
A general treatment of circuit analog absorbers in the form of multilayer lossy frequency 
selective surfaces (FSS) is covered in Munk’s book.53 Additional references on absorbers 
are available in the literature.54,55 Commercial vendors, such as Emerson and Cuming, also 
offer multilayer graded absorbers to meet this need. Absorption better than 20 dB over 
octave band is achievable.

A multilayer resistive absorber normally requires a total thickness of more than ¼ wave-
length to be effective. For low frequency down to 100-MHz range, this thickness is on 
the order of 40–80 cm, depending on the dielectric constant of the loading material. Thus 
alternatives with a lower profile are desirable. One solution is to use ferrite materials. In 
the construction of a quiet room, a standard approach is to shield the conducting side walls 
with thin ferrite tiles, as shown in Figure 24-19. The incident impedance of the structure is 
given by Zin = j 377 (µ/e)½ tan (bL), where b  is the wave number in the ferrite material. For 
a thin slab and low frequency limit, assuming that we are operating in a region where m  is 
dominated by the imaginary part of the permeability and it has a 1/f frequency dependence, 
the impedance becomes

  Zin ~ j 377 (m /e)1/2 (bL) ~ j 377 (2p /c) f L (–jm ”/ f ) = 377 (2 p m ” L/c) (24-14)

By choosing the proper thickness L for a given ferrite material, we can make the 
factor in the parenthesis equal to unity and the incident impedance equal to 377 Ω for 
low frequency limit. For wide band, a multilayer structure is needed, and it may be 
feasible to construct a very thin composite absorber using high-index meta-ferrite film 
material.35 On the other hand, if we could make b L = p /2 by choosing a metamaterial 
with µd dominated by the real part with 1/f 2 frequency dependence, then the structure 
would become a high-Z “l /4” reflecting surface for all the frequencies in the band. 

FIGURE 24-19 Ferrite tiles are used in anechoic chamber to absorb power over a wide range of frequency 
(Courtesy of Fair-Rite Co.).
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However, such metamaterial does not exist.56,57 Nevertheless, in the future, multilayer 
FSS using metallic screens may be replaced by lightweight high index and very thin 
meta-ferrite film composite materials.57 

24.5 PROTOTYPE WIDEBAND ARRAYS

Conventional wideband arrays use discrete radiating elements that are usually costly to fab-
ricate for low band applications, and their high profiles are problematic for airborne plat-
forms. To overcome these drawbacks, a long slot array without discrete protruding elements 
was developed. Figure 24-20a shows a test array of 15 × 15 elements built by Raytheon for 
0.4–2.0 GHz experiment. The lattice spacing of 7.6 cm (3") was chosen to support ±60° of 
grating lobe free scan in both E- and H-planes at the highest frequency. The total thickness 
of the array between the ground plane and the back plate is 8.1 cm, including a 2-cm layer 
of air-foam stripline transformer (50-Ω input to 188-Ω “push-pull” balun feedline). The 
array was only 0.1-l  thick at the lowest operating frequency. Additional details are given 
in Lee et al.32 Another example of the long slot array is shown in Figure 24-20b, which is a 
compact ultra-lightweight UHF array designed for large-scale airship sensors. The UHF test 
array has 4 × 8 (32) elements (1.12 m × 2.24 m × 23 cm) built and tested for 150–600 MHz 
operation. The array is 23 cm thick, and it weighs 7 kg (2.8 kg/m2). Lossy loading material 
may be used to make it thinner, but this is believed to be the lightest and thinnest UHF array 
reported for wideband applications without gain penalty. Array patterns, gain, and cross-pol 
level were measured, and the results were reported in Lee et al.34

Raytheon has built wide-band multifunction arrays capable of simultaneous and time 
interleaved radar, electronic warfare, and communications functions.58 It has also developed 
a 10:1 bandwidth flared notch (tapered slot) element, operating from 1.8 to 18 GHz, on the 
DARPA Reconfigurable Aperture (RECAP) Program. The element provides dual orthogo-
nal polarizations with wide scan range capability. A picture of the RECAP element is shown 
in Figure 24-21. To achieve decade bandwidth, the (cavity-backed) hockey-stick balun and 
the tapered notch element must be designed to achieve the required bandwidth separately 
and when cascaded while fitting within the allowed element depth and spacing. The tapered 
notch was approximated by a large number of slotline segments, each characterized by an 

FIGURE 24-20 Wideband long slot arrays: (a) 15 × 15 elements for 0.4–2.0 GHz band and (b) 4 × 8-element 
UHF array for 150–600 MHz demonstration

(a) (b)
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S-matrix. An optimizer was used to determine the tapered notch width profile that pro-
vides the minimum element return loss over the specified bandwidth. Note that both the  
balun and taper separately may not perform satisfactorily at the very low frequency end, but 
the overall element can be optimized to perform well at the low end limit. 

For low profile applications, flared dipole (bunny-ear) elements are more useful.  
Figure 24-22a shows a 9 × 9-element test array designed for low band (1–5 GHz).59,60 A 
partial view of a 25 × 25-element high band (3–14 GHz) array is shown in Figure 24-22b.  
In the experiment,61 the embedded element pattern was measured, and it tracks with the 
cosine pattern fairly well up to 60° over the band. The rise time of the impulse response is 
100 picoseconds, confirming 10-GHz instantaneous bandwidth. The cross-pol components 
are 30 dB below at broadside and 20 dB on average up to 60° in all principal planes, a 
feature not enjoyed by the long tapered slot element.

The flared dipole element was also used in a small UHF antenna for FOPEN SAR 
application.62,63 As shown in Figure 24-23, it is a dual-linearly polarized array consist-
ing of 4 × 4 elements in the V-pol and 3 × 4 elements in the H-pol. It operates over a 4:1 
bandwidth (150–600 MHz), with VSWR less than 2:1 over the band. The “egg-crate” array 
was designed to fit in a small radome (50 cm × 100 cm × 100 cm). Each set of radiating 
elements produces a side-looking beam, shaped to cover a broad region in the elevation 
and azimuth plane, with the beam peak pointed in the direction of 30° depression angle 
from the horizon. 

FIGURE 24-21 RECAP Program Dual Polarized Apertures for 1.8–18-GHz operation

FIGURE 24-22 Wideband flared dipole (bunny-ear) test arrays: (a) 9 × 9 elements for 1.0–5.0 GHz band 
and (b) 25 × 25-element X-band array for 3–14 GHz demonstration

(a) (b)
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25.1 INTRODUCTION

Modern beamsteered arrays, where the pattern is shaped according to various optimum cri-
teria, are called smart antennas. Smart antennas have alternatively been referred to as digi-
tal beamformed (DBF) arrays or adaptive arrays (when adaptive algorithms are employed). 
The term “smart” implies the use of signal processing in order to shape the beam pattern 
according to certain conditions. Smart antennas hold the promise for improved sensing 
systems,1–6 improved system capacities with mobile wireless, and improved wireless com-
munications7–9 through the implementation of space division multiple access (SDMA).

Smart antenna patterns are controlled by algorithms based upon optimizing certain 
criteria. These criteria are typically based on maximizing the signal-to-interference ratio 
(SIR), minimizing the variance, minimizing the mean-square error (MSE), steering toward 
a signal of interest, or nulling depth against interfering signals. These criteria can be used in 
static fixed geometries or in dynamic tracking of moving emitters and interference.

Although there are many smart antenna algorithms, we will only review the canonical 
methods that include least mean squares (LMS), sample matrix inversion (SMI), recur-
sive least squares (RLS), conjugate gradient method (CGM), constant modulus algorithm 
(CMA), and the least squares constant modulus algorithm (LS-CMA).

25.2 THE HISTORICAL DEVELOPMENT  
OF SMART ANTENNAS

The development of smart antennas began in the late 1950s. The term “adaptive array” was 
first coined by Van Atta10 in 1959 to describe a self-phased array. Self-phased arrays merely 
reflected all incident signals back in the direction of arrival by using phase conjugation 
schemes. Self-phasing has alternatively been called retrodirection. Self-phased arrays are 
instantaneously adaptive arrays since they essentially reflect the incident signal in a fashion 
similar to the classic corner reflector.

Phase-locked loop (PLL) systems were incorporated into arrays in the 1960s in an effort to 
construct better retrodirective arrays.11 PLLs are still used in single beam scanning systems.12

Adaptive sidelobe cancellation (SLC) was first proposed by Howells13,14 in 1959. This 
technique allowed for interference nulling, thus raising the signal-to-interference ratio. The 
Howells SLC was the first adaptive scheme that allowed for automatic interference nulling. 
By maximizing the generalized signal-to-noise ratio, Applebaum developed the algorithm 
governing adaptive interference cancellation,15,16 which is now referred to as the Howells-
Applebaum algorithm. At the same time, through the use of least mean squares (LMS), 
Widrow and others applied self-training to adaptive arrays.17,18 The Howells-Applebaum 
and Widrow algorithms are both steepest-descent/gradient-search methods that converge 
to the optimum Wiener solution. The convergence rate of these methods is dependent upon 
the eigenvalue spread19 such that larger spreads require longer convergence times. The 
convergence time constant is given by Monzingo and Miller20:

 
τ

µλi
i

= 1
2

 
(25-1)

where
 m = gradient step size
 li = ith eigenvalue
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The eigenvalues are derived from the covariance matrix of array voltages. The largest 
eigenvalues correspond to the strongest signals.

Since the convergence of the SLC algorithm is slow for large eigenvalue spreads, Reed, 
Mallett, and Brennen21 developed the direct sample matrix inversion (SMI) technique in 
1974. Another means of improving the eigenvalue limited convergence rate is through the 
use of conjugate gradient methods. Most notably, Powell’s method22 has been applied to 
steepest descent problems.

In many modern communication systems, the signals of interest are phase or frequency 
modulated. Thus the signal amplitude, or modulus, should be constant in the absence of 
multipath and fading. As a consequence of the constant modulus property, many popular 
blind adaptive algorithms have been developed. These include the Godard constant modu-
lus algorithm (CMA) proposed in 198023 and the least squares constant modulus algorithm 
(LS-CMA) proposed by Agee24 in 1986.

A complementary advance in smart antennas came with the application of spectral esti-
mation methods to array processing. In 1969 Capon25 used a maximum likelihood (ML) 
method to solve for the minimum variance distortionless response (MVDR) of an array. In 
1972 Burg applied the maximum entropy method to spectral estimation, and his technique 
was soon adapted to array signal processing.26,27 In 1973 Pisarenko28 developed the har-
monic decomposition technique based upon minimizing the mean-squared error under the 
constraint that the norm of the weight vector be equal to unity. The minimum-norm (min-
norm) method was developed by Reddi29 in 1979 and improved by Kumaresan and Tufts30 
in 1983. The min-norm algorithm optimizes the weight vector by solving the optimization 
problem where the weight vector is orthogonal to the signal eigenvector subspace. The 
now famous MUSIC algorithm developed by Schmidt31 in 1986 is a spectral estimation 
algorithm that exploits the orthogonality of the noise subspace of the array covariance 
matrix. The ESPRIT technique was first proposed by Roy and Kailath32 in 1989. The goal 
of ESPRIT is to exploit the rotational invariance in the signal subspace that is created by 
two arrays with a translational invariance structure.

Many adaptive methods allow the user to achieve higher resolutions than that permitted 
by the beamwidth of the array. The price of increased resolution comes at the cost of greater 
computational intensity.

25.3 ADAPTIVE BEAMFORMING

The fixed beamforming approaches assume a stationary geometry with a fixed emitter 
angle of arrival (AOA). If the signal AOAs do not change with time, the optimum array 
weights do not need to be updated after they are initially found. However, if the desired 
arrival angles change with time, it is necessary to devise an optimization scheme that oper-
ates “on-the-fly” to continually recalculate the optimum array weights. The receiver signal 
processing algorithm must allow for a stepwise update of weights in order to adapt to the 
continuously changing electromagnetic environment. The adaptation process must satisfy 
a specified optimization criterion. Several popular optimization techniques include least 
mean squares (LMS), sample matrix inversion (SMI), recursive least squares (RLS), the 
conjugate gradient method (CGM), and the constant modulus algorithm (CMA). Each of 
these techniques is described in the sections that follow.

Least Mean Squares

The least mean squares algorithm is a gradient-based approach. Monzingo and Miller20 give 
an excellent fundamental treatment of this approach. Gradient-based algorithms assume an 
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established quadratic performance surface. The performance surface (or cost function), 
C w( ), is in the shape of an elliptic paraboloid having one minimum. One of the best ways 
to establish the minimum is through the use of a gradient method by minimizing the cost 
function. Consider the adaptive array shown in Figure 25-1.

The M-element array has M weights that can be adjusted to modify the beam pattern. 
It is generally assumed that there is one arriving signal of interest s(k) with N arriving 
interferers. One time sample is represented by k. The mth array element has an output, 
xm(k), which consists of the desired signal, interfering signals, and noise. Often a desired 
signal d(k) is employed that is representative of the signal s(k) and that can be used to 
“train” the array weights in order to enhance the signal s(k) at the array output. An error 
signal, e (k), is generally calculated as the difference between the array output, y(k), and 
the desired signal, d(k). The error can be minimized by minimizing the mean squared 
error (MSE).

The error, as shown in Figure 25-1, is given as

 ε( ) ( ) ( ) ( )k d k w k x kH= −  (25-2)

The squared error is given as

 
| ( ) | | ( ) ( ) ( ) |ε k d k w k x kH2 2= −

 
(25-3)

Through some simple algebra, it can be shown that the mean-square error is given by

 
| ( ) | | ( ) | ( ) ( ) ( ) ( )ε k d k d k w x k w x k x k wH H H2 2 2= − +

 
(25-4)

FIGURE 25-1 Typical adaptive array block diagram
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For the purposes of simplification, we will suppress the time dependence notation k. 
Taking the expected value of both sides and simplifying the expression, we get

 

E E d w r w R wH H
xx| | | |ε 2 2 2  =   − +

 

(25-5)

where the following vector and matrix covariances are defined:

 
r E d x E d x x ns i= ⋅ = ⋅ + +[ ] [ ( )]* *

 
(25-6)

 
R E xx R Rxx

H
ss uu= = +[ ]

 
(25-7)

 
R E x xss s s

H=    
(25-8)

 
R R Ruu ii nn= +

 
(25-9)

The expression in Eq. 25-5 is a quadratic function of the weight vector w. This function 
is sometimes called the “performance surface” or “cost function” and forms a quadratic 
surface in M-dimensional space. Since the optimum weights provide the minimum MSE, 
the extremum is the minimum for this function. A trivial example of a performance surface 
is given for a two-element array that produces a two-dimensional surface as depicted in 
Figure 25-2. As the desired angle-of-arrival changes with time, the quadratic surface mini-
mum changes with time in the weight plane.

The cost function of Eq. 25-5 can be rewritten as

 
C w D w r w R wH H

xx( ) = − +2
 

(25-10)

where

 

D E d=  | |2

 

The performance surface is determined from the gradient of Eq. 25-10 with respect to 
the weight vector. Thus

 
∇ = −w xxC w R w r( ( )) 2 2

 
(25-11)

The minimum occurs when the gradient is zero. With the left side of Eq. 25-11 set to 
zero, the optimum Wiener solution for array weights is given by

 
w R rxxopt = −1

 
(25-12)
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The Wiener solution of Eq. 25-12 is based on assuming knowledge of all signal statis-
tics. In general, we do not know the signal statistics and must resort to estimating both the 
array covariance matrix (Rxx

) and the signal covariance vector (r ) at an instant in time or 
over a block of time samples. The instantaneous estimates of array covariance and (ideal) 
signal covariance are given as

 
ˆ ( ) ( ) ( )R k x k x kxx

H≈
 

(25-13)

and

 ˆ( ) ( ) ( )*r k d k x k≈  (25-14)

We can employ an iterative technique called the method of steepest descent to approxi-
mate the gradient of the cost function. The method of steepest descent can be approximated 
in terms of the weights using the least mean squares (LMS) method advocated by Widrow 
et al.17,18 The direction of steepest descent is in the opposite direction of the gradient vector 
and, in an iterative approximation, is given as

 
w k w k C w kw( ) ( ) ( ( ( )))+ = − ∇1

1
2

µ
 

(25-15)

where

m = step-size parameter
∇ w

 = gradient of the performance surface

If we substitute the instantaneous covariance approximations of Eqs. 25-13 and 25-14  
and the performance surface gradient from Eq. 25-11, the LMS solution can now be  
written as

 

w k w k R w r

w k e k x k

xx( ) ( ) [ ˆ ˆ]

( ) ( ) ( )*

+ = − −

= +

1 µ

µ
 

(25-16)

where

e k d k w k x kH( ) ( ) ( ) ( )= − = error signal

FIGURE 25-2 Quadratic surface for MSE
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 SMART ANTENNAS 25-7

The convergence of the LMS algorithm is directly proportional to the step-size param-
eter m. If the step-size is too small, the convergence is slow (overdamped case). If the con-
vergence is slower than the changing angles of arrival, it is possible that the adaptive array 
cannot acquire the signal of interest and therefore cannot track the changing signal. If the 
step-size is too large, the LMS algorithm will overshoot the optimum weights of interest 
(underdamped case). Under this condition, convergence is too fast, and the weights will 
oscillate about the optimum weights, but will not accurately track the desired solution. It 
is therefore imperative to choose a step-size in a range that ensures optimal convergence. 
Stability of convergence is provided when the following condition is met:20

 

0
1

2
≤ ≤µ

λmax

 

(25-17)

where

 lmax = the largest eigenvalue of R̂xx

Since the covariance matrix is positive definite, all eigenvalues are positive. If all the 
interfering signals are noise and there is only one signal of interest, we can approximate 
the condition in Eq. 25-17 as

 

0
1

2
≤ ≤µ

trace[ ˆ ]Rxx
 

(25-18)

As an example of the LMS routine, let us model an M = 8 element array with uniform 
element spacing of l /2. Assume the desired signal is arriving at the angle q 0 = 30° and an 
interferer arrives at the angle q1 = –60°. Allowing the step size to be m = .02, Figure 25-3 

FIGURE 25-3 Magnitude of array weights
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25-8 CHAPTER TWENTY-FIVE 

shows the resulting magnitude of antenna element weights over 100 iterations. Figure 25-4  
shows how the array output acquires and tracks the desired signal over 100 iterations.  
Figure 25-5 shows how the resulting mean square error converges to nearly zero after 
25 iterations. Figure 25-6 shows the final weighted array pattern, which as expected, has a 
peak at the desired direction of 30° and a null at the interfering direction of –60°.

FIGURE 25-4 Acquisition and tracking of desired signal

FIGURE 25-5 Mean square error
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 SMART ANTENNAS 25-9

Sample Matrix Inversion

One of the drawbacks of the LMS adaptive scheme is that the algorithm must go through 
many iterations before satisfactory convergence is achieved. If the signal characteristics 
are rapidly changing, the LMS adaptive algorithm may not allow tracking of the desired 
signal in a satisfactory manner. The rate of convergence of the weights is dictated by the 
eigenvalue spread of the array covariance matrix, as indicated by Eq. 25-1. In the previ-
ous example, the LMS algorithm did not converge until after 25 iterations. One possible 
approach to circumventing the relatively slow convergence of the LMS scheme is by use of 
sample matrix inversion (SMI).7,26,33 This method is also known as direct matrix inversion 
(DMI).20 The “sample matrix” is a time average estimate of the array covariance matrix 
using K time samples. If the random process is ergodic, then the time average estimate of 
covariance matrix will rapidly approach the actual estimate of the covariance matrix.

Recalling the earlier discussion of the minimum mean square error (MSE), the optimum 
array weights are given by the optimum Wiener solution as

 
w R rxxopt = −1

 
(25-19)

where

 
r E d x= ⋅[ ]*

 

 
R E xxxx

H= [ ]
 

FIGURE 25-6 Weighted LMS array
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Under conditions of covariance ergodicity, we can estimate the covariance matrix by 
calculating the time average of a block of data such that

 

ˆ ( ) ( )R
K

x k x kxx
H

k

K

=
=
∑1

1
 

(25-20)

where

 K = number of data samples in a block

In similar fashion, the covariance vector r  can be estimated by the time average

 

ˆ ( ) ( )*r
K

d k x k
k

K

=
=

∑1

1
 

(25-21)

Since we use a K-length block of data, this method is called a block-adaptive approach. 
Thus the algorithm adapts the weights block-by-block.

Define the matrix X kK ( ) as the kth block of x column vectors ranging over K data snap-
shots. (Note the switch in use of k from Eq. 25-21 to the use of k representing block number 
in the following equations. k still represents an iteration step.) Thus

 

X k

x kK x kK x K kK

x kK x
K ( )

( ) ( ) ( )
( ) (=

+ + +
+

1 1 1

2 2

1 2
1 2


++

+ +



















kK

x kK x K kKM M

)

( ) ( )


 

1
 

(25-22)

where

 k = block number
 K = block length

Thus the estimate of the array covariance matrix is given by

 
ˆ ( ) ( ) ( )R k

K
X k X kxx K K

H= 1

 
(25-23)

In addition, the desired signal vector can be defined by

 
d k d kK d kK d K kK( ) [ ( ) ( ) ( )]= + + +1 2 

 
(25-24)

Thus the estimate of the covariance vector is given by

 
ˆ( ) ( ) ( )*r k

K
d k X kK= 1

 
(25-25)

The SMI weights can then be calculated for the kth block of length K as

 

w k R k r k

X k X k d k

xx

K K
H

SMI( ) ( ) ( )

( ) ( ) ( )*

=

=  

−

−

1

1
XX kK ( )

 
(25-26)
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 SMART ANTENNAS 25-11

As an example of the SMI technique, again we use an M = 8 element array with uniform 
spacing l /2. Allow the desired signal to arrive at the angle q0 = 30° and an interferer to 
arrive at q1 = –60°. Let the block length be K = 30. Assume the noise variance is sn

2 = .01.
The optimum Wiener weights are found, and the resulting array pattern is seen in 

Figure 25-7. The SMI pattern is similar to the LMS pattern and was generated with no 
iterations, albeit at the cost of collecting K data samples.

The SMI algorithm, although faster than the LMS algorithm, has several drawbacks. 
The covariance matrix may be ill conditioned, resulting in errors or singularities when 
inverted. In addition, for large arrays, there is the challenge of inverting large matrices. To 
invert the covariance matrix of size M × M requires M3/2 + M2 complex multiplications.21 
The SMI update frequency will necessarily depend on signal frequencies and on channel 
fading conditions.

Recursive Least Squares

Even though the SMI method is faster than the LMS algorithm, the computational burden 
and potential singularities can cause problems. However, we can recursively calculate the 
required covariance matrix and the required covariance vector in a method called recursive 
least squares (RLS). Recall that in Eqs. 25-23 and 25-25 estimates of the covariance matrix 
and vector were taken as the sum of the terms divided by the block length K. When we 
calculate the weights in Eq. 25-26, the division by K is cancelled. Thus we can simplify the 
expressions for the covariance matrix and the covariance vector:

 

ˆ ( ) ( ) ( )R k x i x ixx
H

i

k

=
=
∑

1
 

(25-27)

 

r k d i x i
i

k

( ) ( ) ( )*=
=
∑

1
 

(25-28)

FIGURE 25-7 Weighted SMI array pattern
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25-12 CHAPTER TWENTY-FIVE 

where

 k = block length and last time sample k
ˆ ( ), ( )R k r kxx

 = covariance estimates ending at time sample k

Both of the preceding summations use rectangular windows, and thus they equally con-
sider all previous time samples. Since the signal sources can change or slowly move with 
time, we might want to deemphasize the earliest data samples and emphasize the most 
recent ones. This can be accomplished by modifying Eqs. 25-27 and 25-28 such that we 
forget the earliest time samples. This is called a weighted estimate. Thus

 

ˆ ( ) ( ) ( )R k x i x ixx
k i H

i

k

= −

=
∑α

1
 

(25-29)

 

ˆ( ) ( ) ( )*r k d i x ik i

i

k

= −

=
∑α

1
 

(25-30)

where
 a  = “forgetting” factor

The “forgetting” factor is also sometimes referred to as the exponential weighting fac-
tor.34 a  is a positive constant such that 0 ≤ a  ≤ 1. When a  = 1 we restore the ordinary least 
squares algorithm. a  = 1 also indicates infinite memory. Let us break up the summation 
in Eqs. 25-29 and 25-30 into two terms: the summation for values up to i = k – 1 and the 
last term for i = k.

 

ˆ ( ) ( ) ( ) ( ) ( )R k x i x i x k x kxx
k i H

i

k
H= +

=

− −

=

−

∑α α

α

1

1

1

ˆ̂ ( ) ( ) ( )R k x k x kxx
H− +1

 (25-31)

 

ˆ( ) ( ) ( ) ( ) ( )

ˆ

* *r k d i x i d k x k

r

k i

i

k

= +

=

− −

=

−

∑α α

α

1

1

1

(( ) ( ) ( )*k d k x k− +1  (25-32)

Thus future values for the array covariance estimate and the vector covariance estimate 
can be found using previous values. The advantage of the recursion approach is that you 
need not calculate the covariance for an entire block of length k. Rather, each update only 
requires the current time sample and the previous covariance matrix.

Not only can we recursively calculate the most recent covariance estimates, we can also 
use Eq. 25-31 to derive a recursion relationship for the inverse of the covariance matrix. 
The next steps follow the derivation in Haykin.34 We can invoke the Sherman Morrison-
Woodbury (SMW) theorem35 to find the inverse of Eq. 25-31. The SMW theorem states

 
( )A zz A

A zz A

z A z
H

H

H
+ = −

+
− −

− −

−
1 1

1 1

11  
(25-33)
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 SMART ANTENNAS 25-13

Applying Eq. 25-33 to Eq. 25-31, we have the following recursion formula:

 

ˆ ( ) ˆ ( )
ˆ ( ) ( )

R k R k
R k x k

xx xx
xx− − −

− −

= − −
−

1 1 1
2 1

1
1

α
α xx k R k

x k R k x k

H
xx

H
xx

( ) ˆ ( )

( ) ˆ ( ) ( )

−

− −

−
+ −

1

1 1

1

1 1α
 

(25-34)

We can simplify Eq. 25-34 by defining the gain vector g k( )

 

g k
R k x k

x k R k
xx

H
xx

( )
ˆ ( ) ( )

( ) ˆ (
=

−
+ −

− −

− −

α
α

1 1

1 1

1

1 1)) ( )x k
 

(25-35)

that transforms Eq. 25-34 into

 
ˆ ( ) ˆ ( ) ( ) ( ) ˆR k R k g k x k Rxx xx

H
xx

− − − − −= − −1 1 1 1 11α α (( )k −1
 

(25-36)

Equation 25-36 is known as the Riccati equation for the RLS method. We can manipu-
late Eq. 25-35 to yield

 
g k R k g k x k R kxx

H
xx( ) ˆ ( ) ( ) ( ) ˆ ( )= − − −− − − −α α1 1 1 11 1  x k( )

 
(25-37)

It is clear that the term inside the brackets of Eq. 25-37 is equal to Eq. 25-36. Thus

 
g k R k x kxx( ) ˆ ( ) ( )= −1

 
(25-38)

Now we can derive a recursion relationship to update the weight vectors. The optimum 
Wiener solution is repeated next in terms of the iteration number k, and we can substitute 
Eq. 25-32 yielding

 

w k R k r k

R k r k R

xx

xx xx

( ) ˆ ( ) ˆ( )

ˆ ( ) ˆ( ) ˆ

=

= − +

−

− −

1

1 1α 11( ) ( ) ( )*k x k d k
 

(25-39)

We may now substitute Eq. 25-36 into the first covariance matrix inverse seen in  
Eq. 25-39:

 

w k R k r k g k x k R kxx
H

xx( ) ˆ ( ) ˆ( ) ( ) ( ) ˆ (= − − − −− −1 11 1 1))ˆ( ) ˆ ( ) ( ) ( )

( ) ( ) (

*r k R k x k d k

w k g k x

xx

H

− +

= − −

−1

1

1

kk w k R k x k d kxx) ( ) ˆ ( ) ( ) ( )*− + −1 1

 
(25-40)

Finally we may substitute Eq. 25-38 into Eq. 25-40 to yield

 

w k w k g k x k w k g k d k

w k

H( ) ( ) ( ) ( ) ( ) ( ) ( )

(

*= − − − +

= −

1 1

1)) ( )[ ( ) ( ) ( )]*+ − −g k d k x k w kH 1
 

(25-41)

Note that Eq. 25-41 is identical in form to Eq. 25-16.
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25-14 CHAPTER TWENTY-FIVE 

As an example of the RLS method, again let the array be an M = 8 element array with 
uniform spacing l /2 with a desired signal arriving at the angle q 0 = 30° and interfering 
signal at q 1 = –60°. As before, the noise variance is sn

2 = .01. Starting with initial array 
weights of zero and a forgetting factor a  = .9, Figure 25-8 shows the resulting RLS beam 
pattern.

The advantage of the RLS algorithm over SMI is that it is no longer necessary to invert 
a large covariance matrix. The recursive equations allow for easy updates of the inverse 
of the covariance matrix. The RLS algorithm also converges much more quickly than the 
LMS algorithm.

Conjugate Gradient Method

The problem with the steepest descent method is the sensitivity of the convergence rates 
to the eigenvalue spread of the covariance matrix. Greater spreads result in slower conver-
gences. The convergence rate can be accelerated by use of the conjugate gradient method 
(CGM). The goal of CGM is to iteratively search for the optimum solution by choos-
ing conjugate (perpendicular) paths for each new iteration. “Conjugacy” in this context 
is intended to mean “orthogonality.” The method of CGM produces orthogonal search 
directions resulting in the fastest convergence. Figure 25-9 depicts a top view of a two-
dimensional performance surface where the conjugate steps show convergence toward the 
optimum solution. Note that the path taken at iteration k + 1 is perpendicular to the path 
taken at the previous iteration k.

The CGM method has its roots in the desire to solve a system of linear equations. One of 
the earliest references to CGM is found in a 1952 journal article by Hestenes and Stiefel.36 
Additionally, early work was performed by Fletcher and Powell37 in 1963 and Fletcher and 
Reeves38 in 1964. The CGM has also has been called the accelerated gradient approach 
(AG) by Monzingo and Miller.20 The CGM method was modified for use in predicting array 
weights by Choi et al.39,40 A survey of this method has been written by Godara,33 and a 

FIGURE 25-8 RLS array pattern
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 SMART ANTENNAS 25-15

concise summary of the method can be found in Sadiku.41 The following summary is taken 
from the previous two references.

CGM is an iterative method whose goal is to minimize the quadratic cost function

 
C w w Aw d wH H( ) = −1

2  
(25-42)

where

 
A

x x x

x x x

x K

M

M=

1 2

1 2

1

1 1 1
2 2 2

( ) ( ) ( )
( ) ( ) ( )

( )




   
xx K x KM2 ( ) ( )



















 K × M matrix of array snapshots

 K = number of snapshots
 M = number of array elements
 w = unknown weight vector
 d = [d(1) d(2) … d(K)]T = desired signal vector of K snapshots

We may take the gradient of the cost function and set it to zero in order to find the 
minimum. It can be shown that

 
∇ = −wC w Aw d( )

 
(25-43)

FIGURE 25-9 Convergence using conjugate directions
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We may employ the method of steepest descent in order to iterate toward the minimum 
of Eq. 25-43. We wish to slide to the bottom of the quadratic cost function by choosing an 
optimal route that requires the least number of iterations. Let us start with an initial guess 
for the weights w( )1  and find the residual r ( )1 . The first residual value after the first guess 
is given as

 
r C w d Aww( ) ( ( )) ( )1 1 1= −∇ = −

 
(25-44)

We can next choose a direction vector D  that gives us the new conjugate direction to 
iterate toward the optimum weight. Thus

 D A rH( ) ( )1 1=  (25-45)

The general weight update equation is given by

 w n w n n D n( ) ( ) ( ) ( )+ = −1 µ  (25-46)

where the step size is determined by

 
µ( )

( ) ( )
( ) ( )

n
r n AA r n

D n A AD n

H H

H H
=

 
(25-47)

We may now update the residual and the direction vector. We can premultiply Eq. 25-46 
by − A  and add d  to derive the updates for the residuals:

 r n r n n AD n( ) ( ) ( ) ( )+ = +1 µ  (25-48)

The direction vector update is given by

 D n A r n n D nH( ) ( ) ( ) ( )+ = + −1 1 α  (25-49)

We can use a linear search to determine a (n), which minimizes C w n( ( )) . Thus

 
α( )

( ) ( )
( ) ( )

n
r n AA r n

r n AA r n

H H

H H
= + +1 1

 
(25-50)

The GCM procedure is to find the residual, the corresponding array weights, and to 
update until convergence is satisfied. It can be shown that the true solution can be found in 
no more than K iterations. This condition is known as quadratic convergence.

For the M = 8 element array with elements uniformly spaced l /2, let us find the array 
weights under the following conditions: The arriving signal appears at 45°; one interfer-
ing signal arrives at –30° and a second interfering signal arrives at 0°. The noise has a 
variance of sn

2 = .001, and we use a data block size K = 20. The plot of the norm of the 
residual is shown in Figure 25-10. It can be seen that the residual drops to very small 
levels after 14 iterations. The resulting antenna pattern is shown in Figure 25-11. Note 
that two nulls are placed at the two angles of arrival of the interference.
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Constant Modulus

Many adaptive beamforming algorithms are based upon minimizing the error between a 
reference signal and the array output. The reference signal is typically a known sequence 
used to “train” the adaptive array or a desired signal based upon an a priori knowledge of 

FIGURE 25-10 Norm of the residuals for each iteration

FIGURE 25-11 Array pattern using CGM
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the arriving signals. In the case where a reference signal is not available, you must resort 
to an assortment of optimization techniques that are “blind” to the exact content of the 
incoming signals.

Many wireless communication and radar signals are frequency or phase modulated signals. 
Some examples of phase and frequency modulated signals are FM, PSK, FSK, QAM, and 
polyphase. Therefore the amplitude of the signal should ideally be a constant. Thus the signal 
is said to have a constant magnitude or modulus. However, in fading channels where multipath 
exists, the received signal is the composite of many delayed and attenuated replicas. Thus the 
propagation channel may introduce an amplitude variation on the signal magnitude. Frequency 
selective channels by definition destroy the constant modulus property of the signal. If we know 
that the arriving signals of interest should have a constant modulus, we can devise algorithms 
that restore or “equalize” the amplitude of the original signal.

Dominique Godard23 was the first to capitalize on the constant modulus (CM) property 
in order to create a family of blind equalization algorithms used in two-dimensional data 
communication systems. Specifically, Godard’s algorithm is suited for phase modulating 
waveforms, using a cost function called a dispersion function of order p to determine opti-
mum array element weights. The Godard cost function is given by

 

C k E y k Rp
p

q
( ) | ( ) |= −( )





 

(25-51)

where
 p, q = positive integers

Godard showed that the gradient of the cost function is zero when Rp is defined by

 

R
E s k

E s kp

p

p
=

 
 

| ( ) |

| ( ) |

2

 

(25-52)

where
 s(k) = zero-memory estimate of the array output y(k)

The resulting error signal is given by

 
e k y k y k R y kp

p
p( ) ( ) | ( ) | | ( ) |= −( )−2

 
(25-53)

This error signal can replace the traditional error signal in the LMS algorithm to yield

 w k w k e k x k( ) ( ) ( ) ( )*+ = +1 µ  (25-54)

The p = 1, q = 2 case reduces the cost function to the form

 
C k E y k R( ) | ( ) |= −( )



1

2

 
(25-55)

where

 

R
E s k

E s k1

2

=
 
 

| ( ) |

| ( ) |
 

(25-56)
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If we scale the array output estimate s(k) to unity, we can write the error signal in  
Eq. 25-53 as

 

e k y k
y k
y k

( ) ( )
( )

| ( ) |
= −











 

(25-57)

Thus the weight vector in the p = 1 case becomes

 

w k w k
y k

y k x k( ) ( )
| ( ) |

( ) ( )*+ = + −








1 1

1µ

 

(25-58)

The p = q = 2 case reduces the cost function to the form

 

C k E y k R( ) | ( ) |= −( )





2
2

2

 

(25-59)

where

 

R
E s k

E s k2

4

2
=

 
 

| ( ) |

| ( ) |
 

(25-60)

If we scale the array output estimate s(k) to unity, we can write the error signal in  
Eq. 25-53 as

 

e k y k y k( ) ( ) | ( ) |= −( )1 2

 

(25-61)

Thus the weight vector, in the p = 2 case, becomes

 

w k w k y k y k x k( ) ( ) | ( ) | ( ) ( )*+ = + −( )1 1 2µ
 

(25-62)

The cases where p = 1 or 2 are referred to as constant modulus algorithms (CMAs). The  
p = 1 case has been proven to converge much more rapidly than the p = 2 case.42 A similar algo-
rithm was developed by Treichler and Agee43 and is identical to the Godard case for p = 2.

Least Squares Constant Modulus

One severe disadvantage of the Godard CMA algorithm is the slow convergence time. The 
slow convergence limits the usefulness of the algorithm in dynamic environments where 
the signal must be captured quickly. This also limits the usefulness of CMA when propaga-
tion channel conditions are rapidly changing. The previous CMA method is based upon the 
method of steepest descent by taking the gradient of the cost function. A faster algorithm 
was developed by Agee24 using the method of nonlinear least-squares. The least-squares 
method is also known as the Gauss method based upon the work of Gauss in 1795.44 This 
method is referred to as the LS-CMA algorithm45 and is also known as an autoregressive 
estimator based on a least squares minimization.46
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The following derivation is taken directly from Agee24 and Rong.45 In the method of 
least squares, one defines a cost function that is the weighted sum of error squares or the 
total error energy. The energies are the energies of a finite sample set K. The cost function 
is defined by

 

C w w wk
k

K

( ) | ( ) | ( )= =
=
∑ φ 2

1
2

2
Φ

 

(25-63)

where

 φk w( )  = error at kth data sample
 Φ( ) ( ) ( ) ( )w w w wK

T
=  φ φ φ1 1 

 K = number of data samples in one block

Eq. 25-63 has a partial Taylor-series expansion with a sum-of-squares form given as

 
C w w J wH( ) ( ) ( )+ ≈ +∆ Φ ∆

2

2

 
(25-64)

where the complex Jacobian of Φ( )w  is defined as

 
J w w w wK( ) ( ) ( ) ( )= ∇ ∇ ∇ φ φ φ1 2 

 
(25-65)

and

 ∆ = offset, which updates weights

We wish to find the offset ∆  that minimizes the sum-of-squared errors. Taking the gra-
dient of Eq. 25-64 and setting it equal to zero, we find the optimum offset vector to be

 
∆ Φ= − −[ ( ) ( )] ( ) ( )J w J w J w wH 1

 
(25-66)

The new updated weight vector is then given by

 
w n w n J w n J w n J w n w nH( ) ( ) [ ( ( )) ( ( ))] ( ( )) ( (+ = − −1 1 Φ )))

 
(25-67)

The new weight vector is the previous weight vector adjusted by the offset ∆ . The 
number n is the iteration number not to be confused with the time sample k.

Let us now apply the least squares method to the constant modulus algorithm using the 
“1-2” cost function:8

 

C w w y kk
k

K

k

K

( ) ( ) || ( ) | |= = −
= =
∑ ∑φ

2

1

2

1

1

 

(25-68)

where
 y k w x kH( ) ( )=  = array output at time k
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We may write fk as a vector such that
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(25-69)

We may now define the Jacobian of the error vector φ ( )w  as
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(25-70)

where
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(25-71)

and
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(25-72)

Multiplying the Jacobian times its Hermitian transpose we get

 
J w J w XY Y X XXH
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(25-73)

The product of the Jacobian times the energy matrix is given by
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where

 
y y y y K T= [ ( ) ( ) ( )]1 2 

 
(25-75)

and
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(25-76)

In this form, note that L y( ) is a hard-limiter acting on y . Substituting Eqs. 25-70 and 
25-72 into Eq. 25-67 we get
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(25-77)

where
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(25-78)

While only one block of data is used to implement the LS-CMA, the algorithm iterates 
through n values until convergence. Initial weights w( )1  are chosen, the complex-limited 
output data vector r *( )1  is calculated, the next weight w( )2 is calculated, and the itera-
tion continues until satisfactory convergence is achieved. This is called the static LS-CMA 
algorithm because only one static block of length K is used for the iteration process. The 
LS-CMA algorithm bears a striking resemblance to the sample matrix inversion (SMI) 
algorithm in Eq. 25-26.

The chief advantage of the static LS-CMA is that it can converge up to two orders of 
magnitude faster than the conventional CMA algorithm. The static LS-CMA algorithm 
computes the weights simply based upon a fixed block of sampled data. To maintain up-
to-date adaptation in a dynamic signal environment, it is better to update the data blocks 
per each iteration. Thus a dynamic LS-CMA algorithm is more appropriate. The dynamic 
LS-CMA is a modification of the previous static version. Let us define a dynamic block 
of data as the array output before applying weights. For the nth iteration, the nth block of 
length K is given as

 
X n x nK x nK x K nK( ) [ ( ) ( ) ( )]= + + +1 2 

 
(25-79)

The weighted array output for the nth iteration is now defined as

 
y n y nK y nK y K nK w n X nT H T( ) [ ( ) ( ) ( )] [ ( ) ( )]= + + + =1 2 

 
(25-80)
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The complex limited output data vector is given as
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(25-81)

Replacing Eq. 25-77 with the dynamic version, we have

 
w n X n X n X n r nH( ) [ ( ) ( )] ( ) * ( )+ = −1 1

 
(25-82)

where
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We can further simplify Eq. 25-83 by defining the array covariance matrix and the 
covariance vector as

 
ˆ ( )

( ) ( )
R n

X n X n
Kxx

H

=
 

(25-84)

and

 
ˆ ( )

( ) * ( )ρxr n
X n r n

K
=

 
(25-85)

The dynamic LS-CMA is now defined as

 
w n R n nxx xr( ) ˆ ( ) ˆ ( )+ = −1 1 ρ

 
(25-86)

As an example of the LS-CMA algorithm, let us define a constant modulus signal 
as a 32-chip binary sequence. Allow this signal to arrive at the receiver via a direct 
path and two additional indirect paths. Assume that the indirect multipaths are delayed 
a half-chip width and a full-chip width, respectively. Further, allow the first multipath 
term to be attenuated by 30 percent and the second path to be attenuated by 10 percent. 
The signal and multipath geometry is defined such that the direct path arrives at 45° to 
the array, the second path arrives at –30°, while the third path arrives at 0°. The SNR is 
20 dB. Let us choose a block length of 24 data samples covering six chips. Allow the 
block to update for every iteration n. As in previous examples, we use an M = 8 element 
array with elements uniformly spaced at l /2. Figure 25-12 shows the composite arriving 
signals before and after the application of the dynamic LS-CMA. Figure 25-13 shows 
the resulting array pattern.
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FIGURE 25-12 Composite arriving signal and the LS-CMA output signal

FIGURE 25-13 Dynamic LS-CMA array pattern
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26.1 GENERAL DISCUSSION

The plane of polarization, or simply the polarization, of a radio wave is defined by the 
direction in which the electric field vector is aligned during the passage of at least one 
full cycle. In the general case, both the magnitude and the orientation of the electric field 
vector will vary during each cycle, and the electric field vector will map out an ellipse 
in the plane normal to the direction of propagation at the point of observation. In this 
general case (see Figure 26-1a), the polarization of the wave is said to be elliptical. The 
minor-to-major-axis ratio of the ellipse is called the ellipticity and will be expressed in 
this chapter in decibels. (Although the axis ratio is less than unity, when expressing ellip-
ticity in decibels, the minus sign is frequently omitted for convenience. The term axial 
ratio is also in common use. It is the reciprocal of ellipticity.) The direction in which the 
major axis lies is called the polarization orientation and in this chapter will be measured 
from the vertical (see Figure 26-2).

The two special cases of ellipticity of particular interest are (1) an ellipticity of ∞ dB 
(minor-to-major-axis ratio zero), which is linear polarization, and (2) an ellipticity of 0 dB 
(minor-to-major-axis ratio unity), which is circular polarization. A linearly polarized wave 
is therefore defined as a transverse electromagnetic wave whose electric field vector (at a 
point in a homogeneous isotropic medium) at all times lies along a fixed line. A circularly 
polarized wave is similarly defined as a transverse electromagnetic wave for which the 
electric and/or magnetic field vector at a point describes a circle. In attempting to produce 
a linearly polarized wave, elliptical polarization is thought of as imperfect linear polariza-
tion, while in attempting to produce a circularly polarized wave, elliptical polarization is 
thought of as imperfect circular polarization.

Confusion occasionally results in the use of mental pictures similar to Figure 26-1 and 
Figure 26-2 when you overlook the fact that although the electric vector makes one com-
plete revolution (see Figure 26-2) per cycle, it does not rotate at a uniform rate except in 
the special case of a circularly polarized wave. In this special case, rotation occurs at the 
rate of w rad/s.

Figure 26-1c shows a circularly polarized wave having a right-hand sense. It is also 
possible, of course, to have left-hand circularly polarized waves. The definition of right-
hand circular polarization as standardized1 by the Institute of Electrical and Electronics 
Engineers and as used in this chapter is as follows: for an observer looking in the direc-
tion of propagation, the rotation of the electric field vector in a stationary transverse plane 
is clockwise for right-hand polarization. Similarly, the rotation is counterclockwise for 
left-hand polarization.

FIGURE 26-1 Diagrammatic illustration of waves of various polarization: (a) Elliptical polarization; 
(b) Linear polarization; (c) Circular polarization (right-hand)
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One simple way of determining experimentally the sense of rotation of a circularly 
polarized wave is to make use of two helical beam antennas of opposite sense. A right-
hand helical antenna transmits or receives right-hand polarization, while a left-hand heli-
cal antenna transmits or receives left-hand polarization. If a circularly polarized wave is 
received first on a right-hand helical antenna and then on a left-hand helical antenna, the 
antenna that receives the greater amount of signal will have a sense that corresponds to the 
sense of the received wave. In the case of an elliptically polarized wave, the sense will be 
taken to be the same as that of the predominant circular component.

It is important to note that not all workers in the field use the same definition of polariza-
tion sense, and confusion may arise as a result of the ambiguity in its definition. The work 
of different authors should be compared with this precaution in mind.

Wave Polarization State Synthesis

Any wave of arbitrary polarization can be synthesized from two waves orthogonally 
polarized to each other. For example, a circularly polarized wave will be produced by 
the coexistence of a vertically and a horizontally polarized wave, each having the same 
amplitude and with a 90° phase difference between them. If they have other than the 
same amplitude and/or other than a 90° relationship, the resulting wave will be ellipti-
cally polarized. If, for example, the amplitude of the vertically polarized wave is zero, 
the resulting wave is linearly polarized and has a horizontal orientation. Further, if the 
two waves have equal amplitude but 0° phase difference, the resulting wave is linearly 
polarized with 45° orientation. There are two possible combinations of vertically and 
horizontally polarized waves that can produce a wave of some specific ellipticity. One 
of the combinations will produce a predominantly left-hand wave, and the other com-
bination will produce a predominantly right-hand wave. Figures 26-3 and 26-4 show 
the two cases. Separate illustrations are provided to emphasize the need for care in 
specifying the coordinate system in this work and the need for consistency in adhering 
to the selected coordinate system while performing and interpreting any theoretical or 
experimental work.

It is often of interest to know only the ratio of the magnitudes of the vertically and 
horizontally polarized waves forming an elliptically polarized wave and the phase angle 

FIGURE 26-2 Polarization ellipse
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between them. Such information can be obtained graphically with the aid of Figure 26-5. 
In this chart, the phase angle shown is the relative phase of the vertical element when the 
relative phase of the horizontal element is zero.

Example Given an ellipticity of 3.0 dB and an orientation of b = 37°, find the ratio of the 
magnitudes of the vertically and horizontally polarized waves and the phase angle between 
them. Draw a line from the center of the chart to the periphery at the 37° point. Lay off a 
distance from the chart center to the V/H = 3.0-dB line measured on the horizontal diameter. 
Read V/H = 0.8 dB and a phase angle of 71° for predominantly right-hand sense or 289° for 
predominantly left-hand sense.

It is also possible to synthesize any elliptically polarized wave from two circularly 
polarized waves having opposite senses. For example, a linearly polarized wave will be 
produced by the coexistence of a right-hand and left-hand circularly polarized wave of the 
same amplitude. The orientation of the resulting linearly polarized wave will be determined 
by the phase difference between the two circularly polarized waves. Figure 26-6 provides 
the formulas for calculating the values.

Characteristics of Wave Polarization

Any discussion of wave polarization typically begins with a brief description including a few 
of the unique physical characteristics associated with electromagnetic wave propagation and 
wave interaction with the surrounding environment. It is important to note that while a com-
plete description of wave polarization can require significant mathematical development, the 
resulting observable wave behavior can be expressed by several accessible characteristics.

FIGURE 26-3 Linear-component synthesis of an elliptically polarized wave having a predominantly left-
hand sense
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FIGURE 26-4 Linear-component synthesis of an elliptically polarized wave having a predominantly 
right-hand sense
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FIGURE 26-5 Polarization chart

FIGURE 26-6 Circular-component synthesis of an elliptically 
polarized wave
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Polarization Quality Although there is reasonably general agreement on the preceding 
definitions, the use of the words circular polarization does not always have quite the same 
meaning to different workers in the field. The difference lies in the permissible departure (for 
the application at hand) from precise polarization circularity before the circularly polarized 
antenna becomes unsatisfactory. The application of a circularly polarized antenna often falls 
into one of two categories. The first category is the use of a circularly polarized antenna to 
provide response to a linearly polarized wave of arbitrary orientation. The second category 
is the use of a circularly polarized antenna for suppression of precipitation clutter in radar 
service.2 Table 26-1 shows typical characteristics for each of the applications.

Orthogonal circularly polarized antenna pairs are also in use for frequency-reuse appli-
cations with communications satellites.3 Channel isolation in excess of 20 dB is readily 
attainable. Stutzman and Overstreet4 describe a practical polarization-ellipticity field mea-
surement technique. Further discussion is in Section 26.2.

Orthogonality For any arbitrarily polarized antenna, there can be another antenna polar-
ized so that it will not respond to the wave emanating from the first antenna. The polariza-
tions of the two antennas are said to be orthogonal. Using the convention of Figure 26-6, 
two polarization ellipses will be orthogonal if they satisfy the relation

 −ER1 ER2 = EL1 EL2 (26-1)

Figure 26-5 can be used to determine the orthogonal-polarization ellipse to a given ellipse 
by performing an inversion through the center of the chart and reading the phase-shift scale 
associated with the opposite predominant sense.

Reflection When a vertically polarized wave is reflected from a smooth surface, there is 
no change in its character.* When a horizontally polarized wave is reflected from a smooth 

Response to Linear Polarization 
of Arbitrary Orientation

Precipitation-clutter 
Suppression in Radar Service 
(values based on search radar)

Ideal ellipticity* 0 dB 0 dB

Satisfactory ellipticity* −3 dB −0.5 dB

Unsatisfactory ellipticity* −10 dB −1.5 dB

Azimuth beamwidth Omnidirectional 1–5º

Elevation beamwidth 20º 20º

Bandwidth Greater than 50 percent 5–15 percent

Standing-wave ratio 5 1.15

Power rating Milliwatt level >100kW, <10MW

 *Over all or almost all of the radiation pattern

TABLE 26-1 Two Sample Applications of Circularly Polarized Antennas and Some Typical 
Characteristics

*Strictly speaking, this statement is correct only if the smooth surface is the interface between a normal propagation 
medium and one having an impedance of infinity. However, we are here interested only in the relative difference 
between the vertical and horizontal cases, so the detail will be overlooked.
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surface, there is a 180° phase shift because of the coordinate system reversal in space 
when you look in the reversed direction of propagation. When a circularly polarized wave 
is reflected from a smooth surface, its horizontal component is altered by 180°; hence the 
sense of its polarization is reversed. For an elliptically polarized wave, reflection is equiva-
lent to altering the differential phase shift (e.g., the phase difference between the horizon-
tally and vertically polarized linear components) by 180°. The new polarization ellipse 
may be determined with the aid of Figure 26-5 by inverting the original (before reflection) 
ellipticity across the horizontal diameter and reading the phase-shift scale corresponding to 
the opposite predominant sense.

Circularly polarized antennas are unique in being entirely unable to “see” their own 
images in any symmetrical reflecting surface, since the reflected wave has its sense 
reversed and is, therefore, orthogonal to the polarization of the antenna from which  
it originated.

Polarization Transmission Efficiency Within a communication link consisting of a 
transmitting antenna and a receiving antenna, it is useful to define a factor to quantify how 
well the receiving antenna extracts energy from the transmitting antenna with respect to the 
transmitted wave polarization. Polarization transmission efficiency or simply polarization 
efficiency, p, is the ratio of power accepted by a receiving antenna of a given polarization 
to the power accepted from the same transmitted wave passing an antenna whose polariza-
tion has been adjusted to match the incoming wave polarization. In order that a receiving 
antenna may extract the maximum amount of energy from the passing radio wave, it must 
have a polarization identical to that of the passing wave. For example, a vertically polar-
ized receiving antenna should normally be used to receive a signal from a vertically polar-
ized transmitting antenna assuming no polarization distortion in the transmission path. 
Similarly, a right-hand circularly polarized antenna should be used for the reception of 
waves from a right-hand circularly polarized transmitting antenna. In general, maximum 
transmission will result between two elliptically polarized antennas when:

1. Their axis ratios Eminor/Emajor are the same.

2. Their predominant senses are the same.

3. Their ellipse orientations are translated by a minus sign; that is, btrans = −brec .

Condition 3 will result in a parallel-ellipse major axis in space and implies that only in 
three special cases will identical antennas at each end of the circuit with the same orienta-
tion yield maximum transmission. These three cases are

1. b = 0° or 180°
2. b = ±90°
3. Eminor/Emajor = 1, so that b has no significance

Identical antennas can always be made to yield maximum transmission, however, if they 
are rotated to cause the major axes of their waves to be parallel in space.

When two arbitrarily polarized antennas are used, the polarization efficiency from the 
receiving-antenna terminals will be

 p
E E E ER R L L

R R R

= +
+ +

| ( ) |
(| | | | )(| |

1 2 1 2
2

1
2

2
2

2
2E E E || | )EL2

2  (26-2)

All four variables in Eq. 26-2 are vector quantities. Similar expressions in terms of 
linear components, or axial ratios, may be found in Sichak and Milazzo5 and Hatkin.6 
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The values of ER and EL may be obtained with the aid of Figure 26-6. Table 26-2 shows 
some typical combinations of interest.

Polarization efficiency is frequently expressed in dB and referred to as polarization loss 
or polarization mismatch factor. Polarization loss is given by

 L pp = −10 log( )  (26-3)

Figure 26-7 shows a graphical means developed by Ludwig to display the maximum 
and minimum values of loss due to mismatched polarization between two antennas of 
arbitrary polarization. As an example of the use of the graph, if a predominantly right-hand 
polarized (RCP) transmitting antenna has an axial ratio of 8 dB and a predominantly left-
hand polarized (LCP) receiving antenna has an axial ratio of 4 dB, draw two straight lines 
that intersect at the point P shown on the graph. This point is near the minimum-loss curve 
of 4 dB and the maximum-loss curve of 16 dB, and therefore the loss will vary (approxi-
mately) between 4 and 16 dB as one or the other antenna is rotated about its axis.* Further 
use of the graph to determine true gain with respect to a perfectly polarized antenna is 
described in Ludwig.7

Depolarization and Anisotropic Media

The polarization efficiency between two like polarized antennas in a communication link 
can be reduced through wave depolarization. Depolarization is the deviation of the wave 
polarization from its intended state. Normally, the polarization state of a wave traveling 
through isotropic media remains constant along the direction of propagation. Many com-
mon media types including air are considered to be nominally isotropic. However, a wave 

* Portions of this paragraph and Figure 23-7 are reprinted with permission from the publishers of Microwave Journal.

TABLE 26-2 Polarization Transmission Efficiency with 
Various Polarizations at the Transmitting and Receiving 
Antennas

Antenna 1 Antenna 2 p

Vertical, e.g.: 
ER = 1 
EL = 1ej0 b = 0

Vertical, e.g.: 
ER = 1 
EL = 1ej0 b = 0

1

Vertical, e.g.: 
ER = 1 
EL = 1ej0 b = 0

Horizontal, e.g.: 
ER = 1 
EL = 1ejp b = 90°

0

Vertical, e.g.: 
ER = 1 
EL = 1 ej0 b = 0

Circular (right), e.g.: 
ER = 1 
EL = 0

½

Circular (right), e.g.: 
ER = 1 
EL = 0

Circular (left), e.g.: 
ER = 0 
EL = 1

0

Circular (left), e.g.: 
ER = 0 
EL = 1

Circular (left), e.g.: 
ER = 0 
EL = 1

1
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 METHODS OF POLARIZATION SYNTHESIS 26-9

propagating through a media that is anisotropic may have its polarization state altered as 
it passes through the media. Ionized gasses and crystalline structures are typical media 
responsible for wave depolarization.

One common occurrence of depolarization due to anisotropic media occurs in transion-
ospheric satellite links.8 The earth’s ionosphere contains partially ionized gas, and the pres-
ence of the earth’s magnetic field causes the ionosphere to become anisotropic. The effect 
known as Faraday rotation occurs as a wave passes through the ionosphere and undergoes 
a rotation of its polarization orientation angle. This rotation results in the depolarization of 
linearly polarized signals. Faraday rotation is frequency- and path-length-dependent and is 
detailed further in Section 54.7. Circularly polarized signals are often used in satellite com-
munication links to mitigate the impact of Faraday rotation caused by the ionosphere.

26.2 POLARIZATION-SPECIFIC APPLICATIONS

Frequency Reuse by Polarization Decoupling

The expanded number of communications satellites in use has made it necessary to use 
the same frequency to communicate with closely spaced areas on the earth. Commonly 
called frequency reuse, this method requires a decoupling mechanism between overlap-
ping beams. Although careful shaping of the beams has been used in some cases, the use 
of orthogonal polarizations is more common. However, this puts stringent requirements 
on the amount of cross-polarization that can be present on any individual beam. Since the 
most common type of antenna used for satellite communications is a reflector antenna, the 
polarization properties of reflectors have been studied in great detail.9–13

FIGURE 26-7 Polarization loss between two elliptically polarized 
antennas
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Offset reflectors, which essentially eliminate 
aperture blockage, in particular have received a 
considerable amount of attention. Methods of 
computing the interbeam isolation and thus the 
frequency-reuse performance have been devel-
oped.14 For a symmetrical paraboloid, it has been 
shown that a physically circular feed with equal 
E- and H-plane amplitude and phase patterns 
will produce no cross-polarization;15 however, 
in an offset configuration, cross-polarization will 
be present because of the asymmetry. Chu and 
Turrin12 have computed the maximum cross-
polarization as a function of the offset angle qc 
and half of the reflector subtended angle q0 for 
linear polarization with a circular symmetric feed 
providing a 10-dB taper at the aperture edges. 
Their results, presented in Figures 26-8 and  
26-9, show that the amount of cross-polarization 
decreases with increasing f/D and increases with 
increasing offset angle. In addition, they have 
shown that if the feed is perfectly circularly polar-
ized, no cross-polarized energy will be found in 
the far-field pattern, although the position of the 
beam will be displaced from the axial direction because of a phase shift across the aperture. 
Figure 26-10 presents their results as a function of q0 and qc as a parameter.

The reduction of cross-polarized energy in offset configurations can be accomplished 
by careful feed design. The complex focal fields for an incoming plane wave can be cal-
culated and a feed horn designed to match the focal plane by using multimode or hybrid 

FIGURE 26-8 Cross-polarization and beam 
displacement versus f/D ratio (q0 = qc) (after 
T. S. Chu and R. H. Turrin12 © IEEE 1973)

FIGURE 26-9 Maximum cross-polarization 
of linearly polarized excitation (after T. S. Chu 
and R. H. Turrin12 © IEEE 1973)

FIGURE 26-10 Beam displacement of 
circularly polarized excitation (no circular 
cross-polarization) (T. S. Chu and R. H. 
Turrin12 © IEEE 1973)
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modes (see Chapter 14). Alternatively, a polarizing grid can be used in front of the feed 
horn to reduce the cross-polarization.16 In general, the grid will not consist of parallel wires 
but will be aligned to match the polarization of the primary field incident on the reflector 
surface. Additional details on the subject of frequency reuse are found in Chapters 15, 44, 
45, and 54.

Radar Precipitation-Clutter Suppression

Precipitation clutter is the name given to the radar echo from such targets as rain, snow, 
etc. It is not unusual for a radar to be rendered useless because precipitation clutter is suf-
ficiently strong and extensive to hide the presence of a desired target (such as an aircraft). 
Because raindrops are substantially spherical (or at least much more so than an aircraft), 
they qualify as symmetrical reflectors. As mentioned in Section 26.1, a circularly polarized 
antenna is unable to see its own image in a symmetrical reflector. Therefore, if the radar 
antenna is circularly polarized, the echo from a symmetrical target such as a spherical 
raindrop will be circularly polarized with the wrong sense to be accepted by the antenna 
and will not be received. The echo from a composite target such as an aircraft will have 
scrambled polarization and will usually contain a polarization component to which the 
circularly polarized radar antenna can respond.

In other words, if the radar antenna is perfectly circularly polarized and the clutter is 
caused by spherical raindrops, the clutter cancellation will be perfect, enabling the presence 
of an otherwise-hidden composite target to be detected. When the radar antenna is ellipti-
cally polarized, the cancellation of an echo from symmetrical targets will not be complete; 
also, if the antenna is circularly polarized and the target is not symmetrical, cancellation 
will not be complete.

Cancellation ratio (CR) is defined as the ratio of radar power received from a symmetri-
cal target when using a precipitation-clutter-suppression technique to the power received 
from the same target when not using the suppression technique. Cancellation ratio is not the 
same as cross-polarization ratio. Figure 26-11 shows cancellation ratio as a function of the 
polarization ellipticity of the antenna illuminating the symmetrical target.

Cancellation ratio, expressed in decibels, is related to the antenna polarization ellipticity by

 CRdB = −
+







20

1
1

2

2log
E
E

 (26-4)

Note that the polarization ellipticity E is the ratio of minor to major axis (field quantities) 
and that the bracketed fraction is a voltage ratio.

Table 26-4 shows the extent of cancella-
tion of various targets when the antenna is 
perfectly circularly polarized.

The use of circular polarization results in 
some reduction in the radar power received 
from an aircraft target also. The reduction can 
vary over wide limits, depending on aircraft 
type, aspect ratio, wavelength, etc., and by its 
nature it can only be described statistically. 
However, reduction values well under 10 dB 
are often observed. Additionally, dense pre-
cipitation usually does not completely sur-
round a radar at all ranges, but tends to occur 
in patches. The net improvement in apparent 

FIGURE 26-11 Cancellation ratio as a 
function of polarization ellipticity
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signal-to-noise ratio (that is, the desired aircraft-target signal to precipitation-clutter noise) 
obtained by using circular polarization for precipitation-clutter suppression is worthwhile, 
with net improvement in the 10- to 20-dB area being readily achievable.

26.3 ANTENNA POLARIZATION  
AND POLARIZATION SYNTHESIS

Circular polarization can be achieved by a combination of electric and magnetic antennas 
provided that the fields produced by these antennas are equal in magnitude and in time-
phase quadrature. A simple case of this combination is a horizontal loop and a vertical 
dipole.17 The time-phase-quadrature relationship is a fundamental relationship between 
the fields of a loop and a dipole when their currents are in phase. If the loop and dipole are 
oriented as in Figure 26-12, the fields in the plane of the loop are given by

 E jCJ ka eL
j wt kr= −

1( ) ( )  (26-5)

 E C eD
j wt kr= −

1
( )  (26-6)

where

C and C1 = constants
k = 2p/l
l = free-space wavelength
a = radius of loop
r = distance from center of loop
J1 = Bessel function of the first order

provided that the currents in the loop and dipole are in phase. Thus, if

 CJ ka C1 1( ) =  (26-7)

the resulting field of the combination will be circularly polarized. Equation 26-7 will be true 
if the loop diameter is less than about 0.6 wavelength and the dipole length is less than a 
half wavelength. In this particular combination it should be noted that the resulting radiation 

Target

Return Using Circular 
Polarization Relative 
to Return Using Linear 
Polarization

Sphere Complete cancellation

Disk facing radar Complete cancellation

Large sheet facing radar Complete cancellation

Wire grating facing radar  
(wires parallel to linear 
polarization for that case)

6-dB cancellation

Double-bounce corner reflector Zero cancellation

Triple-bounce corner reflector Complete cancellation

TABLE 26-4 Cancellation of Various Targets for Circular 
Polarization
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pattern is circularly polarized at all points since the individual pattern of the loop and dipole 
are essentially the same. However, in practice this is difficult to obtain, except over narrow 
bandwidths, because of the different impedance characteristics of the loop and dipole.

A second combination is shown in Figure 26-13, consisting of two vertical half-wave-
length-long cylinders in which vertical slots are cut.17 Feeding the two vertical cylinders 
will give a vertically polarized omnidirectional pattern in the plane normal to the axis of 
the cylinders, while feeding the two slots will give a horizontally polarized pattern in the 
same plane. If the power to both feeding arrangements is adjusted to be equal and the phase 
adjusted by controlling the length of the feedlines so that the two are in time-phase quadra-
ture, the resulting pattern will be circularly polarized.

A combination of a slot and a dipole has been developed for a more directional antenna, 
e.g., as an element for a phased array.18 The configuration, which is shown schematically 
in Figure 26-14, uses a waveguide as the slot and a printed dipole as the complementary 
element. Since the waveguide and dipole radiation patterns track over a wide range of 
angles, this combined element can be used to generate any arbitrary polarization by con-
trolling the complex excitations of the individual elements. Some overall degradation in 
the polarization performance will result from the difference in phase centers between the 
two individual elements.

The normal radiation (broadside) mode of a helix can also be considered as a combina-
tion of electric and magnetic antennas (dipoles and loops) producing circular polarization. 
This type of antenna has been discussed in Chapter 13.

A pair of crossed slots in the broad wall of a rectangular waveguide in which the field 
configurations in the waveguide are such that one slot is in time-phase quadrature with the 
other can also be considered as a combination of electric and magnetic antennas producing 
circular polarization. The combination will be discussed in greater detail shortly.

Two or more similar antennas when properly oriented in either time phase or space 
phase or a combination of body may be used to give a circularly polarized radiation 
field. A simple case is a pair of crossed half-wavelength dipoles. In Figure 26-15 circular 
polarization is obtained by having the equal currents in the dipoles in phase quadrature. 

FIGURE 26-13 Slotted-cylinder 
circularly polarized antenna

FIGURE 26-12 Horizontal 
loop and vertical dipole

FIGURE 26-14 Slot-dipole 
element

FIGURE 26-15 Crossed 
dipoles—current in phase 
quadrature
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Radiation is right-circularly polarized in one direction and left-circularly polarized in the 
opposite direction. If the pair of crossed dipoles is fed in phase and separated in space by  
a quarter wavelength as shown in Figure 26-16, circular polarization is again produced; 
however, the sense is the same in both directions. In both combinations the resulting field 
is circularly polarized only on axis. The deviation in circularity as a function of the off-
axis angle is plotted in Figure 26-17.

Another case of a simple combination of similar antennas to produce circular polariza-
tion is a pair of narrow slots at right angles and located at the proper point in the broad wall 
of a rectangular waveguide.19 This may be explained by noting that the equations for the 
transverse and longitudinal magnetic fields of the dominant (TE10) mode in a rectangular 
waveguide (see Figure 26-18) are

 H H
a

x
ax = − 



0

2

1
2
λ π

sin  (26-8)

 H jH
a

x
az = − 0 2

λ π
cos  (26-9)

FIGURE 26-16 Crossed dipoles—
current in phase—l/4 separation

FIGURE 26-17 Deviation of circularity 
as a function of off-axis angle for a pair of 
crossed dipoles

FIGURE 26-18 Field configu-
ration, TE10 mode
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From these two equations it may be seen that the fields are in phase quadrature and there 
are two values of x at which |Hx| = |Hx|. The values of x are given by

 x
a a= ± 





−












−
π λcot 1

2
2

1  (26-10)

Two crossed slots at either of these points will then radiate circularly polarized energy. 
Figure 26-19 is a plot of x versus l over the wavelength range between the cutoff of the 
TE10 and TE20 modes. The orientation of the slots is arbitrary, and they may be made reso-
nant and thus radiate a large amount of power (see Chapter 8). The theoretical axial ratio 
for x = a/4 is shown in Figure 26-20, which gives circular polarization at a frequency for 
which l = 2a/ 2 .

26.4 DUAL-MODE HORN RADIATORS

A conventional waveguide horn may be used for the radiation and beaming of circularly polar-
ized waves provided that it is fed with waveguide capable of propagating vertically and hori-
zontally polarized waves simultaneously. The horn may be either symmetrical or asymmetrical, 
that is, square (round) or rectangular (elliptical). Figure 26-21 illustrates two types.

FIGURE 26-19 Position of crossed slots 
for circular polarization versus wavelength

FIGURE 26-20 Theoretical axial ratio for 
x = a/4

FIGURE 26-21 Examples of symmetrical and asym-
metrical dual-mode horns
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Symmetrical Case

A circularly polarized field will be obtained on the peak of the radiation pattern when the 
horn is fed through the square waveguide with equal-amplitude vertically and horizontally 
polarized modes arranged to be in quadrature. The radiated field will not, in general, be 
circularly polarized at other points on the radiation pattern because the vertically and hori-
zontally polarized radiation patterns will have different beamwidths.

There are several methods useful in compensating for the two different beamwidths. 
Figure 26-22 shows two methods applied to the azimuth plane only of the horn. In actual 
practice, it is necessary to apply one of these methods (usually method B) to the elevation 
plane as well as to the azimuth plane.

When designing a circularly polarized horn for some specific radiation-pattern width, 
the standard design methods (such as those in Chapter 6 and Rhodes20) are applicable, 
bearing in mind, of course, that an E-plane dimension for one polarization is an H-plane 
dimension for the other and also bearing in mind the effects of any compensating scheme.

When the horn is designed along conventional pyramidal or sectoral lines, phase track-
ing for the vertically and horizontally polarized fields is usually not a problem; that is, the 
radiation centers of phase for the two polarizations are sufficiently close so that differential 
phase-shift variations over the radiation pattern usually do not exceed about 10 to 15° 
within the tenth-power points on the beam.

Horns are sometimes constructed with a wide flange around the aperture for mechanical 
reasons. On small horns especially, the flange width should be no larger than necessary to 
avoid degradation of phase tracking.

Simple conical horns have beamwidths more alike for the two principal polarizations 
than do pyramidal horns. Controlled excitation of TM11 modes can further refine beam-
width matching. However, such structures are not as conveniently connected to square or 
rectangular waveguide as pyramidal horns.21

Corrugated conical horns offer excellent radiation-pattern amplitude and phase tracking 
for the two principal polarizations over bandwidths of half an octave3 or more.

Measurements reported in the literature22 show that cross-polarization components sup-
pressed 30 dB or more from 8 to 11 GHz over all angles within approximately ±45° of 
boresight. The conical-horn geometry is shown in Figure 26-23. These structures tend to 
be larger for a given beamwidth than those of Figure 26-22 and may limit the closeness of 
adjacent secondary-beam pointing when they are used as juxtaposed feeds. Figure 26-24 
shows the relationship between polarization ellipticity and cross-polarization component.

FIGURE 26-22 Two methods of compensating dual-mode horns 
for improved circularity
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Asymmetrical Case

The preceding discussion is also applicable to asymmetrical horns, except that circularly 
polarized fields on the peak of the radiation pattern will not be obtained unless allowance 
is made for the difference in phase velocity of the vertically and horizontally polarized 
waves within the asymmetrical-horn flare. The differential phase shift may attain quite 
large values. For example, a measured differential phase shift of about 220° has been 
observed at 2800 MHz in a horn having a flare length of about 14 in (356 mm), a width 
of 2.84 in (72.1 mm), and a height of 7.8 in (198 mm).

The magnitude of differential phase shift can be computed to an accuracy of perhaps 
10 percent by evaluating the integral

 Differential phase shift
Vpo

= −[ ( ) ( )]β β  d
ll Hpol0

L

∫  (26-11)

in which L is the flared length of the horn and b() is based simply on the appropriate width 
of the flare and the operating wavelength. Figure 26-25 shows the information in detail. 
Note that the differential phase shift may vary fairly rapidly with frequency. In the example 
mentioned earlier, the differential phase shift increased by about 15° for every 100-MHz 
decrease in frequency between 2900 and 2700 MHz.

Methods of Obtaining Quadrature

Quadrature phase relationship between two orthogonally polarized modes in round or 
square waveguide may be achieved by any of the following techniques:

1. Rectangular or elliptical cross section

2. Ridge guide

3. Dielectric slab

4. Multiple-lumped-element loading

5. Turnstile junction

FIGURE 26-23 Section through conical corru-
gated horn—9-GHz nominal design frequency

FIGURE 26-24 Relationship between polariza-
tion ellipticity or axial ratio and cross-polarization 
component
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The choice of method must be based on the application, keeping such things in mind 
as ease of design, bandwidth, power-handling capacity, ease of adjustment, and ease of 
fabrication. Table 26-3 shows the trend of these characteristics in order.

The first three methods listed in the table are based on causing the phase velocity of the 
vertically and horizontally polarized modes to differ within the same section of waveguide. 
This section of waveguide will then be of different phase length for the two polarizations. 
Selection of the appropriate length to furnish the requisite differential phase shift is the last 
step in the design process.

For example, a rectangular section of waveguide carrying TE01 and TE10 modes and 
having internal dimensions a and b will produce differential phase shift at the rate of
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FIGURE 26-25 Method of determining differential 
phase shift in a sectoral horn

Method
Ease of 
Design Bandwidth

Power-handling 
Capacity

Ease of 
Adjustment

Ease of 
Fabrication 
(small quantity)

Rectangular or 
elliptical cross-
section guide

1 5 1 5 4

Ridge guide 4 3 2 2 3

Dielectric slab 5 2 5 3 1

Multiple-lumped-
element loading

2 1 3 1 2

Turnstile junction 3 4 4 4 5

TABLE 26-3 Preference Trends for Methods for Obtaining Phase Quadrature
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The values for a, b, and l must be in the same units, of course. If such a section is to 
be connected to a square waveguide, it will be necessary to employ a suitable intermediate 
transformer section. Quarter-wavelength sections having an impedance equal to the geo-
metric mean of the input and output impedances are satisfactory. Note that the differential 
phase shift (which can be computed with the aid of the preceding formula) of the trans-
former will contribute to the total.

Ridge waveguide can be handled in the same manner as the preceding rectangular guide. 
In the ridge case, however, the quantities 2a and 2b in the preceding expression should be 
replaced with lCUTOFF for TE01 and lCUTOFF for TE10, respectively.

Dielectric-slab loading in a square waveguide will also produce a difference in phase 
velocity for the two modes of interest. Figure 26-26 provides details for a typical dielec-
tric loaded waveguide. Just as earlier, it is necessary to provide means for obtaining an 
impedance match at each end of the phasing section. It is not sufficient as a rule to have 
the phasing section as a whole appear 
matched; it is important to have each end 
matched separately. If this precaution is not 
observed, it will be very difficult to predict 
total phase shift as well as the change in 
phase shift with a change in geometry. 
Consequently, adjustment or tailoring is 
difficult. Power-handling capacity will be 
somewhat lower in the loaded waveguide 
than in the unloaded case.

Lumped-element loading in a square 
waveguide has also been used success-
fully. The use of probe pairs is particularly 
convenient. Pair doublets and pair triplets 
are the most common, with the latter 
providing greater bandwidth and greater 
power-handling capacity for a given dif-
ferential phase shift. Figure 26-27 shows 
design data for the doublet and triplet 
cases. The length of the probe necessary 
for a given value of susceptance is shown 
in Figure 26-28.

Circularly polarized waves can be gen-
erated directly in a waveguide junction 

FIGURE 26-26 Differential phase shift in a partially loaded square waveguide

FIGURE 26-27 Probe phase-shifter design
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known as a turnstile junction (not to be confused with a turnstile antenna). The general 
geometry is illustrated in Figure 26-29.

Dual-Mode Generation

The generation of two orthogonally polarized modes in a section of square or round wave-
guide can be accomplished in several ways, of which the two most common are

1. Coaxial cable probes at right angles

2. Conventional rectangular waveguide inclined at 45°

The second case is particularly convenient because the ratio of magnitudes of the verti-
cally and horizontally polarized waves can be altered merely by altering the inclination of 
the rectangular guide.

In generating and guiding dual modes in square or round guide, care should be employed 
to keep the geometry symmetrical about each of the two principal longitudinal planes. Any 
asymmetry will tend to excite the TM11 or TE11 modes. For square or round guide, these 
two modes will usually not be very far from cutoff. For example, in square guide, with 
dimensions a high and a wide, cutoff for the TE01 and TE10 modes occurs at l = 2a. The 
cutoff for TM11 and TE11 modes occurs at l = 2 2a , or only about 41 percent above cutoff 
for the dominant modes.

In all the discussion earlier concerning phase shift, it has been assumed that there is an 
impedance match for each of the generated dual modes. The existence of mismatch may 
produce an unexpected alteration in the phase shift. For example, if there is a perfect match 

FIGURE 26-28 Susceptance as a function of probe penetration

FIGURE 26-29 Turnstile junction
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for both the vertically and the horizontally polarized modes and the differential phase shift 
noted, the appearance of a mismatch in one of the modes may produce a change in differ-
ential phase shift, as shown in Figure 26-30. If the same magnitude of mismatch appears in 
both modes, the change may be as large as twice that of Figure 26-30.

26.5 MICROSTRIP PATCH RADIATORS

Circular polarization can be produced by microstrip patch antennas in a variety of manners. 
The methods for producing CP in a patch antenna are often described as either single or 
dual feed types. Dual feed patches are normally fed at two points on the antenna with equal 
amplitude and 90º out of phase using either a hybrid power divider or a quarter-wave offset 
feed.23 Dual feed methods have the advantage of being conceptually easier to design even 
though they require external components. The single feed method must excite two orthogo-
nal modes with one feed and without the use of external hybrids. This is accomplished by 
carefully choosing the radiating patch geometry such that orthogonal degenerate modes are 
properly excited to produce circular polarization. These degenerate modes have equal or 
nearly equal amplitudes and radiate in directions orthogonal to each other.

Figure 26-31 shows three common methods of creating circular polarization in a square 
or nearly square patch with a single feed. The antenna in Figure 26-31a is an asymmetric 
or nearly square patch24 that has one edge length slightly greater than the other, ∆ / a  1. 
Feeding the antenna at either point 1 or 3 will excite the mode normal to that particular edge, 

FIGURE 26-30 Possible phase variation with standing-
wave ratio

FIGURE 26-31 Single feed microstrip patches for circular polarization. Dashed lines represent single feed 
locations capable of producing circular polarization.

(a) (b) (c)
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and the antenna will behave as a linearly polarized microstrip patch antenna. However, if 
the antenna is fed from either point 2 or 4, or along either patch bisecting diagonal, two 
orthogonal modes will be excited and circular polarization will be created. It is possible to 
produce either right- or left-hand sense circular polarization depending on the selection of 
feed location. The position of the feed along the diagonal also has a significant impact on 
the input impedance seen by the patch.

The antenna in Figure 26-31b is a corner-truncated square patch. Two opposing corners 
are trimmed a small amount, ∆, where ∆ / a ∼ 0.1. This antenna creates circular polar-
ization in a manner similar to the nearly square patch of Figure 26-31a by creating two 
orthogonally degenerate modes from the slight perturbation in antenna geometry due to 
the truncated corners.25 In this case, however, the antenna must be fed from point 1 or 3, 
or from a point along either of the antenna center lines. Both right- and left-hand sense cir-
cular polarization may be established with this geometry depending on which feedpoint is 
chosen. If the antenna is fed along the diagonals, only linear polarization will be produced. 
The antenna in Figure 26-31c is a slotted patch, and it also produces circular polarization by 
creating a small perturbation in the geometric symmetry. This antenna has a diagonal slot 
cut in the radiating patch that is angled at 45º from the patch edge. The length and width of 
the slot are design dependent. Like the truncated square patch, the slotted patch must be fed 
from either point 1 or 3, or from either of the lines that are diagonal to the patch geometry 
perturbation to produce circular polarization along. Additional details on the subject of 
microstrip patch antennas can be found in Chapter 7.

26.6 TRANSMISSION- AND REFLECTION-TYPE 
POLARIZERS

A transmission polarizer is an anisotropic propagation medium whose anisotropy is adjusted 
to achieve time (i.e., phase) quadrature for two waves whose (linear) polarization vectors 
are mutually orthogonal. Such polarizers operate independently of the nature of the source 
of the waves, are often relatively bulky and awkward to adjust, can be very inexpensive to 
manufacture, and can have very high power-handling capability.

The simplest type of polarizer is a parallel-
metal-plate structure (see Figure 26-32). In this 
structure, the incident linearly polarized energy 
is inclined 45° to the metal-plate edges, so that 
there are two equal field components, one par-
allel to the plates and one perpendicular to the 
plates. The component perpendicular to the 
plates passes through the structure relatively 
undisturbed, while the component parallel to 
the plates experiences a phase shift relative 
to free-space propagation. If the spacing and 
length of the plates are adjusted so that the field 
parallel to the plates advances l/4 with respect 
to the field perpendicular to the plates, the two 
fields at the exit of the plates result in a cir-
cularly polarized wave. This structure is com-
monly referred to as a quarter-wave plate.

Any anisotropic dielectric can be used as a 
transmission-type polarizer, provided only that 

FIGURE 26-32 Parallel-plate polarizer
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positioning and properties result in two equal-amplitude, quadrature-phased linearly polar-
ized waves at the exit port.

There are several ways to produce such anisotropy: (1) parallel metal plates,26,27  
(2) parallel dielectric plates28 (see Figure 26-33), and (3) a lattice structure composed of 
strips or rods.29,30 The first two methods are the heaviest, while the last two are the least 
frequency-sensitive. An unfortunate complication in design and adjustment of the sim-
plest configurations is caused by imperfect impedance matching at the entrance and exit 
ports; in general, it is different for the two principal polarizations. Unwanted amplitude 
and phase effects result, including the result of a nonunity standing-wave ratio (SWR) 
inside the polarizer.

A variation of the Method 3 just mentioned is the meander-line polarizer.31–34 
Figure 26-34a shows a typical meandering configuration of a thin metal conductor sup-
ported on a dielectric sheet. In general, a greater number of layers of such sheets yields 
greater bandwidths, just as in multiple discontinuities used for broadband transmission-
line transformers.

FIGURE 26-33 Parallel-dielectric-plate polarizer

FIGURE 26-34 Typical meander-line dimensions 
and radome applications: (a) Typical nominal dimen-
sions of conductors on a layer (not to scale); (b) Four-
layer polarizer-radome on a horn, illustrating orientation 
angle of typical conductors (not to scale)
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Kotlarenko31 reports bandwidths of 1.7 to 1 for axial ratios of less than 3 dB for inci-
dence angles ranging over 30° when using a six-layer design. A five-layer design used at 
normal incidence yielded axial ratios under 3 dB for bandwidth exceeding an octave.

Epis34 reports axial ratios under 3 dB over bandwidths of 1.75 to 1 by using a four-layer 
meander-line structure as a horn radome and a bandwidth exceeding 2.5 to 1 with axial 
ratios below 1.8 dB with six layers.

Reflection-type polarizers are essentially half-length transmission-type polarizers 
mounted on a conducting sheet. The simplest type of reflection-type polarizer is a series 
of closely spaced metal vanes, one-eighth wavelength high, on a conducting sheet. The 
incident energy is polarized at 45° to the vanes, so that the component parallel to the vanes 
is reflected by edges of the vanes and the component perpendicular to the vanes is reflected 
by the conducting sheet, thus delaying it 90° with respect to the parallel component and 
producing circular polarization. In general, any of the anisotropic propagating systems 
described earlier may be halved longitudinally and, with proper design, mounted above a 
conducting sheet to form a reflection polarizer.

Circular polarization may also be obtained via reflection from a conventional lossless 
dielectric when the dielectric constant e exceeds 5.8 and the incidence angle q satisfies the 
condition sin2 q = 2/(e + 1).35

26.7 POLARIZATION MEASUREMENTS

The measurement of circularly polarized antennas or antennas of unknown polarization is 
generally similar to that of other antenna types, except that it is often necessary to measure 
the state of polarization (degree of polarization ellipticity, or axial ratio) as well as the other 
more customary parameters. Several methods are commonly used to measure the additional 
parameters required to characterize antenna polarization. These methods include the radiation 
pattern methods, polarization pattern meth-
ods, amplitude-phase methods, and multiple 
component methods.36

The radiation pattern method is conve-
nient and is generally performed using either 
a single linearly polarized probe antenna or 
two orthogonally polarized antennas. In the 
single antenna variation, the probe antenna is 
arranged to rotate about its boresight axis at 
an angular velocity, wp, as the unknown test 
antenna is rotated through its desired pattern 
cut at an angular velocity, wq . Provided that 
the rotational velocity of the probe is much 
quicker than the rotational velocity of the test 
antenna (wp  wq), the resulting pattern will 
give the ellipticity magnitude as a function of 
the pattern angle. This method, however, will 
not give the right-hand or left-hand sense, 
which must be separately determined.

Attention is called here to the unusual 
degree of sensitivity of polarization mea-
surement to small distorting influences 
of secondary paths in a measuring setup. 
Figure 26-35 illustrates the conditions.

FIGURE 26-35 Influence of the reflected wave 
on the measurement of a circularly polarized wave
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27.1 INTRODUCTION

Following the experimental validation of James Maxwell’s electromagnetic theory in 
1884 by Heinrich Hertz, the first real technological application using electromagnetic 
waves in transmitting information signals was carried out by Guglielmo Marconi at the 
beginning of the 20th century.1 Marconi realized from the beginning of his work that the 
use of vertical metallic towers as antennas enables the radiation of low-frequency (LF) 
waves in the region of 50–100-kilohertz (kHz) and also provides efficient propagation by 
the ground wave propagation mechanism, although the exact computation of the field in 
this mode went through much testing, starting from the pioneering work of Sommerfeld 
and lasting into the 1940s with the work of Norton.2 During this early period of radio 
communications, it was also realized that vertical mounted antennas could support long-
distance ionosphere communication links of single or multiple hops. Because of this, 
in the early period of radio communication systems the broadcasting and point-to-point 
links mostly used vertical monopole antennas constructed by using vertical metallic 
towers and utilizing the low- (30–300-kHz) and medium- (300–3000-kHz) frequency 
bands. Despite the growing use of higher frequencies—starting in the 1930s with the 
high (3–30 MHz) and later very high (30–300 MHz), ultra high (300–3000 MHz), and 
microwave (>3 GHz) frequencies—the importance of low and medium frequencies has 
not diminished, because they offer unique properties such as very stable propagation 
conditions and the ability to penetrate the sea and earth.

A fundamental difficulty in achieving efficient radiation at low frequencies is the 
necessity of having antenna dimensions comparable to radiation wavelength (l) in the air. 
Restricting the antenna geometry to a vertical monopole of height h, the radiation efficiency 
drops with the ratio (h / l)2 as the wavelength increases. Maximum efficiency is obtained 
if the antenna height is h = l /4, also providing that a good match to a low-impedance 
transmission line (50-Ω) is achieved. For medium frequencies (MF) at 600 kHz at the 
radiation wavelength l = 500 m, maximum efficiency is achieved if h = 125 m, which 
doesn’t pose a serious construction problem. However, at the low edge of low frequencies 
with a corresponding height of much more than 500 m, you have to restrict the antenna 
height to less than 400 m. The basic environmental condition restricting the antenna height 
is the wind load. In particular, wind loads exhibiting no homogeneity along the vertical axis 
could pose serious challenges to the mechanical stability of the mast. Earthquake-induced 
forces are not significant.

Although the possible radiation mechanism at low frequencies is not restricted only 
to a vertical monopole, as will be discussed later in Section 27.5, vertical monopole 
antennas predominately are used in constructing very-low- (10–30-kHz) and low-
frequency (30–300-kHz) radiation systems.

Another unique property of low-frequency antennas is related to the insignificance of 
the receiving antenna’s dimensions. This is because at low frequencies atmospheric noise 
exceeds the receiver internal noise, and therefore the receiver output signal-to-noise power 
ratio is independent of antenna efficiency and size.

27.2 FUNDAMENTALS OF VERTICAL MONOPOLE 
ANTENNA RADIATION PROPERTIES

The radiation properties of a vertical monopole antenna, shown in Figure 27-1 and having 
height h, are easily computed by using the image theory, assuming the earth surface is a perfect 
conductor. For an earth medium with good conductivity s > 0.01 S/m (Siemens/meter),  
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in practical terms, the ground surface can be assumed to have perfect conductivity. Usually 
wire grids (see “VLF and LF Antennas” in Section 27.3) are used to achieve good conductivity 
in the vicinity of the antenna. Therefore, to understand the fundamental radiation properties of 
low-frequency vertical monopole antennas, the earth surface could be assumed to be a perfect 
conductor. Then, based on fundamental concepts of antenna theory, the total electric current 
distribution on the vertical antenna tower is almost equal to a sinusoidal function as

 I z I k h z k h( ) sin( ( )) /sin( )≈ −0 0 0
 (27-1)

where z is the distance measured from the base of the monopole, I0 is the base current, and 
k0 = 2p / l is the free space propagation constant. At very low frequencies (VLF), h  λ, 
Eq. 27-1 reduces to a linear relationship, I(z) ≈ I0k0 (h − z)/h. The antenna characteristics 
are defined in terms of its radiation resistance

 Rr = 160p2 (he / l)2  (27-2)

where he is the equivalent antenna height computed by the equation

 h
I

dzI ze

h
= ∫

1

0 0
( )  (27-3)

The antenna radiation efficiency is computed as the ratio of the radiated power to total 
power fed to the antenna:

 η = +
R

R R
r

r l

 (27-4)

where Rl is the total loss antenna resistance representing the non-radiated power consumed 
by the antenna structure and the ground medium in the vicinity of the monopole.

The radiation pattern that is identical to a Hertzian dipole is defined in terms of radiated 
power density (W / m2) in free space:

 P P( ) ( / )sin ( )θ π θ= 2 2
 (27-5)

FIGURE 27-1 Vertical monopole antenna geometry
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where the radiation power density at the horizontal plane is

 P
k h I

r
e( / )

.
π 2

22 75 0
2 2

0
2

2=  

where r  λ is the distance of field measurement point and q is the angle between the verti-
cal axis and the position vector.

From the early period of radio engineering (1910–1920), it was understood that the 
efficiency of a monopole antenna can be increased significantly by making the antenna 
current as constant as possible along the vertical axis. This is achieved by loading the antenna 
top with various conductor structures, as shown in Figure 27-2. Usually, a symmetric radial 
network of wire conductors as shown in Figure 27-2c is used. The loading increases the 
equivalent antenna height and therefore the radiation efficiency.

Top-loading increases the equivalent antenna height, he, and thus the radiation resis-
tance and radiation efficiency. The antenna loading is accounted for by the existing capaci-
tance, C0, between the top-loading and ground. The equivalent antenna height, he, can be 
computed by using Eq. 27-3 and the current distribution:

 I z I k h s z k h s( ) sin( ( ))/sin( ( ))≈ + − +0 0 0
 (27-6)

where s is the slant length of the top-loading wires.
In modeling the low-frequency antenna, the equivalent circuit shown in Figure 27-3 is 

used for the input impedance of the monopole.
Based on the equivalent circuit, the input impedance of the antenna can be computed 

as follows:

 Z R j L j C R jXT T Tin = + − = +( ) / ( ) ( )ω ω ω ω ω1  (27-7)

where RT = Rr + Rl is the total antenna base resistance, L is the antenna mast inductance, 
and C = Ca + C0 is the total (mast plus the top-loading wires) antenna capacitance. The 
reactance (imaginary) part of the impedance can be written in terms of the antenna reso-
nance frequency

 ω0 1= / LC  (27-8)

as follows:

 X LT ( ) ( ( / ) )ω ω ω ω= −1 0
2  (27-9)

FIGURE 27-2 Three types of top-loading monopole antennas: (a) inverted L, (b) T top-loading, and  
(c) radial wire top-loading
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Usually at VLF (3–30 kHz) the operation frequency is much less than the resonance 
frequency.

A critical parameter, especially at frequencies less than 100 kHz, is the antenna bandwidth 
determining the available communication channel capacity or the maximum data bit rate of 
transmission.3 The intrinsic 3-dB antenna bandwidth is computed3 using the definition of 
the quality (Q) parameter of the equivalent circuit of Figure 27-3:

 BW f Q Ch fe0
7 2 41 102458 10= = −/ . *  (27-10)

where f = w / (2p) is the operation frequency. The overall bandwidth of the system is 
determined taking into account the antenna losses and is

 BW BWl = 0 /η  (27-11)

Above 150 kHz the antenna bandwidth restriction is limited, and traditionally, monopole 
antennas are used to broadcast double-side amplitude modulation signals.

The most common broadcast antenna type used in the frequency region of VLF, LF, and 
MF is the vertical monopole. However, in theory other types of antenna, especially vertical 
loop antennas, have been suggested to cope with the difficulty of constructing very tall 
masts needed at the low edge of the spectrum. This topic is analyzed in Section 27.4.

27.3 PRACTICAL LOW- AND MEDIUM-ANTENNA 
STRUCTURES: DESIGN AND CONSTRUCTION BASICS

Design and construction of low-frequency antennas poses formidable civil engineering 
tasks primarily having to do with the erection of the metallic tower structures, which could 
be as high as 400 m. Concerning the electromagnetic properties of the antenna, issues to 
be addressed are

● The conductivity properties of the ground environment where the antenna is to be 
installed and, in case of poor conductivity (<10−2 S / m), mounting the antenna inside the 
earth grid of wires

● Metallic mast, supporting steel ropes, and top-loading wires as well as high-voltage insulators 
to be used in connecting structures of different voltages and the antenna base insulator

● Antenna matching unit to achieve tuning of the antenna capacitive impedance to low-
impedance (50-Ω) power amplifier output

Next, these issues are addressed for VLF, LF, and MF antennas.

FIGURE 27-3 Monopole antenna equivalent circuit: L = antenna 
inductance, C0 = top-loading capacitance, Ca = antenna mast capaci-
tance, Rr = radiation resistance, Rl = total loss resistance, and  
∆C = antenna feedpoint leak capacitance

Antenna
Input

∆C Cα Co

L Rr Rl
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VLF and LF Antennas

The most common antenna structure used at the 16-200-kHz band is the base-insulated 
top-loaded antenna already shown in Figure 27-2c. Alternative structures, as shown in Fig- 
ure 27-2a and b, have also been used in the past, such as T- and inverted-L-shaped antennas. 
A spiral top-loading structure also has been proposed to achieve relatively small size, low 
feed voltage, and even to reduce the tuning circuit inductor size.4 Increased capacitance for 
VLF umbrella radial-wire top-loading antennas using multiple-wire rib construction also 
has been analyzed.5 The use of this type of top-loading wiring provides an approximately 
20 percent increase of capacitance without any serious change of effective height of the 
monopole antenna. Other types of structure such as “Tratic” and “Trideco” antennas, shown 
in Figure 27-4, have been used in transmitting high power levels. The capability of lowering 
top-load wires without appreciably losing efficiency is an important property of this type of 
multiwire antenna.

The most commonly used structure is the base-fed monopole antenna using an umbrella 
type top-loading structure. Figure 27-5 shows various parts of this type of antenna. A site-
assembled triangular tower of up to 600 m is used to construct the monopole. A highly 
critical component is the base ceramic insulation, which should provide sufficient high-
voltage strength. In practical terms the base voltage is limited to 250 kilovolts (kV), thus 
restricting the highest power to be transmitted by each monopole antenna. The top-load-
ing consists of 16–24 steel wires of 1–1.5-inch diameter connected directly to the tower’s 
top point, and then the active wires are discontinued by an insulator and continue with 
supporting guy wires, which are anchored to the ground through a second insulator to 
reduce the induction of loop currents due to capacitive coupling to supporting guy wires. 
The angle between the tower axis and active top-load wires should be larger than 50–60° 
to reduce the self-shielding phenomenon of the top-load wires. In addition to top-loading 
insulated guy wires, the tower should be supported by guy wires to the ground with a 
120° angle separation at two or three levels along the tower height to provide sufficient 
resistance to wind load. For the supporting wire, guy insulators should be placed both 
at the tower and the ground anchoring point. Assuming the monopole height is h, the 
space to be allocated for the antenna installation should have a diameter of at least 3.5h.  

FIGURE 27-4 Tractic and Trideco VLF antennas
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In Figure 27-6 the variation of top-load capacitance with the number of wires is shown 
for an antenna of h = 250 m height and top radial wires geometry shown before and 
depicted also in Figure 27-6. The computation was carried out by a method of moments 
(see Section 27.4).

Conductors Used in VLF-LF Antennas

The choice of conductor wires and structural cables is a critical issue. Top-loading con-
ductors should have as low resistance as possible, taking into account the skin effects to 
guarantee low radio frequency (RF) losses. Furthermore, active wires should have adequate 
tensile strength and minimum weight. The conductor diameter and total conductor area 

FIGURE 27-5 Umbrella-type top-loading VLF antenna: (a) LF antenna mast, (b) LF antenna supporting 
guys, (c) LF antenna base insulator-feeding point, and (d) LF top-loading

(a) (b)

(c) (d)
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must be sufficient to limit the surface potential to prevent a corona. A method developed 
by Wheeler6 provides a solution based on the average current flowing through the wires 
toward the ground per unit wire surface area. By using this method, the average voltage 
gradient on the conductor surface is

 
E

h A
P xc

e c

( / ) ( )kV mm watts= −3
2

10 10
2

6λ
π  

where Ec is the electric field intensity measured in kV/mm, Ac is the total wire surface in 
m2, and he and l are measured in meters.

Electric power transmission cables such as concentric-layer, 
aluminum-clad steel or aluminum wire, aluminum-clad wire 
core, aluminum conductor, steel-reinforced type ropes could 
be used. The cables that have proved to be more suitable are 
aluminum-clad, steel-core wires (designated as AW), which are 
shown in Figure 27-6.

Usually a symmetric umbrella-type top-loading structure is 
used. However, non-symmetric top-loading could also be used 
in case of unavailability of ground space around the monopole. 
It is important to achieve sufficient top-load capacitance, C0, to 
achieve sufficient equivalent monopole height, he.

Antenna Insulators

An insulator typically comprises an insulating core that extends 
between two electrodes that are maintained at significantly 
different electrical potentials. Insulators have been made with 

FIGURE 27-6 Variation of top-loading capacitance for an umbrella-type 
radial-wire conductor

FIGURE 27-7 Cross sec-
tion geometry of wire con-
ductor

Steel
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Aluminum-ched
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various materials. High-voltage electrical  insulators for use at voltages in excess of about 
1 kV, and typically at 24 kV, can be made from porcelain, glass fiber, or solid polymeric 
material. Porcelain has good electrical properties but is heavy and brittle, thus having low 
resistance to mechanical forces. Glass fiber rod impregnated with an epoxy resin is of lighter 
weight but generally has inferior electrical performance to porcelain in outdoor applications, 
or must be environmentally sealed. A composite insulator contains a structurally strong core 
or rod typically made of fiberglass, a series of electrically insulating sheds, and two metal 
end fittings crimped onto the exposed ends of the electrical insulator. Electrical polymer 
insulators are used in power transmission and distribution systems to provide mechanical 
support for the conductors and to provide electrical insulation between the high-voltage 
conductors and grounded tower structures. Polymer insulators are made by covering the 
outer periphery of a core member made of an fiberglass reinforced plastic (FRP) with shed 
portions made of silicone rubber. Solid polymeric material combines the advantages of light 
weight and good electrical performance, but has poorer load-bearing properties. Polymeric 
tubing and/or sheds (annular extensions) may be added to porcelain or glass fiber rods or 
incorporated into a polymeric insulator for enhanced performance. High-voltage suspension 
insulators are used to suspend power transmission lines from overhead supports on poles and 
towers. Suspension insulators used to be made of strings of porcelain insulators having a size 
and shape required of that material to provide the necessary mechanical strength, dielectric 
strength, and creepage distance. Nowadays, most suspension insulators are formed of a 
fiberglass-reinforced polymer rod and an external protective housing forming the weather 
sheds. The weather-shed housing is usually made of an elastomer or an epoxy material. 
Elastomer or epoxy weather-shed housings are designed to protect the fiberglass-reinforced 
rods from weather and electrical activity.

Insulators made of porcelain usually are used in separating active and passive wire  
elements. Also, cylinder-shaped porcelain insulators are used to achieve base feed in VLF-LF 
antennas. Other kinds of insulators also have been tried, such as fiberglass-reinforced plastic 
and oil-filled tubular porcelain also reinforced with a fiberglass strip providing potentially 
less weight. Three types of insulators are available:

● Strain type The porcelain body is subjected to tensile loads.
● Fail-safe or compression type The porcelain is supported in a frame that places the 

porcelain under compression.
● Stick type The working loads are taken by a high-tensile fiberglass band located within 

the oil-filled interior of the tubular porcelain body.

These insulators are illustrated in Figure 27-8.

RF Loss Mechanisms

To achieve high radiation efficiency, the antenna losses should be reduced. Assuming the 
antenna base current is I0, the total consumed power representing the nonradiated part of 
electromagnetic power is

 P R Illoss = 1
2 0

2  (27-12)

The losses occurring in the low-frequency antenna and the corresponding contribution 
to loss resistance are accounted for on the following contributions:

 R R R Rl t w g t c= + +− −  (27-13)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Low- and Medium-Frequency Antennas



27-12 CHAPTER TWENTY-SEVEN 

where

Rt−w = Losses related to the or tower and wires (top-loading + supporting wires)
Rg = ground losses due to the imposed fields on the ground surface
Rt−c = tuning circuit and transmission line losses at the feeding structure

The conductivity losses of the tuning circuits and mast top-load conductors are computed 
easily by using circuit concepts and are usually small compared with ground losses.

Assuming the current distribution on the antenna conductors is known, the Rt−w, Rt−c can 
be computed using the conductor resistance per unit length ρ:7

 ρ
µ

πσ= 1
4

0

a
f

c
 

where α is the conductor radius, f is the radiation frequency in Hz, m0 = 4px10−7 (H / m) , and 
sc is the wire conductivity in Siemens/meter (S/m). By computing the total resistance along 
the wires constituting the antenna structure, the loss resistances can be computed as follows:

 R R
I

dsI st w t c− − = ∫or
conductor
axis

ρ
0
2

2 ( )  (27-14)

where the integral is computed along the wire axis.

FIGURE 27-8 Three type of insulators: (a) strain, (b) fail-safe, and (c) stick
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Computation of Earth Losses

Two mechanisms are involved in losses occurring in the ground medium in the vicinity of 
the antenna, namely the heating of the ground by horizontal current flow and the capacitive 
heating of the ground medium because of the vertical electric field imposed on the earth 
surface. The former loss mechanism prevails, and to compute the ground losses, the 
horizontal magnetic field near the antenna is computed by using the equation3

 H
I h

h
ϕ π ρ ρ

≈
+

0
2 2 1 22 ( )

/
 (27-15)

where r is the horizontal distance from the antenna feedpoint. The surface loss in case of 
a surface resistance RH is computed by a surface integral of the consumed power density 
on the ground surface:

 P d d R HH H= ∫∫ ρ φ ρ ϕ. 2

Earth
Surface

 (27-16)

where j is the azimuth angle. The surface resistance (Ω) depends on the bulk earth 
conductivity s (S/m), radiation frequency, f, as well as whether a conductor mesh ground 
system has been placed around the antenna. Assuming a number of N-conductor electrode 
system has been placed radially around the antenna following the work of Wait,8 the surface 
resistance can be computed as follows:

 R N fH ,Electr. = − −10 6 2 2 3 2 1 2ρ σ/ /  (27-17)

while at the earth medium outside the electrode region it is obtained by

 R fH ,earth = × − −2 10 3 1 2 1 2/ /σ  (27-18)

Assuming the grounding electrode system has an outer radius of r0 and introducing 
Eqs. 27-16 and 27-17 into Eq. 27-15, the earth loss resistance is found to be

 R P I N f fg H= = +− − −/ / ( )/ / /
0
2 6 2 3 2 1 2

0
2 3 1 210 4 10σ ρ π σ −−1 2

0
2 2/ ( / ) /( )h ρ π  

This result is highly valuable because it provides the main loss component of LF antenna 
systems.

MF Antennas

The ability to achieve antenna sizes having electrical length up to 5/8 l improves the 
antenna radiation efficiency in case of middle-frequency vertical monopole antennas oper-
ating at the frequency range 170–1000 MHz. This also allows the decrease of the interfer-
ence phenomena occurring because of the almost-equal ground and ionosphere waves at 
150–300 km at night. Anti-fading antennas attempt to improve the ground wave component 
by using collinear antennas such as those shown in Figure 27-9. Loading the antenna with 
a coil at its mid-height provides good anti-fading properties. Depending on the frequency 
and antenna height, two co-phased half-wavelength or three-quarter-wavelength current 
distributions could be used. Because of the rather large electrical length of MF antenna 
towers, top-loading is rarely used.
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In all practicality, the assumptions of sinusoidal current distribution along the antenna 
and of the earth’s surface to be a perfect conductor provide a very good approximation 
in computing the radiated far field and the input resistance. In the simplest case of single 
width feeding assuming the antenna with current amplitude I (t) = I0 cos(w t), the vertical 
polarized far field electric strength above the ground surface is

 E
F
rθ

ψ= 60 ( )  (27-20)

where

 F I
G G

G
( )

cos( sin ) cos( )
sin( )cos( )

ψ ψ
ψ= −

0  

is the radiation pattern factor, G = 2p h / l is the vertical monopole electrical length, and  
y is the elevation angle shown in Figure 27-9.

The assumption of sinusoidal current distribution provides the antenna impedance with 
good accuracy7,8 of the real part of the impedance being equal to

 R
R

kh0 22
= Σ

sin ( )
 

where the dipole (antenna with 2h length) loop resistance is

 R

C k h Ci k h

k h CΣ =

+ − +

+30

2 2 2

2

0 0

0

[ ln( ) ( )]
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 (27-21)

where the involved functions are defined as

 Si x du
u

u

x
( )

sin= ∫0
 

 Ci x du
u

ux
( )

cos= −
∞

∫  

FIGURE 27-9 Various MF antenna design principles
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and the Euler constant C = 0.5772. The reactance of the antenna can also be computed in 
a similar way.

Another approach to computing the input impedance has been the analysis of the antenna 
as a lossy homogenous long line with a complex propagation constant g  = b + jk, where  
k = 2p / l is the free space propagation constant and b is the attenuation constant along the 
antenna.9 Then the following relations are valid:

 

Z Z j
k

Z h e

1 0

0

1

60 1

= −





= −

β

α(ln( / ) )  (27-22)

 β = −
R

h kh kh
Σ

( sin( ) /( ))1 2 2
 (27-23)

where ae is the equivalent mast antenna radius. If the mast is being made of an n-polygon 
multiwire cage, the value of ae is computed by the equation

 αe
na na a= ( / ) /

0
1  (27-24)

where the terms a0 and a are defined in Figure 27-10.
The antenna input impedance is computed by the relation of an open-circuited lossy line:

 Z Z j k hinput = −0 1( / )coth( )β γ  (27-25)

The analysis of other types of MF antennas shown in Figure 27-9 can be easily carried 
out based on the perfect conductor ground impedance image theory and assumed sinusoidal 
current distribution. In Table 27-1 the far field strengths are given as a function of the 
elevation angle.

Directive broadcasting of MF antennas in broadcasting amplitude-modulated audio 
signals has been one of the first applications of antenna array theory. The possible 
directive MF arrays usually are realized by using two or more vertical monopole antennas 
while the possibility of using horizontal dipole element arrays also has been applied on 
a limited scale.

MF Vertical Array Antennas

Directional arrays composed of two or more masts are 
used to provide increased field strength or to minimize 
interference with coverage regions of nearby MF stations. 
Mutual coupling between array elements should be taken 
into account. For a two-element array, gain increase is  
2–3 dB, and for four elements it is 4–6 dB. In the frequency 
region of 525–1605 kHz and power levels 1–2000 kW, 
many MF stations use array technologies mostly of two 
elements.

The analysis of MF arrays can be carried out by using 
the mutual impedance theory of linear antennas.7,8 The 
assumption of perfect conductor ground surface is reasonable 
since ground wire enrichment is used to achieve high 

FIGURE 27-10 Definition of 
the geometric parameters of an 
antenna mast section
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efficiency and to prevent raising the elevation of the radiation lobe of the broadcasting antenna. 
Mostly two-array element systems are used as shown in Figure 27-11. In this case both single–
active element or two–active element arrays have been utilized. For two active monopoles the 
horizontal distance between the two masts is approximately a quarter wavelength, and the two 
monopoles should be excited by base currents of equal amplitude, with the reflector monopole 
having a phase lead of 90°. To achieve this condition, the mutual coupling between the two 
active elements should be taken into account.
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FIGURE 27-11 Two-element directive MF antenna array geometry
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The single–active element two arrays are simple, so they usually are the preferred 
solution in trying to achieve directive beam broadcasting. Assume the setup shown in 
Figure 27-11 where the monopole element 1 is active. The passive antenna is assumed to 
have a non-dissipating load with impedance value of jX2t; then, based on the linear antenna 
theory, the following equations are written:

 V1 = (Z11 I1 + Z12 I2) / 2 
(27-26)

                0 = ((Z22 + jX2t)I2 = Z12I1) / 2

where V1 is the driving voltage of the active element, I1 and I2 are the currents of the active 
and passive elements, respectively, while the z-parameters Z11, Z12, Z22, are computed by 
using standard antenna theory.7,8 The input impedance of the active element is obtained 
easily:

 Z Z
Z

Z jXin
t

1 = − +11
12

22 2

 (27-27)

Furthermore, the ratio of the two currents is

 m I I
Z

Z jX
t

= = − +2 1
12

22 2

/  (27-28)

If the passive element is short-circuited, then |m| < 1 always, and as the distance d 
(see Figure 27-11) increases, the current of the passive element diminishes, since the 
modulus of Z12 decreases. When the passive element is tuned, Z 22 = Im(Z22) = −X2t, 
and the current in it reaches its maximum value at any inter-element distance d. If d is 
very small, then the passive element could attain larger current than the active element.  
For resonance the m ratio value is

 | | | | /m Z R= 12 22
 

 phase( ) tan ( / )m X R= + −π 1
12 12  

By varying the distance d and selecting a slightly different height of elements, the 
passive monopole can operate as a director or reflector. To achieve reflector-type operation, 
the distance between d should be between 0.2l and 0.25l, and the passive element should 
be slightly higher than the active element. In the past, scaling model measurements have 
been utilized extensively in designing such arrays. Although scaling model measurements 
still are used to select and verify design parameters, the availability of highly accurate 
numerical codes based on method of moments provides more accurate results, as described 
briefly in Section 27.4.

MF Horizontal Arrays

MF signals can be propagated to long distances (2000–4000 km) by ionospheric 
reflection, usually during hours of darkness when ionosphere absorption is reduced. For 
long-distance MF broadcasting, it is possible to use horizontal polarization and also to 
develop directional radiation patterns by using horizontal dipole array elements. This is 
useful for secondary coverage areas of MF stations. Usually, primary areas are covered 
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by vertical polarized antennas, which, however, have shortcomings in covering distant 
regions (>1000 km) because the poor radiation pattern at higher take-off angles limits 
the signal strength received. In Figure 27-12 the realization of a horizontal array is 
shown where two broadside arrays parallel to earth surface dipoles are used. No surface-
ground wave is induced, and only sky mode is emitted. The take-off angle is a function 
of the height above the ground of the dipole array at a given frequency.

Antenna Tuning

In all VLF and LF antennas, the antenna height being much smaller than the wavelength 
of the antenna input presents an impedance Zin = R + jX with few ohms of the real part 
and a capacitive reactance up to a few thousand ohms. Taking into account the modern 
solid-state power amplifiers of 50-Ω output impedance, you need to use matching circuits. 
In Figure 27-13 a common antenna impedance matching circuit is shown. In all cases a 
mechanical switch should be placed at the antenna input to protect maintenance personnel 
during service operations with the antenna system to prevent possible high voltages 
induced on the tall antenna structure.

FIGURE 27-12 Horizontal MF array geometry utilizing sky wave transmission
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As shown in Figure 27-13, a fixed and variable inductive serial network element is 
used to compensate the highly capacitive load of the antenna. A step-up transformer 
using low-loss core material is used to increase the low resistance impedance to a higher 
value near the commonly used 50-Ω transmission line wave impedance connecting the 
power amplifier with the antenna system. Considering that the distance of the antenna to 
a 10–100-kW amplifier could be up to 500 m, a matching of better than –20-dB return 
loss is very important. This requires a coarse- and fine-tuning variation of the matching 
circuit inductance. A common practice to achieve fine variation of the serial inductance 
element is to use an air core variable transformer, known as variometer, with a short-
circuited secondary element. By rotating the secondary element and varying the coupling 
coefficient of the transformer, a fine change of the inductance is obtained. An additional 
tuner circuit, such as shown in Figure 27-13, is used between the transmission line and 
the transformer unit to achieve proper impedance matching of the whole system. To 
achieve an overall low loss, the antenna tuning circuit elements should be designed and 
constructed of large-diameter hollow copper wires or even pipes.

An important issue is the protection of the antenna and especially of the power transformer–
power amplifier unit from direct lightning strikes on the antenna mast. Gas discharge spark 
gap protection could be used in regions with high thunderstorm activity. The Tee or Pi-type LC 
matching networks usually are used in tuning circuits for VLF/LF and MF antennas. In case of 
power exceeding 50–100 kW, gas-filled capacitors are used to provide protection from induced 
arcs. All the tuning circuit network elements should be installed into a shielded room that is 
grounded to the earth and grounding conductor grid.

Environmental Considerations

During the last decades the scientific community and the public have paid increasing 
attention to possible negative health effects of electromagnetic radiation. Regarding low 
frequencies and in particular because of the extensive use of industrial electrical energy of 
50/60-Hz extremely low frequencies (ELF), there has been extensive study and argument 
about negative health effects primarily attributed to the magnetic field component of ELF 
fields. Considering that VLF, LF, and MF fields are quite close to 50/60 Hz, the issue of 
possible health effects near broadcasting antenna fields are of concern. Various international 
and government bodies during the last decades have regulated the exposure of the general 
public and employers to electromagnetic radiation. Presently the most stringent standards 
are those of European Commission Directive 519-12/7/1999, which sets reference levels 
concerning the rms electric field strength of 87 V/m and magnetic field strength of 5 A/m. 
Considering that the vertical monopole top-loaded antenna is the most used antenna and 
because of the very high capacitive input impedance in the vicinity of the antenna, under the 
top-loading structure the electric field could have significant values while the magnetic field 
is comparatively very weak. Therefore, care should be taken to check the electric field near 
the antenna. Both theoretical and experimental results show that outside of the top-loading 
region the antenna electric field doesn’t violate the 87-V/m standard.

27.4 NUMERICAL COMPUTATIONS  
OF LOW-FREQUENCY ANTENNAS

The most suitable numerical computation method of analyzing and designing low-
frequency ntennas is the method of moments (MoM) using a Pocklington integral equation. 
The analysis of a finite length thin cylindrical dipole antennas has been a fundamental 
research topic in the history of applied electromagnetism.
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In applying the method of moments the radiation problem is formulated by modeling 
the active parts of the conductor structure by linear overlapping cylindrical segments being 
smaller than l/20. If the number of linear segments is N, then each segment is characterized 
with its length li, (i = 1, 2, ...N) and radius ai, (i = 1, 2, ...N). For mast structures consisting 
of multisegment tubular cage structures, the radius ai is computed by Eq. 27-24, while for 
the top-loading or other wires the actual radii are used. Then the integral equation, taking 
into account the validity of the condition ai  l and ai  li, is written as follows:

 k
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ds K r rj
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where the kernel function is the Green’s function of the infinite dimension and conductivity of 
the earth surface averaged over the wire conductor periphery. If the earth medium is assumed 
to be homogenous and of finite conductivity, the Green’s function still is available by taking 
into account the Sommerfeld integral as an additional term. The s and s' variables represent 
the observation and source points on the wire structures, respectively. The right-hand side 
represents the imposed electric fields on the antenna structures and more particularly the 
applied voltage on the antenna driving points. To determine the unknown current distributions, 
following the method of moments (MoM) developed during the 1960s–1990s, a set of linear 
“physical” basis functions are selected to describe the current distribution in terms of a linear 
sum with unknown weighting coefficients. Then a linear system of equation is obtained after 
an inner product by a set of “testing” functions of this integral equation of the equation on 
each segment. In case both “describing” and “testing” belong to the same family, a highly 
numerically stable procedure is developed, providing accuracy exceeding 1 percent, which 
is known as the Galerkin method. The selection of physical describing and testing functions 
require that the engineering inside be pertinent to the problem. An important issue is the 
stability of the Galerkin method because of the satisfaction of the variational condition, and 
the accuracy is valid for global quantities such as the radiation pattern and input impedance. 
Various commercial codes have been developed and are available based on the MoM.

27.5 VERTICAL MAGNETIC LOOP AND 
HORIZONTAL SLOT ELF AND VLF ANTENNAS 
USING NATURAL STRUCTURES

Traditional antenna engineering at the low-frequency spectrum mostly uses vertical monopole 
antennas even as low as 16-kHz radiation frequencies. The limitation imposed by tower heights 
of 400–500 m makes it rather difficult to construct antennas radiating less than 10 kHz since 
the achievable efficiencies are very small and the required power levels are excessively high. 
During the last 50 years various alternatives to vertical monopole antennas have been tried 
experimentally. Considering all possible small electrical antennas on the perfect conductivity 
ground surface and derived from electrical and magnetic dipoles and the complementary slot 
antennas, as illustrated in Figure 27-14, we can state the following radiation modalities:

a. Vertical monopole, with its image doubling the antenna electrical length, which has 
been the basis of low-frequency antenna technology the last 100 years

b. Horizontal magnetic loop or electric dipole antennas, both placed near the earth surface 
and both being non-radiating structures because the image currents are opposite to the 
antenna currents

c. Vertical magnetic loop antenna, which excites an image loop antenna inside the earth, 
enhancing the primary source

d. Horizontal slot antenna, which, as in the preceding case (c), could provide radiating 
structure
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Review of all possible radiating mechanisms apart from the traditional vertical monopole 
antenna, already analyzed in previous sections, and considering the possibility of building 
such antennas based on the previously mentioned principles (c) and (d) providing radiation 
capabilities, gives the following possibilities:

● Vertical magnetic loop, which could be constructed by placing a conductor on a mountain 
or an island and grounding the ends of the wire. The loop is excited by a serial generator, 
as shown in Figure 27-14a.

● Horizontal slot antenna, which could be constructed using an island or a peninsula and 
exiting by a shunt voltage source, as shown in Figure 27-14b.

Both possibilities have been investigated by several researchers during the past 50 years. 
The best-known case has been the U.S. Navy Extremely Low Frequency (ELF) project, 
which was proposed in the 1950s by Christofilos, and aimed to emit as low as 70–80 Hz. 
The vertical magnetic loop was obtained by running parallel wires and grounding them deep 
inside the earth, which had low conductivity earth in the specific used area. The possibility of 
utilizing a tunnel and circling a wire around the above mountain has been investigated in New 
Zealand, and interesting results have been demonstrated in the frequency region of 1–10 kHz 
providing a proof of concept of a vertical loop antenna. The few reported measurements using 
vertical magnetic loop antennas confirm the viability of developing broadcasting antennas in 
the 1–10 kHz frequency region with sufficient efficiency, provided loops with effective area 
of 1–5 km2 are used.

The possibility of developing a horizontal slot antenna using rocky islands and 
peninsulas also has been investigated by several researchers measuring the input 
impedance of the wire located in the throat of a narrow island. Measurements of radiated 
field strength have been carried out on a rocky, narrow (average width 200 m) peninsula 
of 2.5-km length in the frequency region of 3–10 KHz. Although, based on visual 
intuition, the possibility of achieving a large size slot radiator is attractive, in practice 
this is not the case since underground structures penetrated by seawater effectively short 
circuits the slot radiator and decreases the antenna efficiency to a very small value. 
Indeed the impossibility of operating the slot mode ELF antenna was predicted in the 
early 1960s.10

FIGURE 27-14 Possible radiating mechanisms at very long wavelengths
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28.1 INTRODUCTION

The high-frequency (HF) band (2–30 MHz) is widely used for communications and broad-
casting. Long-distance communication relies on (virtual) reflection from the ionosphere, 
a region of ionized particles created by the interaction of the solar wind of high-energy 
charged particles with upper layers of the atmosphere. The ionosphere is a variable and 
turbulent medium, and successful communication relies on matching the frequency of 
transmission and antenna characteristics to its behavior.

There is a substantial difference in practice between public broadcasting operations and 
point-to-point or point-to-multipoint operations. Broadcast transmissions intended for public 
reception operate at high power levels to deliver strong signals to distant receivers equipped 
with simple low-gain omnidirectional antennas. To ensure good audibility, high transmitter 
powers are used, and these are associated with high-gain directional transmitting antennas 
whose function is to optimize the signal strength laid down in the target area as well as to 
conserve spectrum resources by avoiding laying down signals outside the target area. It is 
common to transmit the same program material simultaneously on more than one frequency 
band, and the chosen bands may change over the course of a day to match changing propaga-
tion conditions. A typical broadcasting station is equipped with a suite of high-gain antennas 
firing in the directions of interest, often with facilities to modify the beam directions at will 
in azimuth (and sometimes elevation) direction. Major stations may also be equipped with a 
rotating high-gain antenna. All the antennas will be of broadband design, allowing them to be 
used on a number of different broadcast frequency bands, sometimes simultaneously.

International broadcasting is a high-cost activity, with large investments in both transmit-
ters and high-gain antenna arrays and with the high energy costs of operating transmitters with 
output powers up to 500 kW. The advent of digital transmission permits the reduction of trans-
mitter powers, but this technical possibility will only be secured by international agreement as 
well as by a change in perception that the station with the strongest signal wins the listeners.

Professional point-to-multipoint services make use of cooperation by the connected 
stations, and the advent of channel sounders and automatic link establishment (ALE) facili-
ties has led to the availability of reliable communications with relatively low transmitted 
powers. The advent of digital modulation schemes, adaptive modems, and ALE has pro-
vided more reliable communications with increased data throughput, greatly increasing the 
potential applications of the HF band. Ionospheric Radio1 and the High-Frequency Radio 
Automatic Link Establishment (ALE) Application Handbook2 serve as excellent introduc-
tions to the subject of modern HF communications.

The amateur radio service has used the HF band for many decades and has proved fertile 
ground for experimentation with antennas, both of conventional and unorthodox design, espe-
cially in the areas of compact antennas and multiband antennas with low to medium gain.

The distinguishing features of HF antennas are their form of construction (usually from 
wires), their electrical proximity to ground (which determines many of their radiation char-
acteristics), and the way in which antenna performance must be married to a knowledge of 
the ionospheric path that will support the intended transmission.

28.2 SPECIFYING THE RIGHT  
ANTENNA FOR THE JOB

The ionosphere has an effective refractive index that depends on height, and an incident 
electromagnetic wave is progressively refracted. Depending on the ionization density, fre-
quency, and angle of incidence, the signal may pass through the reflecting layer or may be  
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diffracted through a sufficient angle that it returns to earth. If the incident and emerging ray 
paths are projected back toward the ionosphere, we can define a “virtual height” that we 
can regard as being the height of an imperfect reflecting mirror. The ionization density and 
refractive index are a complex function of time of day, season of year, geographical posi-
tion, solar activity, and frequency. Four layers are of importance: The D-layer (the lowest) 
absorbs transmissions at MF frequencies during the day, but is transparent when its density 
falls at night. The E, F1, and F2 layers are important for HF transmission and are further 
discussed below.

The HF band has unique transmission properties and continues to be intensively used. The 
proper selection of antennas is an important means by which spectrum utilization is maxi-
mized. The use of directional transmitting antennas not only increases the signal-to-noise 
ratio on the wanted path, but it also reduces the signal strength laid down in regions where the 
signal is not needed and may interfere with other users; directional receiving antennas reduce 
the extent of interference suffered from other users.

The first step in choosing an antenna is to determine the optimum working frequency 
(OWF) for the ionospheric path involved. Computer programs are readily available that 
estimate path losses at different frequencies and the reliability of service for the chosen 
transmitter power and specified antennas at both ends of the link.3,4 The antennas must 
support the whole range of frequencies that may be needed at any time of day, season of the 
year, and phase of the 11-year cycle of sunspot activity. The same computer program will 
identify the probable active ionospheric propagation modes and indicate the corresponding 
elevation takeoff angles (TOAs) that must be supported by the antennas.

Figure 28-1 shows the path geometry for a one-hop path. The height of the E layer is 
about 100 km. The F-layer is more complex in structure and variable in height, particularly 
with respect to the local solar zenith angle. First-order estimations can be made on the 
rough assumption that the F1 and F2 layers have virtual heights of approximately 250 km 
and 400 km. Multiple-hop propagation can be assessed approximately by using Figure 28-1 
for each hop. For distances of more than 4000 km, maximum signal results from low-angle 
transmission in the range from 2 to 15°, with the lower angles generally providing the high-
est and most stable received power. Propagation prediction programs3,4 should be used to 
establish a link budget and to define the antenna parameters.

Paths of up to about 200 km require high takeoff angles, giving rise to the term near 
vertical incidence skywave (NVIS) paths. The different takeoff angles associated with vari-
ous path lengths require that we use antennas with different elevation pattern characteristics 
to serve these paths.

FIGURE 28-1 Takeoff angles for one-hop ionospheric transmission as a function of virtual layer height. 
The example shows that the TOA for a 2000-km path with a virtual layer height of 300 km is around 12°.
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The minimum azimuth beamwidth needed for reliable point-to-point coverage depends 
on the effects of irregularities and magnetic storms in the ionosphere. Azimuth directions 
of arrival may typically vary by ±5° because of these effects.5 This makes the use of anten-
nas with extremely narrow horizontal beamwidths undesirable, especially on circuits that 
skirt or traverse the auroral zone where much higher angles of off-axis propagation are 
experienced. For broadcasting or point-to-multipoint services, the beamwidth must cover 
the target area with allowance for these path-deviation effects.6

High antenna gain is required for transmission when large effective radiated power is 
needed to overcome ionospheric transmission losses. For receiving, high directivity is desir-
able in the presence of interference, but low radiation efficiencies can often be accepted 
because in many circumstances the sensitivity of a receiving system is limited by external 
noise and not by the noise of the receiving system—this is explored later in Section 28.6.

For transmitting antennas, the acceptable input VSWR is usually determined by the 
characteristics of the transmitter. Modern solid-state transmitters will operate at full output 
power into a maximum VSWR of around 2:1; above this a transmitter may automatically 
reduce its output power to limit the voltages and currents in internal circuits.

The power rating of an antenna is determined by both average and peak envelope power 
(PEP). The average power determines the required current-carrying capacity of the antenna 
conductors, while the peak power determines the peak electric fields on the antenna, which 
set requirements on insulator and conductor configurations to avoid arcing or corona dis-
charge, especially in wet weather or at locations where insulators may become contami-
nated with salt or pollution.

Mechanical requirements are usually determined by wind speed, ice loading, oper-
ating temperatures, and corrosive environments. Some applications demand limited 
antenna size or height, or the whole antenna system may need to be portable for military 
or emergency relief operations. The tensions in the components of an HF antenna are usu-
ally computed using a standard nonlinear finite-element software package. Care must be 
taken in design to ensure that all joints are fully articulated to avoid failure by the work-
hardening of conductors. Insulating synthetic ropes are widely used to support radiating 
elements and transmission lines, but primary ceramic insulators (typically made from 
alumina, which has a low dielectric loss factor) are necessary at higher powers to avoid 
damage by corona discharge.

Many HF antennas are of electrically balanced design and are fed from a coaxial cable 
through a balun in the form of a transmission line device or a ferrite-cored transformer.

It has become common practice to load HF antennas with resistive or reactive loads; this 
technique increases the impedance bandwidth but reduces the available gain. The user should 
always check the power gain of loaded antennas when they are to be used for transmission.

28.3 ANTENNAS MOUNTED ABOVE GROUND

Effect of the Ground

HF antennas are usually operated less than two wavelengths above the ground, whose 
proximity modifies both the input impedance and radiation patterns. Although accurate 
evaluation of ground effects is difficult, many properties of HF antennas can be understood 
by regarding them as being situated over an infinite, flat ground plane. If the ground plane 
is perfectly conducting, its effect is to create an image of the antenna (see Figure 28-2). For 
ground of finite conductivity, simple image theory does not give an exact solution, but will 
often provide useful approximate results.
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Radiation Patterns of Antennas Above Ground

To compute the signal from an antenna at an elevation angle q ο, we must add the 
ground-reflected wave to the direct wave, allowing for the amplitude and phase of the 
reflection coefficient of the ground. The proximity of the ground modifies the currents 
in the elements of an array placed close to it; so although an approximation can be 
obtained by this method, a full solution for arrays lower than about one wavelength 
requires the manipulation of the matrix of all the currents in the array including the 
effect of the ground.

The reflection coefficient for waves with horizontal polarization r
h
 is given by

 ρh
r

r

jx

jx
=

sin ( ) cos

sin ( ) cos

θ ε θ

θ ε θ

− − −

+ − −

2

2
 (28-1)

and the complex reflection coefficient for waves with vertical polarization r
v
 is given by

 ρ
ε θ ε θ
ε θ εv

r r

r r

jx jx

jx
=

( )sin ( ) cos

( )sin (

− − − −
− +

2

−− −jx) cos2 θ
 (28-2)

where

 x f= 18 103× σ / MHz  (28-3)

q  = grazing angle
e   = relative permittivity of the ground
s  = conductivity of the ground Siemens/meter (S/m)
f
MHz

 = operating frequency in MHz

The ground reflection coefficient for horizontally polarized waves is a well-behaved 
and slowly varying function. For vertically polarized waves both the magnitude and phase 
of the reflection coefficient vary with the grazing angle (q  ) and the frequency. The angle 

θθ

θ

Direct
wave E

Reflected
wave rE

Element

For perfect ground, the elevation pattern may be
computed by assuming an image radiating in
antiphase with the source element.

Image

FIGURE 28-2 Direct and ground-reflected rays from an element mounted above ground
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at which the reflection coefficient is minimum is called the Pseudo-Brewster Angle, and at 
this angle the phase of the reflection coefficient is 90°. Figure 28-3 is calculated for er = 5 
and s  = 10 mS/m. It will be seen from the form of x in Eq. 28-3 that the effects of falling 
conductivity and increasing frequency are similar, so over poor ground the values tend 
to fall even further from complete reflection as the ground absorbs more energy from the 
incoming wave.

By selecting the polarization and height of the antenna above the ground, we can effec-
tively control the elevation angle of the main beam maximum (the TOA). The ground—
even poorly conducting ground—acts as a good reflector at low angles of elevation for 
horizontally polarized signals, and the gain of a horizontally polarized antenna is effec-
tively increased fourfold when the antenna is located above good ground. (The reader may 
consider how this comes to be true, as radiation is apparently only confined to one half-
space, so why is the gain not merely doubled?) As shown in Figure 28-3, the magnitude 
of rh is not strongly dependent on ground conductivity at low angles, but the contribution 
added by reflection from the ground falls off as the TOA increases.

For many types of horizontally polarized antennas the effective height of the radiating 
region above ground is fixed, with the result that the TOA falls as the frequency increases. 
This suits the general behavior of HF paths, because long paths with low TOAs generally 
operate at higher frequencies than high-TOA short paths.

FIGURE 28-3 Reflection coefficients for horizontal and vertical polarized waves on reflection by ground 
with er = 5 and s = 10 mS/m (typical of fertile farmland)
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The effect on a vertical radiator close to the ground is more complex because the current 
distribution on the element is modified by coupling to the ground, but the general principle 
still operates. The finite conductivity of the ground reduces the gain of the antenna at low 
elevation angles, raising the elevation main beam maximum. This can be seen in Figure 28-4, 
which also illustrates that the effect of finite ground conductivity can be reduced by the use of 
a ground mat, in this case comprising wires laid in the direction of propagation and typically 
spaced by around l /10 at the highest operating frequency.

When thinking about the radiation patterns of HF antennas, it is important to remember 
that the fields in the azimuth plane (q  = 0°) may be very small, and it is usual to specify 
the “azimuth” pattern for some specified takeoff angle(s)—effectively the cuts of a cone 
on the solid 3D pattern.

Computer-Aided Design

HF antennas are often designed using computer programs that solve Maxwell’s equations 
numerically for arbitrary antenna geometries, including the effects of the ground and any 
ground mat.7 They calculate the current distribution on the antenna, and from this they derive 
the radiation patterns, making allowance for ground effects. In general the radiation patterns 
are computed to an acceptable degree of accuracy, but the computation of feedpoint imped-
ances should be regarded as a good estimate, rather than reliable fact. It is often worth chang-
ing the segmentation of the model and details close to the feedpoint to check that the result is 
stable and is not sensitive to small changes in the way the real antenna is represented.

28.4 MAJOR FORMS OF  
HF COMMUNICATIONS ANTENNAS

Many HF antennas comprise derivatives of simple dipoles and vertical monopoles. To meet 
the requirements of extended bandwidth, these simple prototypes are modified into the 
forms shown in Figure 28-5.

FIGURE 28-4 Elevation patterns of a monopole over ground of different 
conductivities
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When additional gain is needed, or when it is desirable to form a directional beam, the 
most common practice is to use some form of log-periodic or curtain array. When an antenna 
is only required to receive signals, it is possible to use compact low-gain elements and to array 
these to provide the required directivity to enhance the received signal-to-noise ratio.

Dipoles and Dipole Derivatives

The simplest HF antenna is a wire dipole suspended above the ground (see Figure 28-5a). 
For NVIS use it should be no more than 0.35l above the ground to avoid an overhead 
pattern null. The multiple dipole (Figure 28-5b) provides operation at several separate 
frequency bands, while the loaded dipole (Figure 28-5c), loaded fan dipole (Figure 28-5d), 
and biconical dipole (Figure 28-5e) will provide low VSWR over extended bandwidths.

Monopole Derivatives

These designs require a ground mat that forms the second terminal of the antenna and 
increases effective ground conductivity, enhancing radiation at low takeoff angles. A 
full ground mat for this purpose comprises a set of between 60 and 180 radial copper 
(or copper-plated steel) wires, l /4 long at the lowest operating frequency, laid on the 
ground or buried within a few centimeters of the surface (deeper burial leads to losses in 
the ground above the wires). The inner ends of these wires are joined together at the base 
of the monopole; they form the second terminal of the antenna and are connected to the 
outer conductor of the feeding coaxial line.

The biconical monopole (see Figure 28-6) can be constructed using a single metallic 
mast placed on an insulated base. Internal resonances between the tower and the cone can 
be removed by connecting the mast to the cone at one or more points. In an alternative form 
of this antenna the mast is grounded and the lower cone wires are insulated and fed against 
ground. Midway up the mast the cone wires are connected to the mast to form an inductive 
loop. This acts as a matching device, allowing the antenna to provide a low VSWR when 
it is only 0.17l high. Conical monopoles comprise only the lower half of the biconical 
antenna, and their mechanical construction can pose some interesting challenges.

FIGURE 28-5 (a) Dipole; (b) Multiple dipole; (c) Loaded dipole; 
(d) Fan dipole; (e) 3D biconical dipole
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The azimuth pattern of conical and biconical monopoles is circular at all frequencies, 
but the elevation pattern changes with frequency in the manner shown in Figure 28-4.

Horizontally Polarized Log-Periodic Dipole Array (LPDA)

The basic LPDA (see Figure 28-7) comprises a series of half-wave dipoles spaced along a 
balanced transmission line and connected to alternate sides. Successive dipole lengths and 
spacings have a constant ratio t (typically between 0.8 and 0.95). The bandwidth is limited 
by the lengths of the longest and shortest dipoles. The number of radiators depends on 
the frequency range and the value of t. The parameters t  and a , as discussed in detail in 
Chapter 13, determine the gain, input impedance, and maximum VSWR of the antenna.8,9

FIGURE 28-6 A biconical monopole antenna

Rn

Rn-1

Ln-1

Ln

Direction of fire

Ln-1/Ln = Rn-1/Rn = τ

FIGURE 28-7 A transposed-dipole LPDA
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At any given frequency only those dipoles approximately l /2 long are excited, and these 
form a single active region. The active region moves along the curtain from the longest to 
the shortest dipole as the frequency is increased. Because of this movement, it is possible to 
mount an LPDA so that the electrical height of the active region is constant (the apex of the 
antenna is placed at ground level) or variable by raising the apex so the active region at the 
HF end of the array is higher (in terms of the wavelength) than at the lower frequencies. This 
allows the takeoff angle to be optimized to some extent to match the path characteristics. 
It is important to choose t and a carefully because of the possibility of unwanted resonant 
effects—energy that normally radiates from the active region excites a second active region 
where the radiators are 3l /2 long, causing impedance and pattern perturbations.

The antenna is fed close to the shortest element. The balanced feedline is loaded by the 
elements that modify its effective characteristic impedance. Careful attention to detail is 
needed if the antenna is to provide a low VSWR across the whole HF band; parameters 
requiring careful optimization include the characteristic impedance of the feedline and 
the distances by which it extends beyond the array at both ends. The input impedance of a 
horizontally polarized LPDA is strongly dependent on the height of the array above ground, 
and problems can be experienced over sloping ground. (Raising the HF end of the array is 
usually less problematic than a configuration in which the HF end of the array is electrically 
closer to the ground.)

A vertically polarized array can be formed by rotating an LPDA into the vertical plane and 
deforming its shape so the lower end of each element is at the same distance above ground—
typically about 1 m. The dipoles are suspended from an insulating catenary attached to a 
mast positioned behind the longest element; the input end of the feedline is supported on an 
insulating pole close to the front of the antenna, while the far end of the transmission line is 
attached by insulators to the supporting mast.

A shorter form of vertically polarized LPDA can be constructed by placing the main 
feedline parallel with the ground and using only quarter-wavelength radiating elements—
effectively a log-periodic monopole array. A practical difficulty with this array is the need 
to provide the effective 180° phase shift along the feedline between the radiating elements; 
this has been overcome by various methods including loading or meandering the transmis-
sion line between the elements. The complexities of feeding, together with the requirement 
for a ground mat, have limited the use of this form of array to circumstances in which the 
height of a standard LPDA is unacceptable—for example, close to airports.

Adequate VSWR performance can be obtained when each radiating element is con-
structed from a single wire. A long thin element has a high characteristic impedance, and 
the voltage at the open end is very high even for modest input powers; for peak powers 
above about 20 kW it may cause corona discharge problems at the open ends. The power 
rating of the antenna can be increased by forming each element from a number of parallel 
wires forming a cage perhaps 5–20 cm in diameter. Cage elements have wider impedance 
bandwidths, so the maximum VSWR of an array can be lower than that possible with single 
wire elements. Other forms of radiating element and feed systems such as trapezoidal or 
triangular teeth can be used for the same purposes. A typical horizontal LPDA using half-
wave radiators has a gain of 10 to 12 dBi and an azimuth beamwidth of 60–80°; its TOA 
depends on the height of the active region and can be adjusted by changing the inclination 
of the antenna relative to the ground. A vertical half-wave LPDA has a typical gain of 
11 dBi and an azimuth beamwidth of 110°.

Transformations of the LPDA

The basic topology of the LPDA has proved very adaptable, and the antenna preserves  
its wideband characteristics even when subject to transformations that provide a variety of 
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new properties. Some of these are shown in Figure 28-8, which shows various ways in which 
the two half-curtains of the standard LPDA can be mutually rotated and the radiating elements 
realigned. Horizontally polarized LPDAs can also be stacked above one another to obtain 
increased gain or arrayed in the azimuth plane to provide omnidirectional or sector coverage.

Rotatable LPDAs

Rotatable LPDAs are often used when the direction of transmission must be changed from 
time to time and a compact antenna is required—they have been a common sight on the roofs 
of embassy buildings in capital cities worldwide. For input powers below about 10 kW these 
antennas often make use of tapered tubular radiating elements but may also be made from 
wires tensioned by insulated supporting catenary ropes. The antenna has constant physical 
height above ground, so its electrical height increases with frequency. As a result, elevation 
grating lobes form at higher frequencies, reducing gain in the principal lobe and introduc-
ing nulls at elevation angles that may be required to serve active propagation modes. These 
antennas are often mechanically complex, with 3D systems of supporting ropes to support the 
weight of the radiating elements. They are not easy to erect because they are large, heavy, and 
fragile; they require regular maintenance. The rotating mechanism may be situated at ground 
level or at the masthead; in both cases careful design is necessary to manage the large torque 
generated during rotation and periods of high wind.

The large dimensions of a rotatable LPDA can be reduced by loading or folding parts 
of the longer elements. To minimize antenna dimensions, the highest possible lower- 
frequency bound should be adopted for any application.

Spiral and Conical Log-Periodic Antennas

A major problem at many HF communications stations is a lack of land available for the 
required number of transmitting antennas. To help solve this problem, multimode antennas 

(a)                                                               (b)                                                                   (c)

                 (d)                                                                                                    (e)

FIGURE 28-8 Transformations of the standard LPDA (a). (b) and (e) NVIS derivatives, using the ground 
to reflect the downward-directed primary radiation. (c) A common single-mast horizontally polarized version. 
(d) Sometimes used for high-power rotatable antennas. The arrows indicate the general directions of fire.
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have been developed that permit several HF transmitters to feed one antenna simultane-
ously and that provide good isolation between the transmitters. A commonly used structure 
for such an antenna is a four-arm spiral, as illustrated in Figure 28-9. An antenna of this 
type operating from 2 to 30 MHz with a gain of approximately 7 dBi can be designed with 
a height of 37 m and a diameter of about 115 m. Smaller antennas may operate to higher 
low-frequency limits or may use resistive loading to achieve acceptable VSWR values, 
reducing their radiation efficiency and power gain.

The four-arm spiral can be excited in four independent modes, three of which are bal-
anced and one that is unbalanced. The balanced modes are horizontally polarized and omni-
directional in azimuth at all elevation angles. The unbalanced mode is vertically polarized 
and also omnidirectional10 (see also Chapter 13). In practice the orthogonality of the normal 
modes can provide interport isolation between 20 dB and 30 dB.

The most common feed system excites the three balanced normal modes. Two of these 
modes radiate energy directly overhead, and the third mode has a null at the zenith. The 
configuration shown in Figure 28-9 provides a low TOA at higher frequencies and high 
TOA at lower frequencies. Excitation of these modes requires that the antenna be equipped 
with a combination of hybrid and balun transformers.

Some multimode spiral antennas are inverted with their apex located near the ground. 
This arrangement produces TOAs that are nearly constant with frequency. Other configura-
tions of multimode spirals also excite the fourth (unbalanced) mode, in which the tower and 
antenna are excited as a vertical radiator.

28.5 OTHER TYPES OF  
HF COMMUNICATIONS ANTENNAS

Vertical Whip

The vertically polarized whip antenna, usually 2–5 m long, is widely used because it is 
simple, inexpensive, and easy to mount on a vehicle or the roof of a building. An electri-
cally short whip has a narrow impedance bandwidth and low efficiency; an associated 
tuning unit is needed to match it at the required operating frequency. The tuning unit may 

FIGURE 28-9 Multimode spiral antenna (Courtesy of TCI)
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be automatic in operation, but is not usually fast enough to support frequency hopping, and 
its input power is usually limited to a few hundred watts. Whips are commonly used on 
vehicles, but they suffer the disadvantage that their radiation pattern has a deep overhead 
null, limiting their effectiveness for short NVIS paths. It is common to see whips bent over 
the top of the carrying vehicle in an effort to reduce the overhead null, but this unfortunately 
further reduces their bandwidth and efficiency.

Traveling Wave Antennas

A traveling wave antenna comprises some form of leaky transmission line fed at one end 
and terminated by a resistive load at the remote end. It behaves ideally like a matched trans-
mission line and has a relatively constant input impedance over a very wide bandwidth. Its 
gain, efficiency, and radiation patterns vary significantly with frequency, reducing its useful 
operational bandwidth to about an octave.

The rhombic antenna was widely used for point-to-point communication links. It has 
generally been superseded for transmitting use by the LPDA, which is smaller and requires 
less expensive supporting structures, and by LPDAs or active loop arrays for receiving.

The sloping-V comprises two wires connected to a feedline at the top of a supporting 
mast, the wires being arranged in a V-shape in plan with their ends grounded through ter-
minating resistors (each typically 300 Ω). As long as the two legs have an electrical length 
longer than about two wavelengths, it provides a very simple and quickly deployed antenna 
with some directional characteristics and modest gain.

The inverted-V comprises a single wire element fed at ground level, suspended above 
ground at its midpoint, and terminating at ground level in a resistive load. A single or mul-
tiple wire ground mat is needed to provide the second terminal for both the input and the 
terminating resistor. The radiation from a long wire has a main lobe firing obliquely off 
the axis of the wire; an optimum geometry aligns the wires so the directions of radiation of 
the two wires coincide. The sloping- and inverted-V, which can be viewed as half-rhombic 
antennas, find application as quick-erect broadband antennas for transportable operations.

The Beverage antenna comprises a single wire (or more than one connected in parallel) 
mounted a few meters above ground level. It is terminated with a resistive load at one end 
and fed at the other end. It provides a simple low-cost directional receiving antenna for use 
at the lower end of the HF band (or in the MF band).

Loop Antennas

When space is very restricted or an unobtrusive antenna is essential, a small loop can 
be used as a transmitting antenna. A small vertical loop in free space has a frequency-
independent radiation pattern. Its performance can be approximated by a half loop 
mounted on a conducting plane (see Figure 28-10b). The radiation resistance of a loop 
is proportional to A2f 4, where A is its area and f is the frequency, so the radiation resis-
tance of small loops is very low at low frequencies. The minimum acceptable size is 
determined by the bandwidth needed at the lowest operating frequency—a bandwidth of 
2 kHz can be provided by a loop 1 m high and 2 m wide. The loop has a narrow imped-
ance bandwidth, and it must be tuned at each operating frequency (see Figure 28-10c).  
A variable capacitor tunes the main radiating loop to resonance while a small coupled 
drive loop transforms its resistance. It is possible to tune the antenna automatically 
using a microprocessor-based system that monitors the current in the loops and sets the 
capacitor to an appropriate value—as with the short whip, a stepper motor is too slow 
for frequency-hopping applications.
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The small radiation resistance of the loop at low frequencies makes it inevitable that 
resistive losses reduce efficiency. Losses are minimized by using a high-Q vacuum capaci-
tor and by ensuring that the current paths in the loop and ground screen have high conduc-
tivity. At 3 MHz the efficiency of a well-designed loop will be about 5 percent. Because 
the radiation resistance of the loop increases with the f 4 but the resistive losses increase 
only with √f, efficiency rises rapidly with increasing frequency, reaching about 50 percent 
at 10 MHz and 90 percent above 18 MHz.

There is continuing interest in using loops as NVIS antennas for vehicular use.11

28.6 HF RECEIVING ANTENNAS

The HF environment is generally very noisy, the principal sources of noise being solar and 
galactic activity, tropical thunderstorms, and human-made noise. If we receive a signal on 
a very short dipole and gradually increase its length, the resulting signal-to-noise ratio rap-
idly increases, but once the incoming signal is large enough to dominate internal receiver 
noise no further increase occurs.

Noise Limitation

Fe is the level of external noise in a 1-Hz bandwidth relative to kT0, where 10 log10 kT0 = 
−204 dBW. Fe can be determined from published noise maps12 or by direct measurement 
by using a calibrated receiver and antenna. Figure 28-11 shows a typical example of the 
frequency variation of atmospheric noise; rising noise at low frequencies conveniently 
compensates for the diminishing effective height of a small loop. Atmospheric noise levels 
vary with geographical location, season, and time of day. The local human-made noise level 
depends on whether the receiving site is in an urban, suburban, or rural location; in urban 
areas it can exceed the atmospheric noise level.

FIGURE 28-10 Vertically polarized transmitting loop: (a) azimuth radiation patterns 
at different elevation angles; (b) half loop mounted on ground plane; (c) equivalent 
circuit of half loop on ground plane
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The receiver noise figure Fr is obtained from the receiver specification. The transmission-
line noise figure Ft is the reciprocal of its attenuation expressed in dB. For systems with fil-
ters, preamplifiers, etc., the noise figure Frt can be determined by computing the noise figure 
for the equivalent cascaded network.

The antenna noise figure Fa is given by

 F D G La M= − +  (28-4)

where 

D = directivity, dBi
G = gain, dBi
LM = mismatch loss = 10 log10 (1 − | r |2), dB where r  is the voltage reflection coefficient

The quantity D − G can be expressed in terms of the efficiency h by using the relation 
D − G = −10 log10 h. The efficiency includes resistive losses in both the antenna and the 
surrounding ground, which may be significant when earth conductivity is low and there is 
no ground screen.

When fe < fa   ft  fr , the receiving system is externally noise-limited because the external 
noise exceeds the internal noise. When fe = fa  ft  fr , the system is internally noise-limited, and 
system performance can be improved by reducing the antenna or equipment noise figures. In 
many geographical locations, atmospheric and noise levels from human activity are extremely 
low, so receiving systems must have low noise figures to avoid internal noise limitation.

Conventional receiving antennas, designed for transmission, can also be used for recep-
tion. These are very efficient, with noise figures often less than 3 dB, making them suitable 
for use at very quiet receiving sites. Because a high HF receiving-antenna noise figure is 
often acceptable, a receive-only antenna can be inefficient. Consequently, it can be small 
and if necessary can be resistively loaded to improve its performance.

FIGURE 28-11 Example of an exter-
nal atmospheric and galactic noise figure:  
(a) atmospheric daytime noise; (b) atmo-
spheric nighttime noise; (c) galactic noise; 
(d) worst noise condition. For data related to 
specific locations see “Radio Noise.”12
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Receiving Loops

A practical antenna having a noise figure near the upper limit allowable for most situations 
is the small vertical loop. A typical loop about 1.5 m in diameter, mounted about 2 m above 
the ground, has a radiation pattern covering both low and high elevation angles. Successful 
use has been made of balanced loops (which have classical bi-directional azimuth patterns) 
and unbalanced loops (which have cardioidal azimuth patterns).

The noise figure of a loop depends strongly on its area and the operating frequency. A loop 
1.5 m in diameter has a noise figure of about 50 dB at 2 MHz and 20 dB at 30 MHz. It is com-
mon to connect the loop to the coaxial feeder cable using a broadband low-noise amplifier 
that should have good linearity to ensure that intermodulation products are not produced in 
the intended signal environment. The amplifier typically has a gain of 10–15 dB and serves 
to match the loop to the feedline and to establish the receiver system noise figure.

A number of loops can be arrayed to provide a variety of directional radiation patterns. 
In most arrangements mutual coupling between the loops is negligible, and simple array 
theory will predict the radiation patterns. Beams are formed by bringing the coaxial cable 
from each loop into a beamforming network typically constructed using small ferrite-cored 
hybrid combiners. The most common arrangement comprises eight loops in an end-fire array 
with spacing between loops of about l /2 at the maximum operating frequency. If balanced 
loops are used, the array can be made bi-directional by splitting the signal from each loop and 
feeding two beamforming networks. Four bi-directional arrays can be arranged in a circular 
rosette that provides eight independent beams covering 360° in azimuth. Unbalanced loops 
have been successfully used to form end-fire, broadside, planar, and circular arrays.

Adaptive Antennas

The availability of cheap microprocessors has made it possible to use active antenna elements as 
the basis of adaptive antenna arrays. In an adaptive system the amplitudes and phases of the sig-
nals from a multi-element array are adjusted dynamically to give a radiation pattern maximizing 
the wanted signal and minimizing interfering co-channel and adjacent-channel signals. The low 
mutual impedance between small loops makes them ideal as components of an adaptive array.

Circular Arrays

Arrays of circularly disposed monopoles or LPDAs are used in monitoring or emitter-locating 
systems (see Chapter 47). A typical array comprises 18 to 36 elements. The output of each 
element is fed into a beamformer containing delay lines and power splitters forming a narrow 
azimuth beam. It is possible to generate N equispaced beams simultaneously in an N-element 
array by splitting the power from each element N ways.

In arrays of LPDAs it is usual to point the elements radially inward. This configura-
tion keeps the effective electrical diameter of the array nearly frequency invariant, making 
the azimuth beamwidth nearly independent of frequency and eliminating azimuth grating 
lobes. The disadvantage of the inward-looking array is that each element fires through those 
opposite, and this complicates the calculation of the radiation pattern.

28.7 BROADBAND DIPOLE CURTAIN ARRAYS

Broadband dipole curtain arrays are used for high-power HF ionospheric broadcasting. 
A rectangular array of dipoles is mounted about 0.25l 0 in front of an untuned reflecting 
screen consisting of closely spaced horizontal wires (see Figure 28-12). This provides an 
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independent choice of azimuth and elevation patterns, the possibility of steering (slewing) 
the beam direction in azimuth or elevation, high power gain, wide impedance bandwidth, 
and high power-handling capacity.

Standard Nomenclature

Dipole curtain arrays are described by the internationally agreed nomenclature HRRS m/n/h,
where 

H denotes horizontal polarization
R denotes an array having a reflector curtain
R (if not omitted) denotes that the direction of radiation is reversible
S (if not omitted) denotes that the beam is slewable
m is the width of the horizontal aperture in half wavelengths at the design frequency
n is the number of the dipoles in a vertical stack
 h is the height of the lowest dipole above ground, in wavelengths at the design  
frequency

The design frequency f0 is approximately equal to √(f1    f2), where f1 and f2 are the lower 
and upper frequency limits; l 0 is the corresponding design wavelength.

Radiation Pattern and Gain

The TOA (qmax) and first null elevation angle depend on the average electrical height of the 
dipoles in the vertical stack and are given approximately by

 
TOA avg= −sin ( / )1

0 0 4f fHλ  
(28-5)

 Null avg= −sin ( / )1
0 0 2f fHλ  (28-6)

FIGURE 28-12 Basic HF dipole curtain array (antenna shown is designated 
HRS 2/4/h)
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The TOAs at f0 are given for several configurations in Table 28-1. The lower and 
upper −3-dB points are located at approximately qmax/2 and 3qmax    /2, respectively. The 
level of the minor elevation lobes is determined by the number of dipoles in the stack 
and their spacing.

The azimuth half-power beamwidth depends primarily on the width of the array, but 
also depends weakly on the TOA. The beamwidth at f0 is approximately 76° for arrays one-
dipole wide, 50° for two-elements wide, and 24° for four-elements wide, with beamwidths 
at other frequencies (  fMHz) being obtained approximately by multiplying these values by 
fo /f. Dipole arrays with adjustable horizontal beamwidth have been constructed that use an 
RF switching system to excite one or more pairs of vertical stacks.

The gain at f0 of an array of half-wave dipoles is shown in Table 28-2. The approximate 
gain at frequencies different from f0 can be obtained by adding 20 log (f / f0) to the values 
in the table.

Slewing

Early forms of dipole curtains used full-wave dipoles. They had narrow-bandwidth feed sys-
tems and thin dipoles, so they were capable of operating only in one or two broadcast bands. 
The radiation patterns were slewed in azimuth by up to 15° using a switched feed arrangement 

Number of elements in vertical 
stack n, half-wavelength spacing

Height above ground of lowest element in wavelengths, h

0.25 0.5 0.75 1.0

1 45° 29° 19° 15 and 48°†

2 22° 17° 14° 11°

3 15° 12° 10° 9°

4 11° 10° 8° 7°

5 9° 8° 7° 6°

6 7° 7° 6° 5°

TABLE 28-1 Takeoff Angle of Dipole Array with Reflecting Screen

†Two lobes present

Number of 
elements in 
vertical stack n, 
half-wavelength 
spacing

Number of half-wave elements wide, m

1 2 4

Height above ground of lowest element in wavelengths, h

0.25 0.50 0.75 1.0 0.25 0.50 0.75 1.0 0.25 0.50 0.75 1.0

1 12.5 13.1 13.9 13.4 13.5 14.3 15.1 14.6 16.1 17.1 17.8 17.4

2 13.9 14.9 15.5 15.7 15.3 16.4 16.9 17.1 18.1 19.2 19.7 19.9

3 15.5 16.3 16.8 17.1 17.0 17.8 18.3 18.6 19.8 20.6 21.1 21.4

4 16.6 17.3 17.8 18.1 18.1 18.8 19.3 19.6 20.9 21.6 22.1 22.4

6 18.2 18.7 19.2 19.5 19.8 20.3 20.7 21.0 22.6 23.1 23.6 23.9

TABLE 28-2 Gain of Dipole Array with Perfect Reflecting Screen (dBi)
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to provide a phase difference between the two lateral halves of the array. If greater slew angles 
are attempted, the horizontal pattern develops large secondary lobes that reduce gain by up to 
3 dB and may interfere with co-channel transmissions from other stations. To achieve larger 
slew angles it is necessary to reduce the horizontal spacing between the dipoles. In modern 
arrays the dipole length is usually slightly less than l 0  /2, and the spacing between the stacks 
is l 0  /2. The slewing system (see Figure 28-13) enables slew angles to be as large as ±30°. 
Systems with up to five slew angles are in common use.

Dipole arrays can be slewed vertically to change their takeoff angle and consequently 
the distance to the optimum reception area. Vertical slewing is accomplished by altering the 
excitation phases of the dipoles in each vertical stack using a switching system operating 
on the elevation feedlines.

Bandwidth

The bandwidth of a dipole array depends on the bandwidth of the dipoles (the fatter the 
better) and of the feed system. The feed system is usually in the form of a branched tree 
system (see Figure 28-13) using wideband transmission-line transformers (tapers or multi-
section designs).13 A well-designed broadband dipole array has a VSWR of 1.5:1 or less in 
its operating bands. For some arrays and slews, mutual impedances cause some dipoles to 
exhibit a negative driving-point resistance that can cause large currents to circulate in the 
feed system. Large circulating currents produce high voltages in parts of the array and rapid 
changes in antenna input impedance, often accompanied by high input VSWR. Arrays 
must be designed to eliminate these resonances or to move them to frequencies outside the 
operating bands.

Practical Considerations

To achieve wide bandwidths, broadband arrays are constructed as fat multiple-wire cage 
dipoles in the form of rectangular boxes or cylinders. The dipoles are usually folded to raise 
their input impedances and to provide additional impedance compensation. A folded dipole 
operates simultaneously in two modes. The radiating mode depends only on the length and 

FIGURE 28-13 Slewing system and corporate feed of a broadband 
HRS 4/4/h dipole array. Dipole length = 0.46 l 0, dipole spacing =  
0.50 l 0 center to center, and screen-to-dipole spacing = 0.25 l 0.
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equivalent diameter of the dipole cage. The nonradiating transmission-line mode comprises 
currents that flow in a loop around the dipole and through the short circuits at the end. The 
impedance variations of the two modes tend to cancel, so the transmission-line mode can be 
used to compensate and to tune the radiating mode. This compensation is optimized by mov-
ing the folded-dipole short circuit away from the end of the dipole toward the feedpoint.

HRS 4/4 arrays can be designed to have a power rating of 750 kW average (4MW PEP), 
which is large enough to accommodate two fully modulated 250-kW AM transmitters fed 
into the antenna simultaneously by using a diplexer. HRS 4/6/h arrays can be designed to 
handle the power of two diplexed 500-kW transmitters.

The octave bandwidth of a dipole array allows three antennas, 6/7/9/11-MHz, 
9/11/13/15/17-MHz, and 13/15/17/19/21/26-MHz, to cover the whole international broad-
cast spectrum, with multiple-antenna coverage of many of the bands.

28.8 SITING HF ANTENNAS

Sloping and Hilly Terrain

The ground over which an antenna is mounted is seldom flat and uniform. This is of 
special significance when designing an antenna with a very low takeoff angle. At low 
elevation angles the zone over which ground reflections add to the direct signal extends 
far in front of the antenna, and any non-uniformities will affect the shape of the resulting 
elevation patterns.14,15

Ground Conductivity

For vertically polarized antennas, high ground conductivity is important for the effective 
operation of transmitting antennas. Vertical transmitting antennas mounted very near sea-
water, which has a high conductivity (4 S/m), do not require ground screens for radiation-
pattern enhancement. For most types of soil, conductivity is significantly smaller than this 
value, so metallic ground screens are sometimes used when a low takeoff angle is needed. 
For horizontally polarized antennas, good ground conductivity is not important, although 
the ground losses below the antenna can be reduced by the use of a screen of wires parallel 
with the direction of polarization.

Coupling Between Co-Sited Antennas

When energy is coupled between one transmitting antenna and another, it can cause the 
generation of intermodulation products that can interfere with other spectrum users; it can 
also cause the incorrect operation of reflected power protection circuits. A typical minimum 
acceptable coupling is between −20 dB and −30 dB, depending on the technology of the 
transmitters, but greater isolation will be needed if the transmitter powers involved are 
substantially different.

Receivers are not tolerant of high signal levels presented at their inputs. When high 
power transmitters are in use, very high levels of isolation are needed to avoid blocking 
and cross-modulation being caused in the receiver. The small effective height of active loop 
receiving antennas results in lower internal intermodulation products than may be provided 
by an LPDA or other more conventional receiving antenna.
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For antennas in each other’s far-field region, an estimate can be made using the standard 
Friis transmission equation:

 Pr /Pt = GtGr (l /4p r)2 (28-7)

where

Pr /Pt is the numerical ratio of received to transmitted power
Gr and Gt are the respective power gains of the two antennas
r is their separation (m)
l is the wavelength

When antennas are cross-polarized in the direction joining them, an additional isolation 
of 10–20 dB can be assumed. The magnitude of the coupling depends on the polarization 
of the antennas. For vertically polarized antennas the coupling factor is

 Cv = 20 log10 (l /8p d ) + Gt + Gr dB (28-8)

where

d = spacing between antennas
Gt = gain of transmitting antenna, dBi
Gr = gain of receiving antenna, dBi

When antennas are only a few wavelengths apart, the mutually induced currents may 
cause modification of the expected radiation patterns. If this is likely to be important, a 
computer analysis may be necessary to assess the possible extent of the interaction.

Side-by-Side Antennas

Horizontally polarized antennas with directive radiation patterns can be placed side by 
side, often using common towers, with an isolation exceeding 20 dB. Equations 28-7 and 
28-8 do not apply in this situation because the antennas are too close. Coupling should be 
calculated by using computer analysis.
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29.1 INTRODUCTION

The VHF and UHF bands are used for a wide variety of point-to-point and broadcast ser-
vices with huge economic and social value, generating requirements for many different 
types of antennas. This chapter includes subjects dealt with in separate chapters in earlier 
editions of this Handbook and has been extended to cover recent developments in base 
station antennas, emphasizing methods and techniques that can be applied to these and 
to many other practical antenna designs. We first review matters of reliability, hardware 
design, construction, and cost, and then examine the design of antennas for typical applica-
tions. Antenna arrays for broadcasting and for mobile communications share many design 
methods, and engineers working with one of these will find many useful ideas by looking 
at the methods that have been applied in the other application.

29.2 DESIGN FOR RELIABILITY

Any broadcast or communication system must provide an adequate level of reliability and 
availability. A link may become unusable if the signal-to-noise ratio falls below the design 
level; it is important that the design objectives for a system specify the fraction of time for 
which this may occur. A downtime of 0.01% or even less may be necessary for a link to a 
lifesaving emergency service, but 1% downtime may be as little as can be economically 
justified for a radiotelephone in a boat used for leisure-time fishing.

Fading due to statistical fluctuations in the propagation path is usually guarded against 
by a fade margin in the power budget. In mobile systems it is standard practice to use a 
diversity system to reduce the impact of fading on system reliability. This takes advantage 
of the low correlation between fading events over two physically separate paths, at two 
frequencies, or for two polarizations.

Antenna failure is an important cause of system unavailability. In critical systems reli-
ability is often increased by using two separate antennas fed through a hybrid combiner 
so that in the event of the failure of one antenna the system continues to operate with a 
reduced level of signal. When designing an antenna it is very important to understand the 
user’s requirement for reliability and to ensure consistent performance in every delivered 
unit. These objectives are achieved by understanding and guarding against the mechanisms 
that lead to failure and inconsistency.

It is very difficult to predict the reliability of an antenna by any formal method, and users 
will review a proposed design in the light of their experience, looking particularly for weak-
nesses that may have caused them problems in the past. No telecommunications or broadcast-
ing operator wants antennas to fail in service, and well-designed antennas can provide reliable 
operation over many years even in difficult climatic conditions. Over-design is expensive and 
is not necessary; under-design costs more money and endangers vital services. The challenge 
for engineers new to the field is to develop an intuitive feeling for best practice in this area. The 
close relationship between mechanical design and electrical function means that antennas must 
be designed from the outset with their mechanical construction in mind. A good antenna design 
brings together the best practice in electrical, mechanical, and production engineering.

We now examine important causes of antenna system failure.

Wind-Induced Mechanical Failures

The oscillating loads imposed by wind on antennas and their supporting structures cause 
countless failures. Aluminum and its alloys are very prone to fatigue failure, and the antenna 
engineer must be aware of this problem. To achieve real reliability:
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1. Examine available wind-speed data for the location where the antenna is to be used.

2. Consider possible local effects such as turbulence around tall buildings or accelerated 
airflow over steeply sloping ground.

3. Choose suitable materials for critical high-stress components, and use de-rated permis-
sible stress levels to allow for fatigue.

4. Check antenna designs for mechanical resonance.

5. Damp out, stiffen up, or guy parts of the antenna system that are prone to vibration or 
oscillation.

Base station antennas for mobile radio usually appear to be immune from wind-induced 
failure, but a large, heavy antenna mounted only on brackets at each end forms a mechan-
ically resonant structure that imposes large fluctuating loads at the support points. The 
occasional occurrence of bracket failure has led some networks to adopt the practice that 
every antenna is secured by a stainless steel safety lanyard to prevent a failure in which a 
roof-mounted antenna could fall into a busy street. More extensive information on design 
against wind failure will be found in Simiu and Scanlan.1

Corrosion

The effects of corrosion and wind-induced stresses are synergistic, each making the other 
worse. They are almost always responsible for the eventual failure of any antenna system. 
Every antenna engineer should also be a corrosion engineer; it is always rewarding to 
examine old antennas to see which causes of corrosion could have been avoided by better 
design. The essence of good corrosion engineering is

● Selection of suitable alloys for outdoor exposure and choice of compatible materials 
when different metals or alloys are in contact. A contact potential of 0.25 V is the maxi-
mum permissible for long life in exposed conditions.

● Specification of suitable protective processes—electroplating, painting, galvanizing, etc.

There is an enormous variety in the severity of the corrosion environment at different locations, 
ranging from dry, unpolluted rural areas to hot, humid coastal industrial complexes. Detailed 
information on corrosion mechanisms and control is provided in Uhlig2 and Fontana.3

Ultraviolet Degradation

Plastics do not corrode, but they degrade by oxidation and the action of ultraviolet light. 
These effects are reduced by additives to the bulk materials. The extensive use of plastics in 
buildings and other outdoor applications has led to the availability of well-stabilized grades 
of polystyrene (PS), unplasticized polyvinyl chloride (UPVC), acrylonitrile butadiene sty-
rene (ABS), and aminoisoprene-styrene copolymer (ASA). At higher frequencies the lower 
dielectric loss of PS makes it an obvious choice for radomes, but all these plastics are useful 
for radomes and other external components.

Fiberglass (GRP—glass reinforced plastic) is widely used in antenna structures and 
radomes. For radomes it is usual to specify polyester resin and type-E glass to ensure the 
lowest losses. GRP must always be protected against UV degradation by specifying a suit-
able stabilizer in the gel-coat. A radome often has a significant effect on the impedance of 
the antenna elements inside it, so care must be taken to make sure that the potentially high 
water absorption of polyester resin does not impair the function of the antenna. Vinyl ester 
resins have much lower water absorption than polyester resins; although slightly more 
lossy they can be used where water absorption may be a problem.
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Water Ingress

Antennas are exposed to the action of rain and of wide daily and seasonal temperature 
cycling. Water will penetrate incorrectly designed external joints and fill internal voids in 
antenna or feed components. The designer must ensure that any voids are either self-draining  
or are hermetically sealed—there is no reliable alternative.

Ice and Snow

The accumulation of ice and snow on an antenna causes an increase in the input voltage 
standing wave ratio (VSWR) and a reduction in gain. The severity of these effects, caused by 
the capacitive loading of antenna elements and absorption of radio-frequency (RF) energy, 
increases as the frequency rises. It is important to check that the antenna and its mounting are 
strong enough to support the weight of snow and ice that will accumulate on them. This is 
vital because even when the risk of a short loss of service due to the electrical effects of ice 
can be accepted, the collapse of the antenna is certainly unacceptable! Ice falling from the 
upper parts of a structure onto antennas below is a major cause of failure; safeguard against 
it by fitting lightweight antennas above more solidly constructed ones, or provide vulnerable 
antennas with shields to deflect falling ice. On tall structures, falling ice creates a danger at 
ground level; feeder gantries must be robust enough to prevent damage by falling ice, and 
personnel must be kept clear of areas where falling ice presents a hazard.

In moderate conditions, antennas may be provided with radomes to cover either the 
terminals of driven elements or whole antennas. In more severe conditions heaters may be 
fitted inside antenna elements or to prevent the buildup of ice and snow on radomes. A wide 
range of surface treatments has been used to prevent the adhesion of ice; some of these show 
initial promise but become degraded and ineffective after a period of exposure to sunlight 
and surface pollution. Flexible radome membranes and non-rigid antenna elements have 
been used with some success.

Sand and Dust

Antennas in desert areas are subject to sand-laden wind, which rapidly abrades many sur-
faces. Fine dust accumulates in any unsealed cavity.

Breakdown under Power

An inadequately designed antenna will fail by the overheating of conductors, dielectric heat-
ing, or tracking across insulators. The power rating of coaxial components may be deter-
mined from published data, but any newly designed antenna should be tested by a physical 
power test. An antenna under test should be expected to survive continuous operation at 
1.5 times rated mean power and at 2 times rated peak voltage; for critical applications even 
larger factors of safety should be specified. For multichannel systems with n channels:
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In-service failures of high-power antennas often occur at the joints of internal conduc-
tors. The passage of high currents through spring connections generates heat, which in turn 
reduces the temper of the spring, resulting in increased joint resistance and further heating; 
this leads to a runaway failure. Systems subject to large thermal cycling generate relative 
physical movement between conductors caused by differential heating and thermal expan-
sion; this movement can cause wear and loss of contact integrity.

External insulating components are subject to the action of water and ice; as well as 
reducing the surface resistance of the material, water absorption can greatly increase the 
dielectric loss factor of insulating materials such as fiberglass. Exposed components carry-
ing high surface fields must be designed very conservatively, and materials that are likely 
to suffer surface tracking should be avoided wherever possible.

Lightning Damage

Antennas mounted on the highest point of a structure are prone to lightning damage. The 
provision of a solid, low-inductance path for lightning currents in an antenna system reduces 
the probability of severe damage to the antenna. Electronic equipment is best protected by 
good antenna design and system grounding, supplemented (for low-power systems) by gas 
tubes connected across the feeder cables. Figure 29-1 shows a typical system with good 
grounding to prevent side-flash damage and danger to personnel.4–6

Precipitation and discharge noise are caused when charged raindrops fall onto an 
antenna or when an antenna is exposed to an intense electric field in thunderstorm condi-
tions. Precipitation noise can be troublesome at the lower end of the VHF band and may be 

FIGURE 29-1 Typical example of good grounding practice
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experienced frequently in some locations. When problems arise, antenna elements may be 
fitted with insulating covers. These prevent the transfer of charge from individual raindrops 
into the antenna circuit.

Passive intermodulation products (PIMs) are generated when radio-frequency cur-
rents flow across any joint between conductors. They will generally encounter some nonlin-
earity in the resistance of the joint, caused by the presence of oxide layers on the conductors 
and made worse by the increase in current density because of the micro-scale roughness of 
the contacting surfaces. It has been a longstanding practice to use single antennas for the 
transmission of multiple radio and TV signals, but the only limit on PIM was the radiation 
of unwanted spurious signals, perhaps 100 dB below the wanted signals. The advent of 
mobile radio base stations led to the use of a single antenna for transmission of multiple 
carriers in duplex operation and use of the same antenna for multichannel reception. This 
has led to the usual adoption of the requirement for PIM to be lower than –153 dB with 
respect to 2 × 20W carriers. This ratio (1015.3) is approximately the ratio of the distance 
from the earth to the sun compared with the thickness of a piece of thin paper, so achieving 
this limit on a consistent production basis presents a major challenge.

The achievement of low PIM depends on following clear rules in design and at all stages 
of production:

● Avoid any interconductor joint that is not essential to the electrical operation of the 
antenna.

● Ensure that every essential joint is tightly compressed and that the force on the joint does 
not depend on any compressible or creep-prone material.

● Avoid dry solder joints—well-soldered joints seem to cause few problems.

● Ensure PCBs are cleanly etched and well washed after processing.

● Protect all essential joints from corrosion (and wherever possible from contact  
with water).

● Avoid the use of metals with nonlinear conductivity or contact potentials—nickel is a 
known PIM source, and aluminum joints must be provided with corrosion protection and 
high contact forces.

● Maintain a high level of cleanliness in storage and assembly areas.

Coaxial Connectors A wide range of coaxial connector interfaces is available, and the 
choice between them will usually be made on the basis of the mean power ratings that the 
connectors must support. For permanent installation, most tower-mounted installations use 
Type N, 7/16-DIN, and the familiar range of bolted EIA flange connectors. If a connector 
is underrated, the spring inner conductor components will overheat; this leads to softening 
of the metal from which they are made, reduction of the contact pressure, and consequent 
increase in contact resistance leading to even more heating and eventual failure. The quality 
of the fitting of connectors is important in achieving low PIM, low VSWR, and long-term 
reliability.

For long-term reliability it is standard practice to provide additional weatherproofing to 
connectors, either by fitting a purpose-designed shrink-on boot or by wrapping with tape. 
Self-amalgamating tape provides physical protection, but some types do not form a water-
proof bond at the connector surface; they should be overwrapped with a layer of petroleum 
jelly–impregnated tape, which remains waterproof for decades. Where a cable is terminated 
directly into connection points on the antenna—for example, in domestic radio and televi-
sion antennas, it is worth applying silicone sealant to the end of the cable and the terminals 
of the antenna to prevent water penetrating the cable and increasing its loss.
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Coaxial Cables For applications at VHF and above, the ratings of cables and connectors 
are generally determined by their attenuation or the mean power they are required to carry. 
The maximum power rating of a cable is determined by many factors:

● The cable diameter Large cables have lower surface current densities and more surface 
from which heat can be radiated or conducted.

● The loss factor of the dielectric Foam dielectrics have lower losses than the same mate-
rial in solid form.

● The thermal conductivity of the dielectric Heat generated in the inner conductor must 
escape through the dielectric and the outer part of the cable.

● The operating frequency As the frequency rises, the skin depth on both inner and outer 
conductors diminishes, so resistive losses increase, reducing the ability of the cable to 
carry power.

● The ambient temperature The cable has a fixed maximum internal operating tempera-
ture, so in high ambient temperatures it can carry less power.

● The thermal environment of the cable Cables installed underground, in floor ducts, or 
in full sunshine, may require additional derating factors to allow for these conditions.  
It may be economic to fit a sunshade over a cable rather than to use a larger cable.

● The maximum operating VSWR The cable will become hottest at points of maximum 
current. In general the effect of an operating VSWR s will be that the maximum power 
of the cable is reduced by a factor 1/s. The possibility of operation with a high VSWR 
caused by fault conditions or ice accumulation must be considered. The VSWR for this 
calculation should be based on the maximum VSWR into which the transmitter will oper-
ate before protective trips reduce its output power. At UHF the axial thermal conductivity 
of a large cable allows heat to flow away from the points of maximum current, reducing 
the derating factor.

● Fault conditions In fault conditions the power division ratio of a junction may effec-
tively change, increasing the power into parts of the antenna. Any fault that increases the 
power in part of the antenna must be considered when choosing cable power ratings.

● Peak voltages The peak voltage rating of a cable may be exceeded before its mean 
power rating is reached, so its peak voltage rating or equivalent peak power rating must 
be checked against the operational requirement. Peak power rating limitations are com-
mon at MF and HF and may determine the choice of cables for multichannel VHF and 
UHF antennas.

Derating factors for these effects are applied cumulatively, so the effective power rat-
ing of a cable may be far lower than that given by the power/frequency curve in the cable 
specification. In a complex antenna system the cables at every level of the feed system must 
be assessed separately. Information on derating factors will be found in manufacturer’s 
catalogs—often in inconspicuous tables at the back.

Large coaxial cables are heavy and difficult to bend. It is essential to allow adequate 
bending radii and enough clearance along the cable route to allow it to be installed and 
formed into position. It is always worth consulting an experienced installer to check the 
feasibility of complex cable runs. Arrangements for lifting and supporting cables should 
always be planned by reference to manufacturers’ specifications.

Cables for receiving antennas are selected on the basis of their attenuation per 
unit length (dB/m). The least lossy cables for a given outside diameter are those with 
helical or foam polyethylene dielectrics. Cables with continuous copper outer conduc-
tors have the best screening against pickup when passing through regions of strong 
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signals—perhaps past transmitting antennas. More flexible cables have braided or tape 
screens, with multiple screens used for improved shielding when necessary. Some low-
cost cables have sparse braids that offer relatively poor immunity to pickup of noise 
and spurious signals.

Large antenna systems often comprise multiple radiating elements connected by 
coaxial cables that may be prone to damage by wind vibration, falling ice, and personnel 
climbing within the array during installation or maintenance operations. To ensure high 
reliability, secure the cables adequately and route them where they are unlikely to be trod-
den on or used as “handles.” Staff working on these antennas must be trained to appreciate 
these issues.

Antenna Design for High Operating Power Many of the factors just listed are relevant 
when designing an antenna to handle any power that is high enough to cause local heating 
and damage to its components. A small antenna operating at 2 GHz and carrying 100 W  
may be vulnerable to power failure if the designer failed to recognize the need to limit 
power dissipation and to avoid thermally insulating the components that will generate heat 
under power. A multichannel GSM omnidirectional antenna designed to carry 500 W pro-
vides a critical test of the designer’s understanding of thermal design.

For components that will operate at elevated temperatures, make sure the chosen materi-
als will not degrade at their expected operating temperature and that when power is turned 
on or off, the resulting thermal expansion/contraction can be accommodated without caus-
ing stresses. Where thermal expansion may cause relative movement between parts, the 
design must allow for this by providing a reliable low-resistance current path and avoiding 
wear by repeated small movements.

Power Testing There is no substitute for conducting a power test, either on a complete 
antenna or on critical components like radiating elements and power splitters. The mean 
and peak power levels for the test should be chosen to provide the factors of safety sug-
gested in this section. To provide in-service reliability it is important to understand the 
operating temperatures that may be experienced by internal components, relating this to the 
softening point of plastics and to the maximum service temperature for spring connections 
and solder joints. The tools for temperature measurement include infrared thermal cameras 
for external components and thermochromic paints and stick-on labels for internal compo-
nents. Thermochromic labels may heat up by dielectric heating in high RF fields; take care 
that as far as possible they are protected from them.

When conducting a power test, monitor the temperature of the largest masses to make 
sure the test is long enough for everything to reach thermal equilibrium. Record the ambient 
temperature at the time of the test, as the critical parameter is the temperature rise above 
the ambient temperature recorded at various points of the system; if the antenna will be 
used in a higher ambient temperature than during the test, allow for this when deciding on 
service ratings.

Installation Design and Practice An excellent guide to good practice is provided by the 
ETSI Guide.7 Large antennas will be transported in sections and reassembled on site, so 
all components must withstand transport and rough handling. They must be designed such 
that reassembly can be carried out on site by an antenna rigger who has no knowledge of 
the subtle points of antenna design. Components should fit together only one way (the 
right way) and any (unavoidably) interchangeable parts must be very clearly marked. Any 
components that were earlier tested as subassemblies should be marked so the same com-
ponents are reassembled in the same way.
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29.3 SOME UNIVERSAL PRINCIPLES

The mechanical design of any antenna system needs to provide a number of basic fea-
tures:

● Repeatability of electrical characteristics between manufactured samples

● Robustness to withstand transport and installation

● Stability of electrical characteristics in service

● Resistance to lightning damage

● Low RF losses

● Low levels of passive intermodulation products

TABLE 29-1 Typical Mechanical Details Illustrating Good Design Principles for Antenna Design

Detail Practical Imperfections Preferred Detail Example

1

Strip conductors joined to one
another or to ground.

Contact pressure at circled point is not defined.
Loss, power rating, and PIM are uncertain.
Impedance changes if contact point moves.

(b) Can also be achieved by
bending or pressing strip end(s).

2

Right angle connection
between flat conductors.

Any lack of square or deflection of the joint
displaces the contact point: loss, PIM, unstable Z.

Move the fixing closer to the
bend, or press the flange to
define the contact point.

3

Connection through a
dielectric layer.

Most thermoplastic materials creep under pressure,
so the joint integrity is lost and heating occurs.
Brittle material may be fractured if joint is over-
tightened. Add a sleeve over the fastener to

remove stress from the dielectric
and to form a stable current path.

4

Clamping through a
dielectric layer.

Current path relies on contact
through thread.

The problems are the same as those of the
preceding example, but this is worse because the
pressure under the fastener is higher for a given
joint closure force. Add a sleeve and a washer to

reduce pressure: also observe
precautions as in (1).

5

This is particularly to be avoided. It shares the
problems of (3), and the point of current flow
between the screw and the upper conductor is
undefined. Don’t rely on current flowing from a
screw into the threaded component.

6
These examples are exaggerated to show clearly
what is happening.

Spring plug contact is
smaller than hole.

Current path is incorrect: impedance uncertain and
current density at contact point is high. Plug will
overheat.

Contact is at entry to hole. it is
stable and less dependent on
spring temper.

(a)

(b)

Defined current path.
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Their relative importance varies with the application, but fortunately, the same design 
methods improve all these desirable features and, with experience, many of them can be 
incorporated into a design with minimal extra cost, adding real value to the product.

Many important design techniques relate to the configuration of joints between con-
ductors, whether these are part of a radiating structure or an internal feed system. RF 
currents flow only in the surface of the conductors that carry them, so the achievement of 
our objectives depends on the way in which the conductor surfaces relate to one another 
at every interconnection. There must be a well-defined surface current path, maintained 
independently of production tolerances and bearing sufficient mechanical pressure to 
ensure a stable current path whatever forces the joint may experience on account of 
temperature change, vibration, wind load, or other causes. It is essential to remember 
that in the real world no surfaces are flat—they are always rough and slope in one direc-
tion or another. No surfaces are exactly square, and no conductors are completely rigid. 
Table 29-1 shows examples that illustrate simple principles that must be followed in 
every antenna design. These examples are not exhaustive. If the reasons for avoiding 
the details in the left-hand column are appreciated, a whole variety of good solutions 
may often be found. The criticality of these details increases as the power and/or design 
frequency increase, or as the requirement for low PIM or resistance to lightning damage 
becomes more severe.

29.4 PERFORMANCE, RELIABILITY, COST,  
AND THE CHOICE OF MATERIALS

On many occasions the antenna designer will receive a complete electrical and mechani-
cal specification for an antenna and will create a design that provides the best ratio of 
performance to cost. On other occasions the designer will have knowledge of the system 
requirement for the antenna and can optimize the technical and economic aspects of the 
antenna design together with its supporting structure, cables, and associated hardware; this 
process often provides more value to the user because the designer can balance a variety of 
parameters that contribute to the performance and costs of the system.

The reliability of antenna systems continues to increase, reflecting the availability of 
improved manufacturing techniques, better materials, and the experience of designers and 
users. There is a huge repertoire of solutions to obtain any needed electrical performance, 
so much of the antenna designer’s time is now spent matching available design concepts 
to low-cost materials and production methods. Customers’ expectations of “more for less” 
apply to antennas just as they do to any other product. Products that demand hours of 
patient adjustment to finesse them to meet their specification are not commercially viable; 
someone will have designed a simple product that works every time—the target we must 
achieve! In many respects broadcast services operate under the most difficult constraints, 
as they must provide a very high standard of coverage in a target region while observing 
stringent restrictions on signals radiated outside the target. This is made difficult because 
their target regions are often defined by commercial and political constraints that don’t fit 
well with antenna design equations.

The designer must provide the required overall performance for the lowest cost. 
Reliability of 100% is often very difficult and costly to achieve and is only necessary for 
a small number of services. By comparison, 99.9% availability will entirely satisfy many 
users and can be provided much more readily; the user may be unable to justify the high 
cost of that extra 0.1%.
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Cost-effective design is only obtained by:

● Identifying the availability and coverage needed

● Determining the environment at both ends of the path

● Estimating the propagation characteristics of the path and judging the reliability of  
the estimates

● Selecting equipment and antennas to meet the communications and reliability objectives

This is a general process, applicable to point-to-point and broadcast systems. For a point-
to-point system we may have control of the equipment at both ends of the link, and resources 
can be balanced to provide the best solution. In a broadcast or mobile radio system, coverage 
plans are based on assumptions about the effective isotropic radiated power (EIRP) of the 
transmitter, the height and gain of the user’s antenna, and the sensitivity of the receiver.

Trade-Offs

For any major scheme it is always advisable to work through the following checklist:

1. Examine the interactions of structure height, transmitter power, feeder attenuation, and 
antenna gain.

2. Consider using split antennas and duplicate feeders to increase reliability.

3. Consider the use of diversity techniques to achieve target availability instead of a single 
system with higher power and gains.

4. Review the propagation data, especially the probability of multipath or co-channel inter-
ference. Don’t engineer a system with 99.9% hardware availability and find 3% outage 
due to co-channel problems. Check the cost of antennas designed to reduce co-channel 
problems by nulling out the troublesome signals and the use of diversity techniques to 
combat multipath fading.

5. Visit the chosen site—if that’s not possible, request maps and photographs of the site 
and its surroundings. General wind data are useless if the tower is near a cliff edge—a 
careful estimate of actual conditions must be made. A nearby industrial area may mean 
a corrosive environment, and nearness to main roads indicates a probable high electrical 
noise level. Look for local physical obstructions in the propagation path. Check access 
arrangements to confirm assumptions that it will be possible to transport the antenna to 
site without taking it to pieces.

6. Don’t over-design to cover ignorance. Find out!

Cost Issues

A glance through the early chapters of this Handbook demonstrates that many different 
types of antenna can be used as the basis of design for most applications. The choice 
between approaches sometimes relates to physical attributes, for example, to minimize 
dimensions or to ensure robustness. In the majority of cases the designer must compare a 
number of possible approaches and select candidates for further development on the basis 
of their suitability for production—the potential for using low-cost techniques and materi-
als and avoiding critical tolerances to ensure reproducibility in production. However hard 
the path, it is never good enough to produce just “a design that works.”
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There are no unique solutions to minimizing costs. The optimum design for any applica-
tion will depend on labor and material costs in the location where production will take place, 
although a design that offers the user a higher performance/price ratio may succeed over 
a simple minimum-cost approach. A design that minimizes the number of components— 
using each physical component to deliver multiple functions—often provides a result with 
low cost, high reliability, and clear customer appeal. For a design that is going to be pro-
duced in large numbers, figure out the cost of materials, and count the number of parts, 
holes, fasteners, and critical dimensions. Then rework the design several times to reduce 
them all!

A major contribution to excess cost is overspecification of mechanical tolerances in an 
effort to control production variability. There is no substitute for carrying out a sensitivity 
analysis to check the dependence of a design on component tolerances (both mechanical 
and electrical)—this allows noncritical parameters to be assigned relaxed tolerances, and 
the design of critical areas can be reviewed to find less sensitive solutions. It is easy to 
assume that components manufactured using CNC (computer numerical control) machines 
have vanishingly small mechanical tolerances, but the designer who relies on this will soon 
be disappointed. Always ensure that the mechanical engineer who will translate your favor-
ite electrical design into hardware understands which tolerances are critical, which must 
avoid cumulative errors, and which can be relaxed. Materials that appear interchangeable 
to a mechanical designer may be very different in electrical properties.

Design for Production Many antenna designs are created to be manufactured in large vol-
umes. Not only must the designer devise a structure with all the right electrical properties— 
patterns, gain, VSWR, and the rest—but it must be possible to produce the design using 
standard industrial processes. The performance of a prototype must exceed that required 
in production by a large enough margin so that almost none of the units produced will be 
outside the required performance specification. The cost of producing the design in the 
target volumes, including the costs of scrap and reworking any failures, must meet the 
requirements of the market and the shareholders.

It is not efficient to begin a design using one technique and collection of materials, 
and then to decide late in development that to meet production demands the techniques 
and materials must be changed. An understanding of production techniques that would 
be economic given the forecast production volumes and rate of production must precede 
electrical design. At every step of electrical optimization the designer must bear in mind 
the practicability of converting the ideas into producible hardware and must understand the 
consequences of dimensional tolerances and variable material properties. The design task 
includes identifying areas of greatest risk and modifying the design to reduce their poten-
tial effects; changing materials or processes should only be considered if no cost increase 
would result.

Materials When selecting materials for antenna construction it is increasingly necessary 
to consider the need to design for recycling and to ensure that products do not contain toxic 
materials. The European RoHS directive and initiatives in China, Japan, and some states 
of the United States have led to the elimination of toxic materials from electrical and elec-
tronic products; this trend will continue, embracing a wider variety of products and poten-
tial toxins. The approach of many major international companies is to insist on compliance 
with at least the RoHS limits8 for any product they purchase. More extensive checklists 
follow the Japan Green Procurement9 or EIA recommendations.10 This process is seen 
as responsible citizenship rather than simply compliance with regulations. The currently 
restricted materials include lead, mercury, hexavalent chromium, cadmium, PBBs, and 
PBDEs (compounds previously used as flame-retardants in plastics). As well as prompting 
the move to lead-free solders, the regulations have changed practices in metal finishing, and 
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in the stabilization and fireproofing of resins, adhesives, and plastics. Design for recycling 
is a developing art that will continue to challenge old assumptions about the way materials 
are selected, components are assembled, and products are packed. Designers everywhere 
need to be aware of the rules that their companies must conform to when trading in interna-
tional markets. The Internet is an excellent source of information about current legislation 
and best practice, both in your country and in international trade.

Conductors The conducting materials used for the construction of most VHF/UHF 
antennas include galvanized steel, aluminum alloys, and copper (usually in the form of 
transmission lines and printed circuit laminate). Other materials—including zinc, brass, 
and stainless steel—are sometimes used in special applications, and also to provide protec-
tive coatings. The results of using materials with lower conductivities must be understood 
in the context of the intended operating frequency and power. At UHF most of the current 
may flow in the plating rather than the base material, so plating materials must be chosen 
with their conductivity in mind. Efforts to enhance the conductivity of a less conductive 
base material are not very reliable; the conductivity of a plated metal (for example, silver) 
may be lower than that of the material in bulk because of the nature of the crystalline struc-
ture of the plated coating.

Insulators Most insulators are made from a surprisingly small range of materials. Antenna 
system power ratings are often determined by dielectric heating, so for many applications the 
choice of insulating materials is limited to a small group of low-loss materials: polyethylene 
(PE), polypropylene (PP), polystyrene (PS, or better, high-impact polystyrene—HIPS), and 
polytetrafluoroethylene (PTFE). Of these the first three are readily available at low cost and 
can be molded into complex shapes. PE, PP, and PTFE change shape significantly under 
prolonged mechanical loading (a process known as creep), especially at elevated tempera-
tures. PTFE has a thermal coefficient of expansion that is nonlinear over the usual range of 
ambient temperatures. PE, PP, and PS suffer surface tracking when exposed to high electric 
fields—especially if the surface is exposed to rain—and tracking immediately carbonizes 
the surface, leading to rapid failure. PTFE can be used successfully with significantly higher 
tangential electric fields along the surface than the other materials. When designing with 
plastics it is advisable to specify the exact material (including manufacturer and grade). 
Permittivity and dielectric loss may vary between different grades of the same generic mate-
rial, especially if recycled material has been included. Ceramic insulators are expensive and 
are not commonly used in VHF/UHF antenna systems. When using a material for the first 
time always check its relative permittivity, loss factor, and water absorption.

Printed Circuit Boards These are increasingly used for the construction of antennas at 
frequencies from the UHF TV band upward. They provide a low-cost method of reproduc-
ing large volumes of devices with tight tolerances for use at low and medium powers. The 
main problems associated with their use are as follows:

Power limitation is caused by lossy dielectric, limitation of current density in narrow con-
ductors, and high field strengths associated with the inevitable sharp edges of etched con-
ducting tracks. When working with laminates based on PTFE or other high-temperature  
materials, remember that the failure point of the laminate may occur at a very high 
temperature, so the power rating of an antenna may be limited by the power capable 
of unsoldering the input connector. Unless provision is made to transfer heat from the 
critical components, failure may occur at a much lower power than expected.

Performance variability is caused by tolerances in the dielectric constant of the lami-
nate, etching tolerances (over-/under-etch), and problems on long antennas caused by 
stretching of the photographic film carrying the negative image of the tracks. Errors in  
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registration between the faces of double-layer structures and tolerances in the positions of 
holes and other features must not be overlooked. When manufacturing long boards with 
close tolerances it is important to keep the film negatives for different layers together, so 
that any stretch does not cause progressive registration errors, and they should preferably 
be stored flat or laid out flat for some time before they are used. Under- and over-etching  
cause the width of microstrip lines and other features to vary and can be detected by 
positioning telltale features at strategic locations. Gap-and-track or wedge features can 
make very small under-/over-etch clearly visible to the naked eye.

Mechanical stability When designing with PTFE-based laminates it is very important 
to remember the very poor creep strength of this material, even when reinforced with 
glass. No electrical connection should rely on compression of the laminate—it will 
simply flow away, and the integrity of the electrical contact will be lost.

None of these limitations is insuperable, but every designer must understand them, 
control their extent, and manage their effects. This becomes more critical as the operating 
frequency is increased. There are few fixed rules, as many of the effects depend on the 
processes used by the board fabricator and the etching shop. The mobile radio base station 
market has driven many changes in the cost and variety of available materials and the avail-
ability of processors who can cope with boards up to 2.5 m long.

Computer Design Tools

The art and science of antenna design has been hugely advanced by the availability of pow-
erful low-cost computers and specialist electromagnetic simulation packages. For some 
purposes a computer model will provide a highly accurate estimate of the performance to 
be expected from a real antenna and allows optimization to meet a practical requirement. 
Some antennas are still too complex to model as a whole (for example, a large multi-tier 
TV broadcast array), and the whole design problem must be divided into separate areas for 
optimization—in this case the design of the panel and the power dividers, the optimization 
of the geometry and excitation of a tier of the array to create the required azimuth radia-
tion pattern, and the design of the excitation of each tier to provide the required elevation 
radiation pattern. Simulation is very useful for investigating the effects of mechanical and 
material tolerances.

As the operating frequency increases, the precision with which an antenna is modeled 
becomes increasingly important, especially in the input region. Software tools can analyze 
the performance of an antenna structure but in general are unable to synthesize antennas 
or arrays to meet specific requirements. A computer does not understand how an antenna 
works, or which aspects are important to the user; it simply predicts the performance of 
the input structure.

In the frequency bands addressed by this chapter, moment-method and time domain 
simulation tools are useful. Full 3D tools are needed for many applications, but 2D or 2½-D 
tools are useful for some antenna structures and microstrip feed systems.

Computer analysis of aerodynamic and structural design is usually carried out using 
finite-element methods and allows designers to optimize the shape of critical antenna 
components. A wide variety of commercial software is available, and every organization 
engaged in antenna design needs to have access to programs appropriate to the complexity 
of the work in which it is engaged.

The designer should always view simulation outputs showing the fields, currents, or 
mechanical stresses present in an antenna design. An intuitive feel for their behavior is one 
of the hallmarks of the successful designer.
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29.5 SAFETY: RADHAZ

The maximum permitted RF field and power flux levels to which personnel may be exposed 
are specified in various national and international regulations11 and corresponding national 
standards. These ensure that the effects of the electromagnetic fields on the human body are 
controlled at a level at which no health effects are known to occur. Those working around 
LF, MF, and HF antennas should also recognize that the limiting parameter may be the 
intensity of the H-field rather than E-field or power flux density. Antenna engineers and 
riggers are probably the most exposed group in the population, and they should be particu-
larly aware of the exposure standards and the need to avoid overexposure of themselves 
and others.

Antenna engineers become accustomed to working with antennas carrying powers that 
may be sufficient to cause death or serious injury. Whether climbing close to broadcast-
ing antennas or mobile radio base stations, or conducting power tests in a laboratory, all 
those working with live antennas need to be made aware of the potential hazards created 
by non-ionizing radiation. When possible all power should be removed from antennas 
before climbing near them; transmitters should be locked off, and the person working 
on the antenna should take the keys or the fuses so that no one can inadvertently apply 
power while work is in progress. When it is necessary to pass close to operating antennas a 
competent person should calculate the probable exposure to high fields, and the personnel 
concerned should carry personal alarms to warn them if they move into areas of unaccept-
ably high field strength. When designing new antennas that are intended to allow internal 
access (like VHF/UHF panel arrays), care must be taken to make sure that internal access 
ways are well enough screened to allow safe access, if necessary after reducing normal 
operating power to permit access. Explicit advisory notices must be placed at the base of 
the antenna supporting structure to advise workers of the necessary precautions to ensure 
their safety.

Routine production testing of the passive intermodulation performance of base station 
antennas creates a significant hazard, and facilities must provide foolproof protection of 
personnel using the facility and reassurance for those in the vicinity; this can be provided 
using infrared beams or pressure-sensitive mats to switch off the power in the event that 
someone is too close to the antenna under test.

Public concerns regarding the possible hazards posed by radio installations appear 
increasingly likely to be unfounded.12 Typical power flux densities to which the public is 
exposed are usually three orders of magnitude below the international limits. Antenna engi-
neers have a responsibility to provide others with accurate estimates of exposure levels and 
to monitor the developing research literature on potential health effects.13–15 Field strengths 
many wavelengths distant from an antenna—for example, at points on the ground or on 
nearby rooftops—can be calculated on the basis of the power flux per unit area. The power 
flux through the surface of a sphere of radius r surrounding an isotropic radiator radiating 
Wt watts is Wt/4p r2 watts per square meter. For an antenna with gain G, the power flux is 
GWt /4p r2

.W/m2. By knowing the mean input power to the antenna, its gain in the direction 
of interest, and the distance to the point of potential exposure, the likely power flux can be 
calculated and compared with that permitted. At points close to the antenna a simple and 
reasonably accurate power density estimate is obtained by assuming that Wt watts flow 
out through a cylindrical surface with the same length as the antenna and a width equal to 
the distance between the 3-dB points at the relevant distance from the antenna. Assume a 
back-to-front ratio of only 10 dB for persons close to the antenna, because they cannot be 
expected to stay in the rear minimum.
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29.6 PROPAGATION

The study of propagation effects in the VHF/UHF bands is beyond the scope of this chapter, 
but all designers of systems required to produce reliable end-to-end connection need to 
familiarize themselves with tropospheric effects, terrain blocking, and the effects of the built 
environment. While the prediction of loss over a point-to-point path is relatively straight-
forward, the prediction of coverage for broadcast and cellular systems has to be approached 
on a statistical basis to allow for the variations in the position and path conditions to large 
numbers of users. The possibility of signal impairment by multipath propagation affects 
many systems. When designing antennas for a long link, consider the possible effects of 
fading and ducting, in which typical signal levels are either reduced, causing the potential 
loss of established links, or increased, causing potential co-channel interference from distant 
users of the same frequency.

Propagation effects influence antenna system design in a variety of ways including the 
provision of adequate gain and fade margin, the height at which antennas must be mounted, 
the choice of polarization, and the provision of space, polarization, or frequency diversity. 
Detailed prediction of coverage areas of broadcast and cellular systems is usually carried 
out using computer simulations, and a wide variety of planning tools is available, embody-
ing terrain models of various degrees of detail and sophistication. A comprehensive set of 
graphical data is provided in Shibuya.16

Use of the finite resource of the electromagnetic spectrum is optimized not only by the 
adoption of optimum modulation systems and signal formats, but also by the choice of 
antenna characteristics. Frequency reuse in cellular systems is managed by the position-
ing of base stations, antenna pattern specifications, and the use of elevation downtilt. The 
avoidance of co- and adjacent-channel interference in domestic TV systems is managed 
by the radiation pattern specifications applied to broadcast stations and domestic receiving 
antennas.

Choice of Polarization

Base stations for mobile services formerly used vertical polarization because it was simple 
to provide omnidirectional antennas at the mobile terminals and the base station. Cellular 
systems now often use 45°-slant linear polarization because the signals received from a 
typical mobile on a pair of antennas polarized at +45º and –45º have sufficiently low corre-
lation to provide useful diversity gain. Circular polarization is often used for radio services 
to reduce the influence of the polarization of the receiving antenna and to make it easier for 
the untrained user to find a consistent high-quality signal.

There is sometimes an advantage in using horizontal polarization for obstructed point-
to-point links in hilly terrain, but the choice of polarization is often determined by the need 
to control co-channel interference. Orthogonal polarizations are often chosen for antennas 
mounted close together in order to increase the isolation between them.

The use of circular polarization (CP) can reduce the effects of destructive interference 
by reflected multipath signals, so CP should be considered for any path where this problem 
is expected. CP has been used with success on a number of long grazing-incidence over-
sea paths where problems with variable sea-surface reflections had been expected to be 
troublesome. Both ends of a CP link must use antennas with the same sense of polarization. 
In some countries circular polarization is used for TV services, but for this application the 
receiving antenna is usually horizontally polarized.
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29.7 POINT-TO-POINT LINKS AND  
BROADCAST RECEIVING ANTENNAS

Most low/medium gain antennas are of end-fire design. When higher gain is needed, it is 
usually obtained by forming arrays of basic end-fire antennas. The antenna styles described 
here are only a small subset of all the possible designs, but they represent a large proportion 
of antennas used worldwide for practical applications.

In some countries, bowtie dipole and corner reflector designs are popular for domestic 
TV reception, and they are described later in this section. From a cost/performance point 
of view they have little significant advantage. Simple log-periodic antennas will cover 
the UHF band. A variety of hybrid Yagi-Uda, log-periodic, and other solutions is used to 
provide multiband operation over the VHF and UHF bands. Many of these designs have 
only modest gain, but the high signal levels available outdoors in many cities allow them to 
provide adequate reception. In situations with co-channel interference or multipath (ghost-
ing), a more conventional antenna with a narrower azimuth beamwidth and lower sidelobes 
is often preferred.

Yagi-Uda Antennas

The Yagi-Uda antenna is the most successful general-purpose directional antenna design 
at frequencies up to at least 2.5 GHz. It is inexpensive and simple to construct, and will 
provide gains of up to about 17 dBi (or more if a multiple array is used). Its bandwidth can 
be chosen to suit the application; almost an octave bandwidth can be achieved, but at the 
expense of a lower gain than can be provided over a narrower band. At low frequencies 
the realizable gain is limited by the physical size of the antenna; in the upper UHF band a 
reflector antenna may be simpler, less costly, and more reliable if a large gain is required.

Yagi-Uda antennas provide unidirectional beams with moderately low side and rear 
lobes. The characteristics of the basic antenna can be modified in a variety of ways, some 
of which are shown in Figure 29-3. The basic antenna (a) can be arrayed in linear or planar 
arrays (b). When the individual antennas are correctly spaced, an array of N antennas will 
have a power gain N times as large as that of a single antenna, less an allowance for feeder 
losses. Table 29-2 indicates typical gains and arraying distances for Yagi-Uda antennas of 
various sizes. Different array spacings may be used when a deep null at a specified bearing 
is required, but the forward gain may be slightly reduced.

To achieve closely definable radiation patterns it is important to feed the radiating ele-
ment using a suitable balun to avoid unwanted radiation from the feed cable. Typical Yagi-
Uda antennas will provide cross-polar discrimination (XPD) of at least 20 dB in the main 
beam direction; higher XPD can be obtained by observing good symmetry and a well- 
balanced feed/balun system.

Yagi-Uda antennas can be built to support high input powers, and they are commonly 
used for directional broadcast transmission. Only one element and its drive circuit must be 
specially designed to support high input power.

The bandwidth over which the front-to-back ratio is maintained may be increased by 
replacing a single reflector rod by two or three parallel rods (c)—as often used for domes-
tic TV receiving antennas. The back-to-front ratio of a simple Yagi-Uda antenna may be 
increased either by the addition of a screen (d) or by arraying two antennas with a quarter-
wavelength axial displacement, providing a corresponding additional quarter wavelength 
of feeder cable to the forward antenna (e). A well-designed screen will provide a back-
to-front ratio of as much as 40 dB, while that available from the quadrature-fed system is 
typically 26 dB.
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FIGURE 29-2 Configurations of Yagi-Uda antennas: (a) Standard six-element antenna; (b) Stacked 
and bayed arrays; (c) Double reflector rods; (d) Reflector screen; (e) Increased F/b ratio by l /4 offset; 
(f ), (g), (h) Arrangements to produce azimuth radiation patterns for special applications
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Circular polarization can be obtained by using crossed Yagi-Uda antennas: a pair of 
antennas mounted on a common boom with their elements set at right angles. The two 
antennas must be fed in phase quadrature or be fed in phase and mutually displaced by a 
quarter wavelength along the boom. (Using the in-phase method the equality of the phases 
and current amplitudes on the two components is less disturbed by the VSWR of the indi-
vidual antennas as long as they are identical.)

There has been some interest in slow-wave end-fire arrays that use long, closed forms 
for their elements, such as rings or squares. They have not proved popular in practice, prob-
ably because they have narrower bandwidths than an optimal Yagi-Uda antenna and are 
more complex to manufacture. The domestic TV receiving antenna market is sometimes 
subject to fashion, and some interesting local variants are seen in cities round the world.

Log-periodic antennas are widely used for applications in which a large frequency 
bandwidth is needed. The gain of a typical VHF or UHF log-periodic antenna is about  
10 dBi, but larger gains can be obtained by arraying two or more antennas. The disadvantage 
of all log-periodic designs is the large physical size of an antenna with only modest gain. 
This is because only a small part of the whole structure is active at any given frequency.

The most common design used on the VHF-UHF bands is the log-periodic dipole array 
(LPDA). (See Chapter 13 and Kraus and Marhefka.17) After selecting suitable values for 
the design ratio t and apex angle a, the designer must decide on the compromises neces-
sary to produce a practical antenna at reasonable cost. The theoretical ideal is for the cross- 
sectional dimensions of the elements and support booms to be scaled continuously along 
the array; in practice, the elements are often made in groups by using standard tube sizes, 
and the support boom is often of uniform cross section. The stray capacitances and induc-
tances associated within the feed region are sometimes troublesome, especially in the UHF 
band, and can be compensated only by experiment. The coaxial feed cable is usually passed 
through one of the two support booms to avoid the need for a wideband balun.

Printed-circuit techniques can readily be applied to LPDA design in the UHF band and 
above, as the antenna is easy to divide into two separate structures that can be etched onto 
two substrate surfaces. At the lower end of the VHF band the dipole elements may be con-
structed from flexible wires supported from an insulating catenary cord.

A typical well-designed octave-bandwidth LPDA has a VSWR less than 1.3:1 and a 
gain of 10 dBi. Log-periodic antennas have been widely used both as TV receiving anten-
nas and also as transmitting antennas at low-power relay stations in the VHF and UHF 
broadcast bands. LPDAs are produced commercially for surveillance and measurement 
applications with bandwidths exceeding a decade. Other log-periodic designs that can be 
found in Chapter 13 are less common in commercial application in the VHF/UHF bands, 
probably for reasons of cost and windload.

Number of Elements Typical Gain, dBi Spacing for Arraying, l

    3 7 0.7

    4 9 1.0

    6 10.5  1.25

    8 12.5  1.63

   12 14.5 1.8

   15 15.5 1.9

   18 16.5 2.0

TABLE 29-2 Typical Data for Yagi-Uda Antennas
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Helices A long helical antenna has an easily predicted performance and is simple to con-
struct and match. A VSWR as low as 1.2:1 can be obtained fairly easily over a frequency 
bandwidth of 20%, and wider bandwidths are possible if the helix is tapered or stepped in 
diameter. Conductive spacers may be used to support the helical element from the central 
support boom, so the antenna can be made very robust. At higher frequencies it may be 
more convenient to support the helical element by winding a conducting tape onto a dielec-
tric rod or tube. The maximum gain that can be obtained from a single helix is limited by 
the physical length that can conveniently be supported, typically ranging from 12 dBi at 
150 MHz to 20 dBi at 2 GHz.

Helices can be arrayed for increased gain; to obtain correct phasing the inputs must be 
driven in phase, and the start position of each helix in the array must be the same. Low gain 
helices—in particular, short quadrifilar helices—find application as reflector feed units and 
as antennas for small satellite terminals.18 Ceramic-loaded quadrifilar helices have been 
used as receiving antennas for GPS systems.19 For further information on the design and 
performance of helices see Chapter 12.

Bowtie Dipoles and Reflectors

Arrays comprising a column of bowtie dipoles mounted in front of a reflecting screen are 
common as horizontally polarized domestic TV receiving antennas in some countries. The 
triangles can be approximated with wire mesh, provided the mesh spacing is less than one-
tenth wavelength, or by a fan of rods connected at the feedpoint. Flare angles between 60º 
and 80° combined with a half-length up to 0.58l provide satisfactory input impedance and 
radiation patterns. To provide more gain and an increased front-to-back ratio, dipoles are 
usually stacked vertically and mounted approximately 0.25l in front of a reflecting screen 
made from parallel rods spaced 0.1l apart (at fmax). In this configuration the dipoles are fed 
by an open balanced transmission line. The measured gain for one and two dipoles over a 
flat screen is also shown in Figure 29-4. Commercially available antennas typically have a 
VSWR less than 2.0, a front-to-back ratio greater than 15 dB, and sidelobe levels less than 
13 dB below the peak gain over 90% of the UHF band.

Corner Reflectors Well-designed corner-reflector antennas are capable of providing high 
gain and low sidelobe levels, but below 100 MHz they are mechanically cumbersome. 
Before using a corner reflector, make sure that the same amount of material could not be 
more effectively used to build a Yagi-Uda antenna, or perhaps a pair of them, to do the job 
better.

In the UHF band, corner reflectors can 
be very simply constructed from solid or 
perforated sheet and a variety of beam-
widths and back-to-front ratios obtained 
by the choice of the apex angle, spacing of 
the dipole from the vertex, and the width 
of the reflector. The apex of the corner is 
sometimes modified to form a trough (see 
Figure 29-5). The provision of multiple 
dipoles extends the antenna aperture and 
increases the available gain.

Panel Antennas An antenna that com-
prises a reflecting screen with simple 
radiating elements mounted over it, in a FIGURE 29-3 Bowtie dipole

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

VHF and UHF Antennas for Communications and Broadcasting



 VHF AND UHF ANTENNAS FOR COMMUNICATIONS AND BROADCASTING 29-21

broadside configuration, is generally termed a panel antenna. An array may comprise one 
or more panels connected together.

Typical panels use full-wavelength dipoles, half-wave dipoles, or slots as radiating 
elements (see Figure 29-6). For some applications they have advantages over Yagi-Uda 
antennas:

● More constant gain, radiation patterns, and VSWR over a wide bandwidth—up to an 
octave

● More compact physical construction—the phase center is maintained closer to the axis 
of the supporting structure, providing better control of the azimuth radiation pattern

● Very low coupling to the mounting structure

● Low side lobes and rear lobes

FIGURE 29-4 Gain characteristics: (a) Bowtie dipole (a = 70°, A = 190 mm);  
(b) Bowtie dipole in front of screen (550 × 480 mm); (c) Two tiers stacked 600 mm apart 
in front of a screen

FIGURE 29-5 Corner and trough reflectors
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Panel antennas for frequencies in the UHF band lend themselves to printed-circuit 
design methods, as the radiating structures, feedlines, and matching system may all be 
produced by stripline techniques. At lower frequencies the radiating elements are often 
mounted at voltage minimum points using conducting supports, so a strong, rigid construc-
tion can be produced. A solidly built but lightweight panel for a military application is 
shown in Figure 29-7a. Here an all-welded aluminum frame and a skeleton-slot radiator are 
used so that the antenna will resist rough use in the field. Panels are often used as building 
blocks for complex arrays for radio and TV broadcasting.

Paraboloids The design of a high-gain antenna may be reduced to a problem of illuminat-
ing the aperture necessary to develop the specified radiation patterns and gain. The size of 
the aperture is determined only by the gain required, whatever type of element is used to 
fill it. As the cost of the feed system and the radiating elements doubles for each extra 3-dB 
gain, a stage is reached at which it becomes attractive to use a single radiating element illu-
minating a reflector that occupies the whole of the necessary antenna aperture. The design 
task is reduced to choosing the size and shape of the reflector and specifying the radiation 
pattern of the illuminating antenna. If the antenna aperture is incompletely filled or its 
illumination is non-uniform, the gain that is realized decreases. The ratio of the achieved 
gain to the gain obtainable from the same aperture when it is uniformly illuminated by  

FIGURE 29-6 Panel antennas: (a) Two full-wave dipole elements; (b) Two 
batwing slot elements; (c) Skeleton-slot elements

FIGURE 29-7 Robustly constructed antennas for military use: (a) Skeleton-
slot-fed panel (225–400 MHz); (b) Grid paraboloid (610–1850 MHz) (Courtesy of 
Jaybeam Ltd.)
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lossless elements is termed the aperture efficiency of the antenna. In a receiving context, 
this quantity represents the proportion of the power incident on the aperture that is deliv-
ered to a matched load at the terminals of the antenna.

In the VHF and UHF bands, a reflector may be made of solid sheet, perforated sheet, 
wire mesh, or a series of parallel curved rods. As the wavelength is large, the mechanical 
tolerance of the reflector surface is not very demanding, and various methods of approximat-
ing the true surface required are possible. Table 29-3 indicates some of the combinations of 
techniques currently in use and illustrates the diversity of the methods that are successful 
for various purposes.

Grid paraboloids are attractive to produce because the curvature of all the rods is exactly 
the same; only their length varies across the antenna. A typical example is shown in Figure 
29-7b. The main deficiency of grid paraboloids is the leakage of energy through the surface, 
restricting the front-to-back ratio that can be achieved. For example, at 1.5 GHz a front-to-
back ratio of –30 dB is a typical limit. If a greater front-to-back ratio is needed, it may be 
possible to adopt an offset geometry. Alternatively, the reflector bars can be extended in 
depth, or an orthodox continuous skin of solid or perforated sheet can be used in place of the 
grid; the consequent increase in weight and wind-loaded area must be accepted as a neces-
sary penalty for improved electrical performance. Electrically small reflectors have poor 
radiation pattern performance because the feed has physical dimensions independent of the 
reflector diameter, so feed blockage is more troublesome and leads to high sidelobes.

Radomes are frequently fitted to feeds or complete antennas in order to reduce the 
effects of wind and snow. They may be made from fiberglass or in the form of a tensioned 
membrane across the front of the antenna. In severe climates it is possible to heat a radome 
with a set of embedded wires, but this method can be applied only to a plane-polarized 
antenna.

Point-to-point links using tropospheric-scatter propagation require extremely high 
antenna gains and typically use a reflector that is an offset part of a full paraboloidal surface 
constructed from mesh or perforated sheet. Illumination is provided by a horn supported at 
the focal point by a separate tower. For a full discussion of the design of reflector antennas 
refer to Chapter 15.

29.8 OMNIDIRECTIONAL ANTENNAS

Simple Low-Gain Antennas The simplest types of antennas will provide truly omni-
directional azimuth coverage only when mounted in a clear position on top of a tower. 
Figure 29-8 shows standard configurations for ground-plane and coaxial dipole anten-
nas and demonstrates that these forms are closely related. They are cheap and simple to  

Frequency (MHz) Diameter (m) f/d ratio Construction Feed Type

200 10.0 0.5 Mesh paraboloid 4-element Yagi-Uda

700  3.0 0.25 Solid skin Dipole and reflector

900  7.0 0.4 Perforated steel sheet Horn

610–960  1.2 0.25 Grid of rods Slot and reflector

1500  2.4 0.25 Solid skin Dipole and disk

1350–2500  1.2 0.25 Grid of rods LPDA

TABLE 29-3 Typical Paraboloid-Antenna Configurations
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construct, and may be made to handle high power. Exact dimensions must be determined by 
experiment, as the stray inductance and capacitance associated with the feedpoint insulator 
cannot be neglected. The use of a folded feed system can provide useful mechanical support 
and gives better control over the antenna impedance. (Both the relative diameter of the feed 
and grounded conductors and the point of their interconnection can be varied.) The opera-
tional bandwidth of the coaxial dipole d depends critically on the characteristic impedance 
Z0, of the coaxial section formed by the feedline (radius r) inside the skirt (radius R). If this  
section has too small a Z0, radiating currents will flow on the outside of the feeder line 
unless the skirt length is exactly l/4. The impedance, gain, and radiation pattern of the 
antenna then become critically dependent on the positioning of the feedline on the tower, 
severely limiting the useful bandwidth of the antenna.

Discone Antennas The discone and its variants are the most commonly used low-gain 
wideband antennas. The useful lower frequency limit occurs when the cone is a little less 
than l/4 high, but the upper frequency limit is determined almost entirely by the accuracy 
with which the conical geometry is maintained near the feedpoint at the apex of the cone.

Discones may be made with either the disk or the cone uppermost. The support for the 
upper part of the antenna usually takes the form of low-loss dielectric pillars or a thin-
walled dielectric cylinder, fitted well outside the critical feed region.

Variants of the basic discone use a bicone in place of the conventional cone and replace 
the disk by a short cone with a large apex angle. At the lower end of the VHF band discone 
antennas can be mounted at ground level, so a minimal skeleton disk that couples to the 
ground may be used if some loss of efficiency and the propagation effects associated with 
a low antenna elevation can be accepted.

Collinear Arrays The ground plane and coaxial dipole have about the same gain as a half-
wavelength dipole. When more gain is needed, the most popular omnidirectional anten-
nas are simple collinear arrays of half-wave dipoles. The original array of this type is the 
Franklin array shown in Figure 29-9a. This design is not very convenient owing to the 
phase-reversing stubs that project from the ends of each half-wave radiating section, but 
various derivatives are widely used. The arrangement at Figure 29-9b uses non-inductive 
meander lines to provide phase reversal; that at c is a rearrangement of the original, while 
those at d and e use coaxial line sections. Arrangements such as these may be mounted in 
fiberglass tubes to provide mechanical support, and the designs at b, c, and f are suitable 
for production by printed-circuit techniques. In each of these arrangements, the elements 
are connected in series; an input-matching section transforms the input impedance of the 
lower section, which may be l/2 or l/4 long, to 50 Ω. A set of quarter-wavelength radial 

FIGURE 29-8 Low-gain base-station antennas: (a) Standard ground plane with 
radials; (b) Ground plane with sloping radials; (c) Ground plane with closed ring; 
(d) Coaxial dipole
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elements or a quarter-wavelength choke is used to suppress currents on the outside of the 
feeder cable. The maximum useful gain available from these arrays, typically about 10 dBi, 
is limited by two factors:

● There is mechanical instability in a very long antenna with a small vertical beamwidth.

● The available excitation current diminishes away from the feed as a result of the power 
lost by radiation from the array.

In the case of the coaxial-line designs, each section is shorter than a free-space half-
wavelength so that the correct phase shift is obtained inside the section. The examples 
shown would typically provide a gain of 9 dBi at the design frequency. The useful band-
width of series-fed collinear antennas is inherently narrow because of the phase error 
between successive radiating sections that occurs when the frequency is changed from the 
design frequency. The typical behavior of the major lobes of the vertical radiation pattern 
of these arrays is shown in Figure 29-10. A further problem with long arrays is that as the 
array length is increased, the series connection of the elements results in an increased input 
impedance; as the transformation ratio of the input feed network increases, so the input 
impedance bandwidth is reduced.

Parallel-Fed Arrays Much greater 
control is obtained by using an array of 
fat dipoles with an internal, branched, 
parallel-connected feed system. Arrays 
of this type provide stable gain, radia-
tion patterns, and input VSWR over 
wide bandwidths. A well-optimized 
eight-element array is able to provide 
acceptable gain (~10 dBi), radiation 
patterns, and input VSWR (< 1.7) over 
the band 225–400 MHz and is suitable 
for ground-to-air communications; at 

FIGURE 29-10 Vertical radiation pattern of a typical 
end-fed array

FIGURE 29-9 Collinear dipole arrays: (a) Franklin array; (b) Array with meander-line phase reversal; 
(c) Array with transposed coaxial sections; (d) and (e) Alternative coaxial forms; ( f ) Planar version

(a) (b) (c) (d) (e) ( f )
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this frequency the diameter of a structural GRP radome is around 250 mm. Antennas may 
be designed using a combination of parallel and series feeding; for example, an array can 
be designed as two end-fed arrays end-to-end, and fed in the center where they join. As 
requirements for elevation pattern stability increase, the array must be further subdivided 
into parallel-fed units.

Dipoles on a Pole A simple offset pole-mounted array is shown in Figure 29-11a. This 
will provide a gain of about 10 dBi in the forward direction but typically only 4 dBi rear-
ward, depending on the pole diameter and the spacing between the dipole and the pole axis. 
An attempt to avoid this problem is shown in Figure 29-11b, but this type of antenna has 
distorted vertical radiation patterns caused by the phase shifts that result from the displace-
ment of the dipoles; gain is also reduced to about 6 dBi for the four-element array shown.

The solution in Figure 29-11c, in which dipoles are placed in pairs and are cophased, 
is more satisfactory, as the phase center of each tier is concentric with the supporting pole. 
However, the antenna is relatively expensive, as in this arrangement eight dipoles provide 
only 6-dB gain over a single dipole.

One possibility is to use the inline stacked array in Figure 29-11a and to place the base 
station toward the edge of the service area. The rearward illumination may be improved if 
the spacing between the dipoles and the pole is optimized for the pole size and operating 
frequency.

Analytical solutions to the azimuth pattern are available, and simpler computer pro-
grams provide results in good agreement with measurements. When designing the feed 
networks for multi-element arrays of this type, take care to allow for the effects of mutual 
impedances, especially when unequal currents or asymmetric geometries are used.

Antennas on the Body of a Tower Figure 29-12a shows a measured horizontal radiation 
pattern for a simple dipole mounted from one leg of a lattice tower 2-m face width. The 
distortion of the circular azimuthal pattern of the dipole is very typical and is caused by 
blocking and reflection from the structure. By contrast, Figure 29-12b shows what can be 
achieved by an antenna comprising three dipole panels mounted on the same structure. The 
penalty of adopting this improved solution lies in the cost of the more complex antenna, 
so before an optimum design can be arrived at, the value of the improved service must be 
assessed.

FIGURE 29-11 Pole-mounted dipoles: (a) Inline; (b) Four dipoles 
spaced around a pole; (c) Eight dipoles spaced around a pole
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The horizontal radiation pattern of a complete panel array is usually predicted from 
measured complex radiation-pattern data for a single panel, using a suitable computer pro-
gram. For each azimuth bearing, the angle from each panel axis is found, and the rela-
tive field in that direction is obtained. The radiated phase is computed from the excitation 
phases and physical offsets of the phase centers of the individual panels.

Depending on the cross-sectional size of the structure, the most omnidirectional cover-
age may be produced with all panels driven with the same phase or by a phase rotation 
around the structure; for example, on a square tower the element current phases would then 
be 0, 90, 180, and 270°. When phase rotation is used, the individual elements may be offset 
from the centerlines of the faces of the structure to give a more omnidirectional azimuth 
pattern, as in Figure 29-13.

A panel array comprising four tiers, each of four panels, is an expensive installation, but 
if properly designed, it can have a useful bandwidth of as much as 25%. This allows several 
user services to be combined into the same antenna, each user having access to a very omni-
directional high-gain antenna.

Groups of panels may be 
arranged and fed to produce an 
azimuth pattern tailored to the arbi-
trary requirements of the service 
area or to provide nulls necessary to 
meet co-channel protection objec-
tives. Panel arrays are discussed 
in further detail with reference to 
their use by broadcasting services 
in Section 29.9.

VHF/UHF base-station anten-
nas are sometimes situated on the 
bodies of large towers, perhaps 
up to 10 m in diameter. It is not 
economically possible to provide 
smooth omnidirectional cover-
age from such a large structure. 
However, by use of some lateral 
thinking, it may be possible to 

FIGURE 29-12 Typical azimuth patterns of (a) VHF dipole mounted off one leg of a tri-
angular mast and (b) three dipole panels mounted on the same structure (linear field plot)

FIGURE 29-13 Plan arrangement of an omnidirectional panel 
array on a large tower
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make a virtue out of a necessity. It is often possible to provide solid coverage of an arc of 
270°, or to use two frequency channels, providing overlapping coverage in the region of 
greatest traffic. If the station operator can guarantee the rearward null in the azimuth pat-
terns at both frequencies, the frequency planner may benefit, and the operator may get two 
channels where they matter most.

Special-Purpose Arrays For applications in which the largest possible coverage must 
be obtained, the azimuth radiation pattern of the antenna must be shaped to concentrate 
the transmitted power in the area to be served, for example, an airway, harbor, or railroad 
track. Energy radiated in other directions is wasted and is a potential cause of interference 
to others.

Antennas with cardioidal azimuth radiation patterns are useful for a wide range of appli-
cations. Simple two-element arrays (dipole plus passive reflector) or dipoles mounted off 
the face of a tower may be adequate, but a wider range of patterns is available if two driven 
dipoles are mounted on a single supporting boom and excited with suitably chosen currents 
and phases.

When a signal must be laid down over an arbitrarily shaped area of terrain, Yagi-Uda 
arrays or LPDAs may be arranged as at Figure 29-2f and g. Due allowance must be made 
for the separation of the phase centers of the antennas when computing the radiation pat-
terns. As an approximate guide, the phase center of a Yagi-Uda antenna lies one-third of the 
way along the director array, measured from the driven element. Further tiers of antennas 
may be used to increase the gain of the system without modifying the azimuth radiation 
patterns.

29.9 ANTENNAS FOR BROADCAST  
SERVICES AND BASE STATIONS

One of the characteristics shared by broadcasting antennas and mobile base station anten-
nas is that they are usually linear vertical arrays of some form of standard radiating element. 
This format derives from the requirement to lay down a signal over some defined area of 
the surrounding terrain while concentrating the radiated energy into a well-focused beam in 
the elevation plane; radiation skyward is wasted, so the objective is to concentrate as much 
energy as possible toward the outer edges of the served area (sometimes, but not necessar-
ily, the horizon). The characteristic of linear arrays is that the radiation patterns obtained 
in the vertical (elevation) plane and the horizontal (azimuth) plane are mathematically 
separable. That is, the elevation pattern is determined by the way in which the radiating 
elements are physically arranged and electrically fed in the vertical plane—the nature of the 
individual elements only matters to the extent that the pattern is the product of the elevation 
pattern of the individual elements and the array factor generated by the chosen spacing and 
complex feed currents. The azimuth pattern is independent of the way in which successive 
vertical tiers are fed and only depends on the arrangement of a single tier (bay) of elements. 
It is important to appreciate that this separability collapses if the main beam of the antenna 
is deflected downward away from the horizontal direction, or if the successive tiers of the 
antenna do not have identical azimuth patterns. The main difference between broadcasting 
and base station antennas is that in broadcast practice it is usual for antennas to have wider 
and more complex azimuth patterns than base station antennas.

Before looking at the methods for the design of these antennas it is worth reviewing 
some basic array theory. First consider an array of elements spaced in the vertical plane, 
providing omnidirectional azimuth coverage. If the aperture is large, say more than eight 
wavelengths, the total directivity is only a function of the length of the array. We can fill it 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

VHF and UHF Antennas for Communications and Broadcasting



 VHF AND UHF ANTENNAS FOR COMMUNICATIONS AND BROADCASTING 29-29

with elements with low directivity (isotropic radiators) or higher directivity (for example, verti-
cal dipoles one wavelength long), but as long as we fill the aperture with elements, the directiv-
ity will be the same. (This doesn’t apply in the same way to short arrays because the effective  
aperture can “overhang” the physical aperture by a more significant proportion.) As a rule of 
thumb, the maximum directivity of an omnidirectional array will be about 1.15 times per wave-
length of vertical aperture. If the aperture is underfilled—the elements are too far apart—the 
result will be lower directivity because energy is lost from the main beam into characteristic 
high elevation sidelobes (grating lobes). Overfilling the aperture with elements produces no 
benefit in directivity and increases the coupling (mutual impedance) between adjacent elements, 
making it more difficult to control the excitation of the array.

In the azimuth plane the situation is different. If we select a radiating element whose 
property is to uniformly illuminate a 180º sector with no signal at all in the other half-space, 
then it is clear that such an element has a directivity of two (3 dB). Because directivity 
is properly defined as a 3D property, this ratio is commonly known as the azimuth max-
to-mean ratio. It is numerically equal to the area of the circle circumscribing the polar 
radiation pattern when plotted in linear field coordinates, E(q ), to the area of the plotted 
radiation pattern itself (because both power and area are proportional to E2). This makes it 
very easy to visualize what is happening.

The maximum total directivity of a vertical array is the product of the directivity in the 
elevation plane times the azimuth max/mean ratio.

Azimuth Pattern Shaping Each tier of an array may comprise a single radiating element; 
this is common in base station practice and for simple broadcast antennas. The desired pat-
tern is often obtained by arraying elements against a mounting pole, or against a reflecting 
plane when more suppression of radiation is needed in the rearward direction. Where the 
required azimuth pattern cannot be achieved using a single radiating element (with or with-
out a reflector) each tier is constructed from several elements, each often constructed in the 
form of a panel comprising an integrated radiating structure and reflector. Panels are usu-
ally designed to cover wide frequency bandwidths and to maintain very consistent radiation 
pattern, polarization, and impedance over the operating band. Typical panels cover entire 
broadcast bands. Designing arrays in this manner has the advantage that by using standard, 
highly optimized, mass-produced panels the antenna designer can construct a wide variety 
of azimuth pattern shapes. The adoption of sector coverage for mobile radio base stations 
has removed the requirement for separate panels, but the design of the radiating element 
has the same constraint of requiring constant performance over wide bandwidths. To reduce 
the mutual impedance between adjacent elements individual elements are often surrounded 
by fences or cavities.

Elevation Pattern Shaping

There is little point in directing the elevation maximum of our vertical array in exactly 
the horizontal plane: in flat terrain half the radiated power will be lost over the head of 
any ground-based receiver. The further we get from the antenna the more the curve of the 
earth will result in the main beam passing overhead. The main beam is therefore usually 
tilted downward, typically so the upper –3-dB point lies in the horizontal plane; the exact 
tilt may depend on the relative elevation of the antenna and the served users. A further 
result of tilting the beam downward is to reduce the level of unwanted illumination of 
users located beyond the effective served area. The served area is always surrounded by 
a region covered by signals too weak to use but too strong to ignore; the size of this zone 
is reduced when beamtilt is used. For ground-to-air services a small upward beamtilt is 
sometimes applied.
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A column of elements with identical currents in each radiating element creates an eleva-
tion radiation pattern with a simple (sin x)/x form. This pattern is generally modified to 
create some additional shaping by feeding the tiers of the array with currents of different 
phases and/or amplitudes. There is no unique solution to the creation of a radiation pattern 
with some arbitrary shaping (as we generally need to match only a requirement for ampli-
tude and not for both amplitude and phase), so a variety of procedures can be adopted to 
derive a suitable set of element currents. Practical considerations include ensuring that the 
chosen function does not require very different currents in adjacent elements, which will 
exaggerate the effects of mutual impedances. The radiation pattern must not be sensitive 
to small changes in some of the array currents, as this may make it difficult to achieve the 
required pattern over a wide frequency band.

A simple method of filling nulls and suppressing sidelobes is based on the principle of 
superposition. Given that a uniform array has an elevation pattern in the form of a sinc func-
tion, supplementary excitations can be added to the principal excitation with chosen ampli-
tudes and relative phases. To fill a null we apply a sinc function with its maximum directed 
at the angle of the null and with its phase in quadrature with the principal excitation; to 
suppress a sidelobe an additional sync function is added with its maximum in the direction 
of the sidelobe and in antiphase with the main excitation. Additional sync functions can be 
added to fill successive nulls or to suppress as many sidelobes as required. There is some 
interaction between the added sinc functions because each has its own sidelobes at –13 dB 
relative to its maximum, but by using a computer program the method can be implemented 
in an interactive manner. At the end of the optimization process the element currents associ-
ated with each sync function are added vectorially to give the complex current that will be 
needed to generate the specified pattern.

When assessing the performance of an array it is useful to obtain a sample of the radiat-
ing currents from each element by using inline couplers or external sampling loops. The 
currents can be displayed in polar coordinates using a vector network analyzer to allow the 
designer to verify that the actual currents are close to the design currents and to maintain 
the correct relationship within some acceptable limit over the operating frequency band. 
The sensitivity of the radiation pattern to small variations in the element currents can be 
investigated using a Monte Carlo analysis in which random variations in amplitude and 
phase, with a known standard deviation, are applied to the array currents, and the result-
ing patterns are evaluated for compliance with the target specification. The most common 
reason for element currents deviating from their design values is the imperfect impedance 
match of the elements; this causes the power division at each junction to deviate from the 
expected value in a manner that is often strongly frequency dependent. The design of many 
radiating elements in broadcast and base station arrays is often governed by the requirement 
that individual elements (or element groups) have a sufficiently low VSWR to allow radia-
tion pattern constraints to be met over extended bandwidths. The use of Wilkinson power 
dividers can limit the extent of current variation, but unless good matching is achieved this 
may be at a price of losing RF power into balancing loads.

Impedance Characteristics The maximum permissible input VSWR of an antenna is 
determined by the effect that a significant reflection would have on the transmitted signal. 
The applicable criterion is commonly more stringent than considerations of transmitter cur-
rents and voltages or of maximum power transfer to the antenna. With respect to the input 
impedance of the whole array, there are several important considerations:

The radiation of signals with relative time delays If we examine the typical arrangement 
shown in Figure 29-14, we see that a transmitted pulse, which may be part of any analog 
or digital transmission, travels from the transmitter to the antenna, experiencing some 
loss and transit time in the interconnecting cable. If the antenna has a return loss L db,  
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a signal L dB below the forward signal at the antenna now moves along the cable in the 
reverse direction. After suffering a delay t and attenuation A, the signal encounters the 
output port of the transmitter. In general the impedance looking back into a transmitter 
is very far from 50 Ω, so much of the signal is now reflected with reflection coefficient 
r dB. After again passing along the cable, the signal originally reflected at the antenna 
is reradiated with a relative level of –(L + 2A + r) dB and a delay of 2t relative to the 
original signal. The significance of both the amplitude and the relative delay of this sec-
ondary signal depends on the signal format being transmitted. In analog TV and digital 
systems using high-order digital modulation formats it is the essential determinant of 
the required antenna reflection performance, especially for antennas fed by long, low-
loss cables.

Frequency-dependent load impedance at the transmitter If the antenna input imped-
ance differs from the characteristic impedance of the main feeder, the impedance seen 
by the transmitter varies with frequency. (The impedance of the antenna forms circles 
round the center of the Smith Chart.) The result of a transmitter working into an imped-
ance that varies with frequency is often to distort the output waveforms in both phase 
and amplitude. Again the effect and its acceptable limits depend on the signal format. 
With some systems it is usual to adjust the transmitter characteristics to compensate 
for some degree of distortion caused by the varying load impedance, but the extent to 
which this can be done is limited, especially when the antenna is connected by a long, 
low-loss cable.

Cable power ratings The effective power rating of a cable is reduced when it is operat-
ing at a high VSWR, as the high-current points in the standing wave cause hotspots on 
the cable; for this reason the cable rating must be reduced by a factor of 1/VSWR.

These effects usually define the required impedance characteristic of the whole antenna. 
The effect of reflection loss only becomes significant at high values of VSWR, the rule-
of-thumb values being 0.5 dB at 2:1 and 1 dB at 2.6:1 (return losses of 9 dB and 7 dB, 
respectively).

There is a further reason why the VSWR of individual elements needs to be controlled. 
If two loads are connected in parallel at a transmission line junction, the current division 
at the junction is in inverse ratio to the (complex) impedances seen at the inputs to the 
separate branches. If we join two mismatched antennas to a junction through cables of 
equal length, this presents no particular problem. Although mismatched, the impedances 
are equal so the current divides equally in amplitude and phase. If the lines connecting 
the loads to the junction are of unequal length—perhaps because we require a phase shift 
between the currents in the connected elements—the impedances presented at the junction 
are no longer equal because they lie at different points on a circle round the center of the 
Smith Chart. The result is that the load currents will be neither equal nor of the expected 
relative phase, modifying the radiation pattern of the arrayed elements in a manner we 
may not have expected. This imposes a new criterion for the input match of the radiating 

FIGURE 29-14 Transmitter feeding a mismatched load

Antenna with return
loss L dB

∼

Cable with attenuation
A dB and transit time
t sec

Transmitter with reverse
reflection coefficient r dB
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elements, depending on the accuracy with which design currents must be achieved and 
maintained over extended bandwidths in order to create the required radiation patterns. If 
the equality of the currents must be preserved despite mismatched impedances, the use of 
a hybrid junction or Wilkinson splitter will reduce the unwanted effect of the mismatch on 
the power division.

In situations in which antenna matching is very critical it is common to use a variable 
transmission line device to center the complex impedance plot of the antenna relative to 
the exact Zo of the coaxial feedline. The variable components may take the form of short 
sleeves (“slugs”) fitted to the inner conductor of a section of transmission line—the equiva-
lent of small patches on a microstrip line. Where close impedance matching is needed at 
a number of different frequencies, a long section of transmission line is used and is fitted 
with several slugs at different computed positions.

Designing Radiating Panels

The commonest designs for radiating panels provide an azimuth beamwidth of 90º (total) 
at –6 dB relative to boresight. When two panels driven with equal co-phased currents 
are mounted close to one another on the sides of a square tower, the field in the diago-
nal direction is equal to the field in the main beam direction of each panel. A successful 
panel must have an azimuth beamwidth that is very stable with frequency, and the level 
of any subsidiary lobes must be very low. Typical panels comprise two full-wave dipoles 
mounted against a reflecting screen, usually made from solid sheet above about 400 MHz 
and formed from conducting rods at lower frequencies. Because antenna installers use 
horizontal bars as handholds and climbing steps, it is common to make these bars from 
hot-galvanized mild steel. In the UHF band the design and production of wideband pan-
els with well-controlled azimuth beamwidth and low VSWR (typically < 1.1:1 over 470– 
860 MHz) presents an interesting challenge.

Combining Panels into Groups The most usual feed method is to connect all the panels 
that form one tier of an array together into one power divider, constructed from coaxial line 
sections for use at high powers or various forms of microstrip for low powers. The input 
ports of each tier are then combined, usually in a branched tree pattern. For base station 
antennas a single feed is usually provided to the whole array, while in broadcast practice 
it is usual to provide separate inputs to each (vertical) half of the whole array, and to con-
nect the antenna to the final stage of combining at ground level. This configuration gives 
access to the two separate half-antennas, allowing some redundancy in the case of failure 
of some part of the array, and access for maintenance when one half array is disconnected 
and grounded—in these cases the gain of the antenna is obviously reduced when only one 
half is driven, but loss of some coverage is better then no transmission.

It is obviously also possible to combine a broadcast array by interconnecting all the pan-
els on each face with a power division network and then to interconnect the faces in a final 
stage of combining. This method is not favored because it uses more cable, and a single 
fault may grossly modify the azimuth radiation pattern. When multiple radiating elements 
on each panel are used to create circular polarization it is usual to combine the elements of 
each panel together before feeding them from the main feed network.

For analog TV transmissions it is necessary to achieve a very low VSWR across each 
transmission channel, and arrays often have extremely wide bandwidths. For this reason 
the phase rotation method shown in Figure 29-15 has been extensively used. It can be 
extended by feeding adjacent tiers in phase quadrature (and rotating them mechanically  
by 90º) and repeating this with successive groups of two and four tiers. Complete half 
antennas are often fed in phase quadrature without a corresponding mechanical rotation to 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

VHF and UHF Antennas for Communications and Broadcasting



 VHF AND UHF ANTENNAS FOR COMMUNICATIONS AND BROADCASTING 29-33

provide elevation beamtilt equal to half the total elevation beamwidth. These methods are 
not so easily applied when the azimuth radiation pattern is directional.

Directional radiation patterns are achieved by a combination of several methods:

● Adjustment of the amplitude and phase of panels forming each tier of the array

● Adjustment of the physical positions of the panels in each tier

● Use of unequal number of panels on different faces of the array (in this case the physical 
configurations of different tiers are not identical)

Azimuth pattern requirements are driven by a mixture of the minimization of interfer-
ence with stations operating on the same or adjacent channels (which may be contained 
in international regulatory requirements), topography, and the distribution of the target 
population. Azimuth patterns can be predicted by computer programs (which often make 
use of measured data from individual panels) but usually need validation by practical  
measurement—at least of an appropriate subsection of the complete array. The most com-
mon sources of difference between predictions and measurements occur when:

● The array has substantial physical displacement of panels—potentially allowing block-
age of one panel by another.

● Current paths in the screening surfaces are physically interrupted; such a problem occurs 
in a horizontally polarized array if the screening panels are not bonded to one another at 
each corner, when the gaps at each corner operate as slot radiators that were not included 
in the computer prediction.

● Radiating elements with imperfect matching are connected together by cables of unequal 
length (see above).

High-power broadcast arrays require very careful attention to mechanical design details, 
and the advice in Table 29-1 needs to be thoroughly applied. The accumulation of ice and 
snow will change element matching with the result that radiation patterns, gain, and input 
VSWR will all be degraded. High voltages at element feedpoints are likely to create dielec-
tric heating, and any insulators are likely to suffer surface tracking both from exposure to 
the weather and accumulation of contaminants from urban rain, birds, and salt spray at 
coastal locations. This problem can be addressed by the use of a radome, fitted either over 
the whole array or over the elements or their feedpoints—in this last case the radome must 
be sufficiently large that it does not experience strong surface fields, or the result will be 
failure by surface tracking.

Omnidirectional Broadcasting Antennas Broadband high-power omnidirectional anten-
nas are usually built from tiers of four (occasionally three) panels that may have linear 
or circular polarization. Depending on the cross-sectional size of the structure, the most 
uniform omnidirectional coverage may be produced with all panels driven with the same 
phase or by a phase rotation around the structure; for example, on a square tower the ele-
ment current phases would then be 0º, 90º, 180º, and 270°. When phase rotation is used, the 
individual elements may be offset from the centerlines of the faces of the structure to give 
a more omnidirectional azimuth pattern, as in Figure 29-13.

Omnidirectional vertically polarized antennas can be produced by mounting two verti-
cal dipoles either side of a supporting pole, carefully choosing the spacing to provide a 
uniform azimuth pattern. If the support is too large (in wavelengths), then three or more 
dipoles may be needed to provide uniformity.

Horizontally polarized omni antennas can be constructed using a turnstile format in 
which two separate elements are arranged at right angles and fed in phase quadrature.  
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An alternative method is to create a square loop from four horizontal half-wave dipoles 
fed in phase. This produces a good omnidirectional azimuth pattern but the large 
capacitive coupling across the corners of the array limits the achievable impedance 
bandwidth (see Figure 29-15a). Circularly polarized antennas are sometimes based on 
loop-dipole derivatives and short radial-firing multiple-start helices. These are often 
mounted off the side of the supporting structure, providing quasi-omni patterns with 
degraded polarization circularity. 

An omnidirectional array can be designed using broadband panels with crossed-dipole 
elements, but this arrangement is costly and has a very substantial weight and windload. The 
pole-mounted Lindenblad array20 (see Figure 29-15b) is formed from four half-wave dipoles 
mounted on a square that is a half-wavelength across, with the elements lying at 45° to the 
horizontal and driven with equal cophased currents. When viewed from the side of the square, 
it is easily seen that the geometry ensures that the vertical and horizontal field components 
are equal in magnitude and have a quarter wavelength relative to the physical displacement 
of their phase centers. The arrangement provides an omnidirectional azimuth pattern with low 
ripple and good polarization purity. An array comprising multiple tiers, centrally mounted on 
a supporting pole, can provide high gain and low VSWR across the whole FM radio band 
97.5–108 MHz and is suitable for high-power multi-channel operation. 

A short four-start helix can be imagined as a derivative of a Lindenblad antenna using 
curves radiating elements. A modified form of Lindenblad array is sometimes used in which 
the four dipoles are fed with phase rotation, the spacing between dipoles reduced, and the 
tilt angle changed to around 30°. This provides hemispherical coverage but is not suitable 
for terrestrial broadcast use.

Feeding Multiple Arrays Simple low-power arrays operating at frequencies below  
500 MHz are usually fed using a coaxial-cable branching network (see Figure 29-16). 
Stripline power dividers are attractive for applications above about 500 MHz and can be 
designed to provide arbitrary power division ratios and any required number of ports; they 
provide a high level of reproducibility in volume production and can be designed using 
readily available computer software. If an array is to operate at high mean input power, it 
may be necessary to use large-diameter fabricated coaxial transformers.

FIGURE 29-15 (a) A horizontally polarized square loop comprising four half-wave dipoles; (b) A circu-
larly polarized Lindenblad array in which the dipoles are rotated by 45º

(a) (b)
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Multiway broadband power dividers are usually designed using multiple quarter-wave 
sections to achieve a very low input reflection coefficient over a very wide bandwidth. The 
general principle used is illustrated in Figure 29-17. At the common point of the branching 
output lines the impedance is low and requires to be transformed up to 50 Ω. If this is done 
in a single step over a wide bandwidth, the transformed impedance will take the form of an 
arc on the Smith Chart as in Figure 29-17a. A first transformation is made to an intermedi-
ate point on the Smith Chart, and this is followed by a second transformation with a similar 
impedance ratio. The action of the second quarter-wavelength is again to wind the inter-
mediate impedance into an arc in which the angle traversed is proportional to frequency; 
this compensates the behavior of the first transformation, and the result is a very small 
impedance plot lying close to 50 Ω (see Figure 29-17b). When large numbers of branch 
lines are to be fed it is good practice to transform the outgoing line impedances up before 
connecting them in parallel, to avoid the need to make lines with extremely low Zo. Where 
large power division ratios are needed the outgoing impedances can be transformed up so 

FIGURE 29-16 Simple branching feeder systems: (a) Two-way; (b) Four-way; (c) Two-way, com-
pensated; (d) Two-way, high-power

FIGURE 29-17 (a) The dispersive effect of a simple quarter-wave section over a 
wide bandwidth. (b) A two-stage transformation has been used in which the effect of 
the second section is to reduce the dispersion caused by the first section.
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the impedances at the common point have the required ratio and are stable with frequency; 
this ensures that the power division ratio is stable. Designs of this type can be realized in 
coaxial or microstrip lines.21–24

Alternative designs can be created by thinking in lumped element terms and using short 
lines of high Zo (inductors) and of very low Zo (capacitors). This technique can produce 
some very compact splitters with wide frequency bandwidths. Wilkinson power dividers 
have characteristics similar to those of a hybrid junction.

Figures 29-18 and 29-19 show typical examples of high power radio and TV broadcast 
antennas embodying many of the techniques that have been discussed.

29.10 BASE STATION ANTENNAS  
FOR MOBILE PHONE SERVICES

In many respects the design of base station antennas parallels that of a directional broadcast 
array. In both systems the shaping of the azimuth radiation patterns is used to control cover-
age and co-channel interference in the coverage area of other stations. Both systems employ 
columnar arrays of radiating elements in which the currents in different tiers are closely 
controlled in order to shape the elevation radiation pattern—elevation null-fill is used to 
avoid holes in local coverage. The main differences are the azimuth pattern (base stations 
have radiating elements firing in only one direction), transmitted power (a few hundred 
watts rather than tens of kilowatts), and the scale of production—these differences have led 
to the widespread use of microstrip techniques in both radiating elements and feed systems. 

FIGURE 29-18 (a) Panel arrays of full-wave dipoles for 174–230 MHz and (b) bent half-wave dipoles 
for  87.5–108 MHz. The rigger is a reminder of the need to plan for safe access and to ensure that equipment 
cannot be damaged by being used as footsteps or handles. (Courtesy of Kathrein-Werke KG)

(a) (b)
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The use of circular polarization in many 
broadcast systems is paralleled by the 
use of polarization diversity in base sta-
tion antennas (transmitting independent 
linear components rather than combin-
ing them in phase quadrature). Broadcast 
antenna engineers will find many inter-
esting techniques in base station antenna 
design, where the changing demands of 
customers and intense competition have 
fostered rapid development of simple but 
effective broadband methods adapted to 
large-scale production.

The parameters of a base station 
antenna are an essential means by which 
the coverage and capacity of the network 
are optimized. Space-diversity receive 
systems employing two vertically polar-
ized antennas are common in rural areas; 
in urban areas polarization diversity is 
often used and is provided by antennas 
supporting two orthogonal linear polar-
izations (±45º). Because of the closely 
spaced channels used by a base station, 
the transmitters are often combined using 
3-dB hybrids (incurring a 3-dB loss). To 
minimize combining losses, all available 
antenna ports are used for multichannel 
transmission as well as for reception, so 
there are very stringent requirements on 
passive intermodulation products. The 
development of an increasing number of frequency bands for mobile radio has led to the 
development of dual-band antennas (usually 850/1900 MHz or 900/1800 MHz); the advent 
of 3G services in the 2100-MHz band has encouraged the development of wideband anten-
nas operating over the ranges 826–960 MHz and 1710–2170 MHz.

Further developments in base station antennas include the use of remotely adjustable 
beamtilt, azimuth beamwidth, and azimuth pointing direction, and the integration of low-
noise amplifiers into antenna systems. The continuing pressure to meet rising capacity and 
coverage needs has led to the development of inconspicuous “street-works” base stations 
with three sector antennas, each with remote tilt facilities, housed in a single radome and 
mounted on a street-lighting pole.

A vertically polarized antenna comprises an array of vertically polarized dipoles 
mounted in front of a reflecting screen and protected by a radome, usually made from UV-
stabilized ABS or polystyrene. Successful designs have used

● Punched or pressed dipoles fed by miniature coaxial cables, using cable or microstrip 
power dividers

● Microstrip dipoles with a distribution network integrated in a single PCB or fabricated 
assembly

● Dipoles fed by suspended microstrip feeds, all cut from aluminum sheet

● Stacked patches with microstrip feed networks

FIGURE 29-19 Typical broadcast antenna installa-
tions on a concrete supporting structure. A UHF TV 
antenna is mounted on top of the tower. It is protected 
by a GRP radome that is provided with helical strakes 
to reduce its vulnerability to mechanical oscillation at 
certain wind speeds. Below this is a VHF FM radio 
antenna built from dipole panels, and below this is a 
variety of LPDAs. (Courtesy of Kathrein-Werke KG)
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Dual-polar antennas have been produced using

● Crossed dipoles constructed by printed-circuit or sheet metal techniques, integrated with 
microstrip or cable feed systems.

● Squares comprising four half-wave dipoles, usually of stamped or cast metal construction 
with cable feed.

● Patch elements, usually air-spaced and standing 10–20 mm above the reflecting plane, 
fed as stacked patches or by some other indirect feed mechanism below them. (Directly 
edge-feeding a wideband patch gives rise to pattern squint at frequencies far from the 
design frequency.)

Dual-polar antennas require the specification of several additional parameters to ensure 
optimum operation in a mobile radio system:

Azimuth radiation patterns and gain are defined assuming the antenna under test is 
illuminated by a plane-polar signal with a polarization of either +45º or –45º. Because the 
sense of slant polarization in the rearward direction is opposite to that at 0º, the cross-polar 
rear lobe often limits network performance and should always be measured. Some net-
works define a sum-power limit, but this is pessimistic as no real antenna could receive the 
sum power in both polarizations. The azimuth pattern is defined and measured as a conical 
cut of the 3D solid pattern, with a half-angle equal to the complement of the nominal eleva-
tion beamtilt. Errors in the azimuth pattern relate to the design of the radiating elements and 
their immediate environment in the array.

Elevation beamtilt is conventionally defined in the sense that positive beamtilt is 
downward. The specified tilt must be achieved within some defined limit that must be 
maintained over the whole operating bandwidth. Changes in tilt result in uncertainty in 
the coverage footprint of the base station between transmit and receive frequencies and 
variable overlap with adjacent stations. The impedance matching of the upper and lower 
halves of the array is the first matter to investigate if an array has an unstable beamtilt; any 
significant mismatch will cause a frequency-dependent phase error between them.

Squint is the angle between the azimuth directions of the beams formed in the two polar-
izations, usually measured as the mean direction between the –3-dB points of the azimuth 
patterns in each polarization. Squint is controlled by the electrical symmetry of the radiating 
elements and their means of excitation. It is usually greatest for large tilt angles because the 
use of ±45º polarization puts any element squint into the diagonal planes: the larger the ele-
vation tilt, the more any element squint expresses itself in the azimuth pattern of the array.

Tracking is the gain difference between the two polarizations measured over some 
specified range of azimuth angles surrounding the main beam direction, so this parameter 
includes the effects of both squint and beam-center gain difference. If there are significant 
frequency-dependent tracking errors, a mobile may be handed-off into the cell on the basis 
of a strong signal in the broadcast control channel (BCCH), but if the polarization tracking 
is poor and the assigned channel is transmitted in the other polarization from the BCCH, 
the signal may be several dB below what would have been expected. Precise tracking is 
achieved by minimizing squint and making the +45º and –45º subsystems as mechanically 
and electrically equal as possible.

Cross-polar or interport isolation (XPI or IPI) is the attenuation measured between the 
+45º port and the –45º port. This is significant because of the practice of using both ports 
for transmission—the coupled energy between transmitters must lie below –30 dB because 
this is the level at which the transmitters meet their spurious emission specifications. This is 
a stringent requirement and various coupling compensation mechanisms are used, includ-
ing tabs on the elements, rods, bars, and “mushrooms” placed between elements and along 
the edges of the antenna chassis, metal tapes inside radomes, and feedline coupling. The 
XPI usually increases with increasing elevation tilt because the phase shift across the array 
results in the coupled signals being increasingly out of phase.
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Cross-polar discrimination (XPD) is the relative response of one section of the antenna to 
co- and cross-polar signals. A more logical parameter to define is polarization orthogonality,  
which is the parameter that permits the antenna to provide polarization diversity, but this is 
mathematically complex and is not easy to measure. It is a common feature of directional 
slant-polar antennas that their polarization on boresight is close to 45º, but as the observer 
moves away from boresight the polarization tends to become dominated by the vertical 
component (at 90º from boresight it is easy to understand that the polarization becomes com-
pletely vertical). In practice, the diversity gain obtained from a dual polar antenna does not  
fall significantly for values of orthogonality or XPD larger than about 10 dB,25 so this 
parameter is not often defined or measured. The achievement of a large value of XPI does 
not ensure that the XPD is high, and the XPD should always be checked, especially if large 
amounts of compensation are necessary to achieve the required XPI.

A 45º-slant polarization has the unusual property that if the transmitting antenna has 
+45º polarization, the polarization appears as –45º to the antenna that receives it. A base 
station antenna is used for both transmission and reception, and there is no clear convention 
as to how ports should be labeled. If they are used or measured in any manner in which 
the distinction is relevant, the port naming should be regarded as arbitrary and the actual 
polarization checked.

Cross-band isolation is defined for multiband antennas to ensure that the signals pre-
sented to the base station filter system lie within the expected limits. In antenna terms, 
insufficient cross-band isolation is likely to indicate that currents in the high-band part of 
the antenna will excite radiating currents in the low-band elements, corrupting the high-
band radiation patterns. If an antenna has adequate radiation patterns but some deficit in 
cross-band isolation, it is acceptable to add filtering in the feed system.

Some antennas are required to provide a single input port for both frequency band 
groups, in which case a diplexer will be needed to combine the feed systems of the high- 
and low-band arrays. This can be formed from high-pass and low-pass elements engi-
neered in microstrip and needs sufficient isolation to prevent the radiation pattern distortion 
explained earlier.

Passive intermodulation products (PIMs) of all orders are generally required to lie 
below –153 dBc for two carriers at a level of +43 dBm (20W). For dual band antennas the 
first-order transmit-band products may lie in the receiver band and can be particularly trou-
blesome (900 + 900 = 1800; 1800 – 900 = 900). Good PIM performance is only achieved 
by the exercise of good design practices and of care and cleanliness in manufacture (see 
Section 29.2).

Input VSWR is usually required to be less than 1.4:1 across the relevant operating bands. 
It is usually most difficult to achieve this if the array has a 0º electrical beamtilt because 
all the elements are driven in phase so the reflections also arrive back in phase at the input. 
As the beamtilt is increased the reflections are no longer cophased, so the required VSWR 
is easier to achieve.

Some design margin is needed on these parameters between the specification and what 
is measured on prototypes and pilot production, in order to accommodate production varia-
tion without products failing to meet specification. In this respect PIM, XPI, and VSWR are 
the parameters most likely to vary significantly between samples; variation is controlled by 
adopting good design practices, ensuring components are accurately made, and educating 
production personnel about consistency and cleanliness.

Adjustable Elevation Tilt As noted earlier, the use of beamtilt has long been a feature of 
both base station and broadcasting antennas. The use of remotely controlled adjustable tilt 
for base station antennas was introduced as a method by which the network operator can 
control the area covered by a base station antenna. Reducing the transmitted power also 
reduces coverage in buildings and shadow areas close to the base station, while down-
tilting the main beam allows close control of the position and depth of the overlap area 
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between base stations. Electrical downtilt (produced by introducing a progressive phase 
shift over the aperture of the antenna) is used in preference to mechanical tilting because 
mechanical tilt changes the shape of the footprint as well as its size, and physically down-
tilted antennas are visually more obtrusive than untilted antennas. The requirement for very 
low PIM levels and substantial transmitted power has led to the development of electro-
mechanical phase shifters driven by stepper motors. Three different forms of design are in 
general use: transmission lines whose electrical length is changed with moving dielectric 
loading, lines with capacitively coupled moving taps, and lines with trombone sections. In 
applying these to a linear array it is necessary to arrange that the phase shift for each ele-
ment is proportional to its distance along the array. To reduce the total phase shift needed 
it is common to use a differential scheme in which, to tilt the beam down, elements at the 
bottom of the array are delayed in phase and simultaneously those at the top are advanced. 
To reduce the complexity of the phase shifters, the elements of the array are often grouped 
together into fixed subarrays of two or three elements, and variable phase shift is applied 
between them (see Figure 29-20).

Grouping elements into subarrays to some extent compromises the performance of the 
array; a truly linear phase shift produces lower elevation sidelobe levels even at extreme 
tilts (see Figure 29-21). An industry-standard digital control interface has been defined and 
implemented by all major antenna manufacturers—this interface26 provides control for 
antennas, tower-mounted amplifiers, and other tower-top hardware.

FIGURE 29-20 A typical array with adjustable electrical tilt, fed as five subarrays, each of two elements, 
using tapped-line phase shifters powered from a single drive motor. Feedlines are usually dimensioned so that 
when the phase shifters are at one end of their travel, the tilt is 0º.

Power
divider

Control Drive

FIGURE 29-21 Examples of the azimuth (left) and elevation patterns (right) of a base station antenna 
showing excellent consistency of beam shape and sidelobe levels over a range of electrical elevation beam 
tilt angles of 0º–10º (Courtesy of Argus Technologies)
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Extension of remote control techniques to the adjustment of azimuth pattern character-
istics—beamwidth and pointing direction—is relatively easy and provides increased adap-
tive control of network optimization, allowing real-time response to changing demands for 
capacity and coverage in the network. Such techniques are based on cross-layer communi-
cation originating from radio resource management; they are symmetrical in their enhance-
ment of uplink and downlink and are protocol independent. Antenna systems embodying 
them have been described as semi-smart antennas.27

29.11 SYSTEM CONSIDERATIONS

Mounting Arrangements When mounting any antenna it is important not to impair its 
performance by the influence of the supporting structure. The inevitable effect of the sup-
porting structure on the radiation pattern of a dipole has been referred to in Section 29.8. 
This effect is accompanied by a modification of the input impedance, which may be unwel-
come if a low VSWR is needed. In any critical application the change of the radiation pat-
terns and gain must be taken into account when estimating system performance. Impedance 
matching of the antenna must be undertaken in the final mounting position or a close 
simulation of it.

If Yagi-Uda arrays are mounted with their elements close to a conducting structure, they 
too will suffer changes of radiation patterns and impedance. The effects will be greatest if 
tower members pass through the antenna, as they do when an array is mounted on clamps 
fitted at the center of the cross boom. If at all possible, when an array is center-mounted, the 
member to which it is clamped should lie at right angles to the elements of the array.

Currents induced in diagonal members of the supporting structure will cause reradia-
tion in polarization planes other than that intended. This will result in the cross-polar dis-
crimination of the antenna system being reduced from that which would be measured on 
an isolated antenna at a test range. When polarization protection is important, the tower 
should be screened from the field radiated by the antenna with a cage of bars spaced not 
more than l /10 apart, lying in the plane of polarization. (A square mesh is used for circular 
polarization.) Panel antennas are designed with an integral screen to reduce coupling to the 
mounting structure.

Long end-mounted antennas are subjected to large bending forces and turning moments 
at their support points. These forces can be reduced by staying the antenna, using nylon or 
polyester ropes for the purpose to avoid degrading its electrical characteristics.

In severe environments antennas may be provided with radomes or protective paints. 
It is very important that the antennas are tested and set up with these measures already 
applied, especially if the operating frequency is in the UHF band.

Coupling A further consideration when planning a new antenna installation on an exist-
ing structure is the coupling that will exist between different antennas. When a transmitting 
antenna is mounted close to a receiving antenna, problems that can arise include

● Radiation of spurious signals (including broadband noise) from the transmitter

● Blocking or desensitization of the receiver

● Generation of cross-modulation effects by the receiver

The last two effects depend critically on the isolation between the antennas and on 
parameters of the transmitters and receivers; these parameters are generally specified by 
their manufacturers.
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The isolation between two antennas may be predicted from Figure 29-22, measure-
ments, or from standard propagation formulas. Antenna isolations may be increased by 
using larger spacings between them, arranging that they are cross-polarized, or by using 
arrays of two or more antennas spaced to provide each with a radiation-pattern null in the 
direction of the other.

An alternative method of increasing the isolation between the antenna-system inputs is 
to insert filters. If a suitable filter can be constructed, the antenna isolation may be reduced 
until, in the limit, a single antenna is used with all equipment, transmitters, and receiv-
ers coupled to it through filters. When receivers are connected to a common antenna, the 
signal from the antenna is usually amplified before being divided by a hybrid network. 
The number of services that use a single antenna can be extended to six or more, provided 
adequate spacings are maintained between the frequencies allocated to different users. The 
whole system is expensive, but the cost may be justified if the antenna itself is large or if 
tower space is limited.

Multiple User Systems To reduce the environmental impact and cost of antenna systems, 
users share antenna resources by installing a single broadband antenna system and using 
it to support multiple radio transmitters or receivers (or both). Not only does this practice 
reduce the profile of an antenna installation, but it also allows several services to make best 
use of locations where antennas can be most favorably sited.
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30.1 INTRODUCTION

Digital terrestrial television broadcasting is being introduced in many countries. This is pro-
viding a variety of services on a single channel, such as high-definition television (HDTV) 
and multimedia data. Obtaining portable TV reception generally is difficult compared to 
obtaining fixed reception at home. For fixed reception, a directional antenna with high gain 
and a narrow beam width, such as the Yagi-Uda dipole array antenna, is used.1 For portable 
reception, an omnidirectional antenna or low-gain antenna is used. The objective of this 
chapter is to describe portable reception antennas suitable for digital terrestrial TV, such 
as small antennas with amplifier circuits, mobile phone antennas, and reception antennas 
mounted on cars.

30.2 DIGITAL TERRESTRIAL  
TELEVISION IN THE WORLD

Table 30-1 shows the frequency allocation plan in the world.2 In many countries (but not in 
the United States or Canada), the high-band VHF from 174 MHz to 240 MHz and the UHF 
band from 470 MHz to 862 MHz are used for the digital terrestrial television.

TABLE 30-1 Frequency Allocation Plan and Channel Plan for Digital Terrestrial Television in the World

USA (Nov. 1988)

Canada (March 2003)
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Ireland (2006)
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Italy (April 2004)

Japan (Dec. 2003)

Korea (Oct. 2001)

Taiwan (July 2004)
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30.3 MINIATURIZATION TECHNIQUES  
FOR PORTABLE TV ANTENNAS

This section shows examples of small portable TV reception antennas such as the small 
antenna with amplifier circuit and the mobile phone antenna.

Small Antenna with Amplifier Circuit for UHF-TV

Figure 30-1 shows the structure of a coplanar waveguide (CPW)-fed dipole antenna and 
a loop antenna for a television receiver and DC-equivalent biasing circuits.3,4 The antenna 
element and CPW are printed on a polyimide film of thickness 45 mm. The relative permit-
tivity of film is 3.5. The characteristic impedances of CPW in two antennas are chosen as 
75 Ω for impedance matching to the coaxial feeder of the television receiver. The antenna 
element and CPW are covered by a film of thickness 50 mm for protection. The silicon 
transistor 2SC2585 or 2SC3604 is integrated at the feedpoint of the dipole or loop antenna, 
respectively.

One of the primary problems with the active antenna is that the unwanted radiation 
from the amplifier circuit and the bias line will perturb the antenna characteristics. To 
overcome this problem, the amplifier circuit is mounted on CPW. CPW also serves as 
a bias supply line to the amplifier circuit. The available power gain of 2SC2585 is 8 to 
14 dB at frequencies from 90 to 770 MHz. The nominal value of the noise figure of this 
transistor is about 1.6 dB at 2 GHz. To suppress the undesired radiation from the ampli-
fier circuit, the fixed-bias circuit with collector feedback, the simple biasing circuit, is 
adopted for the active dipole antenna. On the other hand, the available power gain of 
2SC3604 is 24 to 18 dB at frequencies from 90 to 770 MHz. As the available power gain 
of 2SC3604 is larger than one of 2SC2585, the self-bias circuit is adopted to suppress 
oscillation and to increase stability. The nominal value of the noise figure of this transis-
tor is about 1.6 dB at 4 GHz.

The input impedance and radiation field of dipole and loop antennas are calculated by 
using the computer program WIPL-D based on the Method of Moment.5 In the calculation, 
antenna elements are approximated by the wire antenna whose radii are Wi / 4 (i = 1,2). As the 
dielectric film is very thin, the existence of film is not considered.

FIGURE 30-1 Dipole and loop antennas loaded with ampli-
fier circuits
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Figure 30-2 shows the input impedance characteristics of dipole and loop antennas. 
The calculated input impedances fairly agree with the measured results. Figure 30-3 
shows the scattering parameters of transistors for active antennas. In the television 1–12 
channel frequencies 90 to 222 MHz, the dipole antenna is not matched to the transistor 
circuit. Although the input reactances of dipole antennas are capacitive in the frequen-
cies 90 to 222 MHz, those of loop antennas are inductive. This means that the conjugate 
impedance matching between antenna and amplifier is improved in the loop antenna. 
Figure 30-4 shows the calculated and measured actual gains expressed by relative values 
to the half-wave dipole antenna. As the impedance matching between a dipole of 24cm in 
length and transistor 2SC2585 is reasonable at the television 13–62 channel frequencies 
from 470 to 770 MHz in Japan, actual gains of more than 8 dBd are obtained. In the active  

FIGURE 30-2 Input impedance of dipole and loop antennas

(a) Dipole antenna, L =12 cm (b) Loop antenna, W2 = 12 mm

FIGURE 30-3 S parameters of silicon transistors

(a) 2SC2585 (b) 2SC3604
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loop antenna, the impedance matching between loop and transistor 2SC3604 is improved 
in the frequencies 90 to 222 MHz. Actual gains of more than 6.5 dBd are obtained  
for 13–62 channels, from 470 to 770 MHz.

Portable Antenna on Mobile Phone

Digital terrestrial television broadcasting in Japan is designed so that each channel is divided 
into 13 segments. Among these 13 segments, 12 segments are used for HDTV transmission 
and 1 segment is used for mobile receivers.6 Maximum video resolution is 320 by 240 pixels, 
and maximum video bit rate is 128 kbit/s. Maximum audio bit rate is 64 kbit/s and the additional 
data broadcasting occupies the remaining 60 kbit/s.

Digital Multimedia Broadcasting (DMB) is a digital radio transmission system for 
sending multimedia (radio, TV, and datacasting) to mobile devices such as mobile phones. 
Currently, DMB is being put into use in a number of countries such as South Korea, 
Germany, France, Switzerland, China, the UK, and Indonesia.7

Figure 30-5 shows an example of the embedded antenna for digital terrestrial broadcasting 
in Japan (one segment).8 Its size is 38 mm by 10 mm by 2 mm. Figure 30-6 shows the antenna 
module, consisting of the antenna, the tuning circuit, and the low noise amplifier (LNA). 
Figure 30-7 shows the antenna tuning. The antenna is directly connected with the LNA, and 
is tuned to be synchronized with the channel selection. The antenna gain is self-controlled 
with the sensitivity of the tuner module.

FIGURE 30-4 Actual gains of dipole and loop antennas

(a) Dipole antenna, L = 12 cm (b) Loop antenna, W2 = 12 mm

FIGURE 30-5 Antenna module for Japanese digital mobile TV
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30.4 RECEPTION ANTENNA  
MOUNTED ON VEHICLE

This section shows examples of reception antennas mounted on vehicles, such as a window 
glass antenna, a diversity reception antenna system, and an adaptive beam-steering reception 
system.

Reception Antenna on Rear Window of Sedan-Type Car

Figure 30-8 shows an example of window-glass antenna printed on the rear window of a car, 
composed of four diversity reception antenna elements.9 TV antennas No. 1 and No. 2 are 
located close to the defogger (heater) element. TV antenna No. 4 is directly connected to 
a defogger element. Figure 30-9 shows the measured electric field radiation patterns in the 
horizontal plane. Figure 30-10 shows the average gain around all directions in the horizontal 
plane. The directivity is measured with a 10 dB amplifier circuit. In these figures, the angle 
is measured from the front direction.

Diversity Reception Antenna System

Figure 30-11 illustrates the diversity reception antenna system for TV.10–12 The antenna 
elements are printed symmetrically on the left and right quarter windows of the car. The 
antenna consists of two parts: the slanted element consisting of three thin lines located 

FIGURE 30-6 Block diagram of antenna module

FIGURE 30-7 Antenna tuning

FIGURE 30-8 Window glass antenna printed on the rear window of sedan-
type car
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close to the rear pillars, and a horizontal element printed at the center of the quarter glass. 
A switching diversity system was adopted because the synthetic diversity system was not 
sufficiently effective at suppressing multipath distortion. The switching diversity system 
can effectively follow changes in field strength by selecting appropriate antennas for better 
reception. The antenna switching is performed during every vertical blanking period in the 
TV video signals.

The diversity reception system for the terrestrial TV has been on the market since the 
middle 1980s.11,12 Two V-shaped pole elements were first used for TV reception. A new 
antenna system consisting of four antenna elements printed on the rear quarter window 
glass was developed in 1986. Subsequently, an adaptive array antenna for terrestrial digital 
TV broadcasting was developed, and you will soon be able to enjoy TV programs in high-
quality digital while riding in an automobile.13

FIGURE 30-10 Average gain around all directions in the horizontal plane

FIGURE 30-9 Measured electric field radiation patterns in the horizontal plane
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On-glass Mobile Antennas for Digital Terrestrial Television

Figure 30-12 shows the geometry of the horizontally polarized on-glass mobile antenna.14 
The antenna has been developed by modifying a batwing antenna.15 Batwing antennas have 
a broad bandwidth but are too large to be installed in vehicles, so development has focused 
on size reduction. The proposed antenna is normal to ground and fed by a coaxial cable. The 
antenna height, H, was reduced by bending the wires in that direction without narrowing 
the bandwidth. The height of the new antenna is approximately half of the original antenna 
height. The prototype antenna for field experimentation using a passenger van is shown in 
Figure 30-12b. Two antenna elements and a mesh ground plane were printed on the inside 
of the rear glass window of the passenger van. The dielectric constant of the glass was 6.7, 
and the loss tangent was 0.008. The thickness was about 5 mm, which is very thin compared 
with the wavelength of the UHF band. Experiments confirmed that the glass had a very small 
effect on antenna characteristics. The patterns were printed using silver paste, and the mesh 
ground plane was connected electromagnetically to the vehicle body upon installation of the 
window. The conductivity of the silver paste was about 2 × 106 S/m, which is lower than that 
of copper (5.813 × 107 S/m). Antenna gain loss was confirmed to be less than 0.3 dB within the 
frequency band by comparison with the measured results of an antenna composed of copper.

FIGURE 30-11 Diversity antenna system for TV

FIGURE 30-12 Geometry of on-glass antenna

(a) Antenna element (b) Prototype on-glass antenna
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Figure 30-13 shows the radiation patterns of the antenna installed on the left side 
of the passenger van at 485 MHz. As expected, the elevation pattern peak of Ef , the 
co-polarization of DTV, was in the horizontal plane. Figure 30-14 shows the radiation 
patterns in the horizontal plane at 485 MHz. The antenna element printed inside the left 
side glass radiates strongly to the left side of the vehicle, and the element inside the right 
side glass radiates strongly to the right side. A peak gain of 4.5 dBi was achieved by 
each antenna element, further showing the suitability of this type of antenna for use in a 
diversity system.

A diversity system can achieve a high C/N ratio in built-up urban areas where multipath 
fading is strong. Maximum Ratio Combining (MRC) was selected as the signal processing 
method.16 The radiation pattern of MRC was estimated by combing the measured radia-
tion patterns of four antennas installed on the passenger van, as shown in Figure 30-15.  
An average gain of 4.6 dBi was achieved on the horizontal polarization.

Figure 30-16 shows the average gain of the pattern. The solid line represents the gain of 
the proposed antenna and the dotted line represents a comparison using the average gain of 
four commercial pole antennas installed on the roof. These pole antennas were leaned at an 
angle of 45 degrees to the roof. The average gain of four crossed-dipole antennas installed 
on the corner of the roof was also measured at 485 MHz.17 From 470 MHz to 710 MHz, the 
average gain of the proposed antenna was greater than 3.1 dBi. This was 4.7 dB higher than 
that of the commercial pole antennas, which is the minimum value within the bandwidth. It 
was also 1.6 dB higher than the average gain of crossed-dipole antennas at 485 MHz.

FIGURE 30-13 Measured radiation pattern (vertical 
plane, 485 MHz)

FIGURE 30-14 Measured radiation pattern (horizontal plane, 485 MHz, element)
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Modified H-shaped Antenna

Figure 30-17 shows a modified H-shaped antenna for 
automotive digital terrestrial reception.18 Two wires  
a-b-c-d-e and f-g-h-i-j are symmetrically placed 
around the center m of the antenna and connected by 
the wire c-m-h. The parts a-b-c and f-g-h of the two 
wires are longer than the parts c-d-e and h-i-j. The 
antenna is placed in the xy plane. A control system for 
combining received signals is shown in Figure 30-17b. 
The received signals of the four antennas are down-
converted, weighted, and combined. The weight vec-
tor for each signal is controlled, based on the MRC 
method. The four antennas mounted at the top of the 
front and rear windows are also depicted. The antenna 
plane, which includes the antenna element, is inclined 
from the horizontal plane in an actual car.

A design concept of the coverage in the x y plane is summarized in Figure 30-18. 
Mechanism of the antenna is described with Figure 30-17a and Figure 30-18. The antenna 
has three resonant modes. Each resonant mode is excited when a part of the antenna 
becomes a half-wavelength. The frequency band for digital terrestrial services is divided 
into three bands. The wire a-b-c-m-h-g-f is resonated at the low frequency, which is series 
resonance. Parallel resonance occurs at the middle frequency. The two wires a-b-c-d-e and 
f-g-h-i-j are resonated. Series resonance occurs again at the high frequency, in which the 
wire e-d-c-m-h-i-j is resonated. The radiation pattern of a single element is rotated clock-
wise with increasing frequency. The minimum level of relative amplitude increases when 
the maximum radiation is directed toward the x-axis direction. The four antennas are sym-
metrically placed around the x-axis and y-axis directions in Table 30-2, which is assumed 
to be equivalent to installation at the top of the front and rear windows. The symmetrical 
arrangement allows coverage of 360 degrees.

The wires shown in Figure 30-17a were etched on a typical FR4 substrate having dielectric 
constant of 4.6 and thickness of 0.8 mm. The width of the lines was 1 mm. The lengths LL, 
LS , and LC were experimentally adjusted to 102, 67, and 30 mm, respectively, with constant 
value of H = 60 mm, since the value of H was specified for car installation. The prototype 
antenna has LC balun and a parallel feedline between the LC balun and the feedpoint m. 

FIGURE 30-15 Radiation pattern  
(four-element array)

FIGURE 30-16 Average gain of the adaptive array pattern (Ef)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Portable TV Antennas



 PORTABLE TV ANTENNAS 30-11

The LC balun transforms impedance from 110 Ω to 50 Ω as well as balance-unbalance 
mode. The LC balun consists of a high-pass filter (HPF), a low-pass filter (LPF), and  
a T-junction. Both filters have the fifth-order Butterworth function. A 3 dB cutoff frequency 
is set at a low frequency of 272 MHz for the HPF and a higher frequency of 1228 MHz 
for the LPF of the frequency band from 470 to 710 MHz so that both filters may give flat 
amplitude and out of phase. Insertion loss of the LC balun was measured to be 0.3 dB across 
the frequency band. The parallel feedline has a length of 40 mm. The width of each line and 
the distance between the centers of the two lines were chosen to be 0.8 and 1.1 mm, so that 
characteristic impedance would be 110 Ω.

Figure 30-19 shows the measured radiation patterns at the three frequencies. The figure-8 
radiation patterns were rotated clockwise with increasing frequency as the calculation 
results predicted. VSWR was measured to be less than 3 from 470 to 710 MHz.

Four prototype antennas were mounted at the top of the front and rear windows of the 
car, as shown in Figure 30-17b. The distance between the edges of the metal roof and the 
nearest side of the prototype antennas was set at 20 mm. The spacings of antenna elements 
were, respectively, 600 mm in the x’-axis direction and 1600 mm in the y’-axis direction. 
Figure 30-20a–d show typical measured radiation patterns of the four prototype antennas 
in the f’ plane at 530 MHz. Each prototype antenna had gain to the x’-axis direction as 
well as to the y’-axis direction because the four antennas in free space had inclined figure-8 
radiation patterns. The peak plot combined with the radiation patterns in Figure 30-20a–d 
is shown in Figure 30-20e. A near omnidirectional pattern was achieved in the f’ plane. 
In terms of vertical plane, gain of the peak plot decreased with increasing the angle q ’,  

FIGURE 30-18 Concept covering 360 degrees in the 
xy plane using the four antennas across the frequency 
band for DTV

FIGURE 30-17 Modified H-shaped antenna and control system for combining received signals for automo-
tive digital terrestrial reception

(a) Antenna element (b) Control system

576 MHz

638 MHz

484 MHz

FIGURE 30-19 Measured radiation patterns 
of a prototype antenna in the xy plane
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because radiation patterns of the mounted prototype antennas were affected by the  
effect of the car body. The values of the minimum gain of the peak plot were –2.3 dBi for 
q ’ = 70 degrees, –3.7 dBi for q ’ = 80 degrees, and –6 dBi for q ’ = 90 degrees.

Adaptive Beam Steering Reception System

To improve the reception quality of television on mobile terminals, the adaptive beam 
steering system has been studied in Japan.19

Figure 30-21 shows the adaptive beam steering reception system. This system adopts 
the diversity technique, combining received signals prior to FFT processing on the 
OFDM demodulator. The experiment was conducted in the Nagoya suburbs using a van 
with four antennas on the windows, and was focused on traveling on highways. From the 
experiment, it was shown that the mobile reception area using the adaptive beam steering 
system is almost the same as the fixed reception area.19

FIGURE 30-20 Measured radiation patterns in f’ plane at 530 MHz. Four proto-
type antennas were mounted at the top of the front and rear windows of a car. Peak 
plot of the combined pattern based on the MRC method is also presented.

FIGURE 30-21 Adaptive beam steering reception system
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31.1 INTRODUCTION

Wireless systems are evolving toward multifunctionality. This multifunctionality pro-
vides users with options of connecting to different kinds of wireless services for differ-
ent purposes at different times, whether in a city or on a battlefield. To reach their full 
potential, these systems require not only agile electronics and adaptive signal processing, 
but also reconfigurable antennas. Reconfigurable antennas can be used simply to reduce 
the number of antennas necessary for intended system function, but they can also be 
designed to serve much more complex roles. Some of these roles include use as program-
mable control elements with feedback to increase throughput, reduce errors and noise, 
and improve security, and use as reconfigurable hardware to extend the lifetime of the 
entire system. Examples of emerging applications include software defined radio, cog-
nitive radio, multiple-input multiple-output (MIMO) systems, multifunction consumer 
wireless devices, and high performance phased arrays.

As one examines the development of reconfigurable antennas, and, in fact, antennas in 
general, one can see that each antenna is driven by specific applications or functionality. 
Indeed, there is no one ultimate application that would result in a super antenna that would 
be able to meet the specifications of every system. In this, antenna engineers are truly 
fortunate—practical issues, such as cost, weight, size, and complexity, make each new 
system or application a new challenge. Antenna reconfigurability can help to meet these 
challenges in new and exciting ways. This chapter describes the work of talented engineers 
and researchers in their efforts to develop reconfigurable antennas, from large apertures for 
communication and sensing satellites to single individual elements on small portable wire-
less devices. These examples, as well as others, are the first steps in establishing a strong 
foundation of antennas for fully multifunctional systems.

A Brief Definition of Antenna Reconfigurability

A reconfigurable antenna is one that has selectable or tunable fundamental characteristics, 
including operating frequency, impedance bandwidth, radiation pattern, and polarization. 
Typically, the goal is to change one or more of these characteristics independently of the 
others. The methods in which these characteristics are changed are electrical, mechani-
cal, or electromechanical in nature, since fundamentally, antennas are electromechanical 
structures. However, given the wide range of intended applications and design specifica-
tions, engineers have developed an equally wide and varied collection of reconfiguration 
mechanisms.

In each of the following sections, theoretical foundations and examples of different 
kinds of reconfigurable antennas are presented. While there are many more reconfigurable 
antennas than can be discussed here, the selected subset of antennas is intended to provide 
a broad sampling of the rich history and future potential of these tools for communication, 
sensing, and security.

31.2 RECONFIGURABLE APERTURES

In concept, reconfigurable apertures represent the ideal functionality of reconfigurable 
antennas in that they allow the complete specification of radiating currents that can pro-
duce any desired frequency and radiation behavior. The challenge lies in developing real 
structures and control mechanisms that can support this functionality.
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Motivation for Reconfigurable Apertures

As mentioned previously, each antenna is typically designed to deliver functionality for a 
specific application. In the case of aperture antennas, they are most often implemented for 
long distance, high gain applications intended for more expensive and specialized systems, 
such as satellites, long-haul land-based communications, and radar receivers. However, 
when the antenna is large in extent and is deployed in a hostile or remote location, recon-
figurability plays a different role. In this case, it could lengthen the useful lifetime of the 
system by allowing for reprogramming/retasking, without the need for retooling or for 
a labor- and cost-intensive maintenance visit. The apertures discussed here implement a 
variety of approaches to enable this kind of reconfigurability.

Examples of Reconfigurable Apertures

Reflector antennas are perfect candidates for radiation pattern reconfiguration indepen-
dent of frequency, since the reflective surface is physically removed and isolated from 
the primary feed. Mechanical deformations of the reflector (or subreflector) surface result 
in changes in the surface currents on the reflector, which in turn alter the aperture fields, 
and finally, the radiation pattern of the antenna. In one of the earlier examples of antenna 
reconfigurability using mechanical means, Clarricoats and his collaborators demonstrated 
radiation reconfiguration with a reflector antenna by changing the structure of a mesh 
reflector. Initially, manual adjustments in each meshed region of interest served to change 
the overall reflector contour, resulting in changes in beam shape and direction.1 Later, the 
implementation of computer-controlled stepper motors, used for pulling lines attached to 
specific points on the reflector mesh, allowed for automatic pattern reconfiguration via 
electromechanical actuation.2

Recently, another group developed and expanded the functionality of a similar sys-
tem for satellite applications by changing the shape of a subreflector, with the shape of 
the main reflector remaining fixed.3 A thin, flexible, conductive material composes the 
subreflector. The subreflector’s shape is changed using piezoelectric actuators attached 
to its back surface. As the actuators deform the surface of the subreflector, the electro-
magnetic field illuminating the main reflector changes, which results in a desired radia-
tion pattern. Figure 31-1 shows a subreflector system schematic.3 Enabling changes 
in the subreflector, rather than the main reflector, simplifies the antenna system fab-
rication and allows designers to implement main reflectors of varying geometries and 
deployments. This is especially important for 
reducing probabilities of failure during deploy-
ment or operation for space applications. One 
important goal of the antenna in this case3 is 
to achieve the desired reconfigurability with 
the minimum number of actuators. During the 
antenna system design, the positions of the 
actuators are determined using an iterative 
finite element algorithm. This algorithm deter-
mines where successive actuators should be 
placed in order to minimize the error between 
the desired and actual subreflector shape.3 In 
providing the ability to change the antenna’s 
radiation pattern, this design approach can be 
used to effectively lengthen the useful life-
time of communication and relay satellites. 

FIGURE 31-1 Reconfigurable subreflector 
system, including piezoelectric actuators and 
driver to deflect the surface of a Cassegrain 
subreflector (after G. Washington et al3 
© IEEE 2002)
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Moreover, it can dramatically reduce cost by allowing antennas to be retasked via pro-
gramming from the ground rather than requiring completely new satellites to enable 
new functions and all of the cost that this entails.

The next two examples of reconfigurable antennas may stretch the definition of an aper-
ture in the traditional sense, but one can certainly consider them to be blank palettes for 
establishing desired current distributions that result in desired antenna behavior. In essence, 
these apertures are intended to create whatever antenna is necessary to achieve specific fre-
quency, bandwidth, radiation, and polarization characteristics. The first is an antenna that uses 
switches (which can be based in solid-state, MEMS, or other technologies) for connecting 
small non-resonant conductive pads that create a large antenna aperture.4 The number of 
switches required for such an aperture can easily number into the thousands. Figure 31-2 
shows a conceptual drawing of the aperture.4 The desired antenna configuration is found 
using a genetic search algorithm, which determines the needed combination of switch states 
across the aperture for achieving a specified performance goal.4 For each pass through the 
genetic algorithm, a finite-difference time-domain electromagnetic simulation is used to 
evaluate candidate designs. In general, narrowband configurations achieve more gain than 
wideband configurations, since wideband configurations implement fewer effective radiators 
in the aperture, which has a fixed physical size. While this aperture approach promises tre-
mendous flexibility in terms of both frequency and radiation performance, it does have some 
inherent drawbacks. High frequency operation may be degraded as a result of the pad density 
and switch capacitance.4 Additionally, for designs at lower frequencies, the fixed physical 
size of the aperture may not be able to support high gain operation. Moreover, while the large 
number of switches between pads provides for graceful degradation of operation with switch 
failure, the complexity of the required bias networks to allow the switches to be individually 
addressable may make the final product too costly and bulky for its intended application.

The second related antenna aperture concept uses semiconductor plasmas to form antenna 
structures.5 Developed by researchers at the Sarnoff Corporation, this pixel approach to a 
reconfigurable aperture relies on high conductivity plasma islands that are formed and 

FIGURE 31-2 Conceptual drawing of a reconfigurable aperture 
antenna based on switched links between small metallic patches 
(after L. N. Pringle et al4 © IEEE 2004)
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controlled by DC currents that have been 
injected into high-resistivity silicon-based 
diode structures. While the fundamental  
concept—that of creation of conducting 
patches in an aperture—is identical to the 
last antenna discussed, this antenna aper-
ture differs significantly in the technology 
necessary for achieving the desired current 
distributions. Figure 31-3 contains a detailed 
description of the structure, including the 
plasma injection driver configuration.5 While 
elegant in its conception, the embodiment 
is fundamentally just as complex as the 
previous example that uses many discrete 
switches. This means that many practical 
and technical issues exist with this approach, 
including the challenge of creating the neces-
sary carrier densities in the silicon. However, 
it possesses one compelling feature that other 
reconfigurable apertures based on conductors 
do not have: when turned off, the aperture 
possesses an extremely low radar cross- 
section. Similar to the previous example,3 this 
approach to antenna reconfigurability may 
be more appropriate for creating intermedi-
ate apertures that are illuminated with more 
conventional sources. In this case, the plasma 
aperture could be used to reconfigure holo-
grams for holographic antennas in which a 
basic source, such as a patch or horn antenna, 
is used to illuminate a hologram. The aperture 
field for the desired pattern is then produced 
through interaction with the plasma aperture, 
enabling beamsteering and beamforming 
without the need for expensive phase shifters. 
The plasma aperture could then be designed 
using iterative or other means and reconfig-
ured to deliver performance comparable to 
traditional phased arrays.5–6

31.3 RECONFIGURABLE TRAVELING  
WAVE ANTENNAS

Traveling wave antennas are well known for delivering frequency-scanned radiation pat-
terns. Introduction of reconfigurability into these structures adds another layer of function-
ality that can reduce some of the system costs inherent in previous designs.

Motivation for Reconfigurable Traveling Wave Antennas

Traveling wave antennas have been used with great success for delivering broadband beam 
scanning performance through frequency sweeps, without the need for phase shifters. 

FIGURE 31-3 Depiction of a controllable plasma 
grid structure for a reconfigurable aperture: (a) The 
grid structure is fabricated on top of the silicon 
wafer. (b) A cross-section of the plasma grid struc-
ture shows the layer interconnection (after A. Fathy 
et al5 © IEEE 2003).
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However, the necessity to change operating frequency to steer beams in a particular direc-
tion places burdens on both ends of a communication link. The reconfigurable traveling 
wave antennas discussed here have made real gains in delivering frequency-independent 
beam scanning, without compromising the effective operating bandwidth of the original 
base antenna.

Examples of Reconfigurable Traveling Wave Antennas

One recently-developed reconfigurable traveling wave antenna is a dielectric waveguide 
antenna, which relies on the mechanical perturbation of propagation constants at millimeter- 
wave frequencies.7 The widths of the gratings on a thin, moveable film placed over a 
dielectric image line are designed to gradually perturb the propagation constant along the 
line, as shown in Figure 31-4.7 Viewed in light of the antenna presented in the previous 
section, this film serves as an effective hologram for the desired pattern. Physical shifts 
of the grating film change the apparent grating spacings and result in a scanned beam at a 
single frequency. Scan angles of up to 53 degrees have been demonstrated with this design 
at 35 GHz, with lower scan angles achievable over an operating band between 30 and 
40 GHz.7 An extension of this concept delivers scanned, dual beam performance over a 
similar frequency range.8 Employing the concept of the holographic antenna,5–6 its func-
tionality could be expanded further by enabling reconfigurability of the film itself.

Another interesting reconfigurable traveling wave antenna, first developed in 1960, is 
the electromechanically scannable trough waveguide antenna.9 Based on an asymmetrical 
trough waveguide intended to feed a parabolic reflector,10 two different mechanisms were 
investigated to change the phase velocity in the guide, resulting in scanned radiation pat-
terns at a single frequency. The first used the rotation of artificial dielectric structures along 
a longitudinal axis within the trough waveguide, and the second used a mechanical varia-
tion of the height of periodic structures located on the top of the center fin of the trough 
waveguide.9 While elegant in concept, the authors acknowledged that both approaches 
presented major mechanical problems. They were solved using cam and gear solutions, 
which proved to be somewhat cumbersome.

FIGURE 31-4 A traveling wave antenna based on moveable grating 
fed by a dielectric image line, capable of beam scanning at millimeter-
wave frequencies (after K. Chang et al7 © IEEE 2002)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reconfigurable Antennas



 RECONFIGURABLE ANTENNAS 31-7

Huff and Bernhard11 begin with the concept of the electromechanically scanned trough 
waveguide9 and then propose the application of more modern perturbations and streamlined 
actuation mechanisms. This allows them to achieve beamsteering at a single frequency 
while preserving the wide bandwidth characteristics of the antenna. The fundamental struc-
ture remains the trough waveguide, however, as shown in Figure 31-5.11 In this case, beam-
steering is achieved using the micro-machined cantilever structures fabricated within the 
trough waveguide (shown in Figure 31-6),11 to create perturbations suitable for electrostatic 
or magnetostatic actuation. Simulations with actuation of individual cantilevers or groups 
of cantilevers demonstrate beam scanning at single frequencies through broadside for this 
traveling wave antenna.11

Other leaky wave antennas, which use tunable-impedance, ground planes to enable 
beam steering, have been developed.12 Based on the same fundamental concept of control-
ling wave velocity changes as in the previous example, the structure12 relies on a tunable-
impedance surface equipped with hundreds of diodes to affect beam changes.

FIGURE 31-5 Trough waveguide dimensions (left), electric field lines of the dominant TE mode with 
equivalent structure for design and field distribution (middle), electric field lines of the TEM mode (right) 
(after G. H. Huff and J. T. Bernhard11 © 2005)

FIGURE 31-6 Trough waveguide with cantilever-type perturbations, showing stag-
gered positions of actuated and rest states of the cantilevers (after G. H. Huff and  
J. T. Bernhard11 © 2005)
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31.4 RECONFIGURABLE ARRAYS

The signals used with phased arrays of antennas are already reconfigurable in their magni-
tude and phase. The addition of reconfigurability at the level of the individual array element 
promises to provide new levels of system performance.

Motivation for Reconfigurable Arrays

Of course, the one antenna topology that is already well known for its flexibility is the 
antenna array. This flexibility is traditionally delivered through control of the signal magni-
tude and phase of identical antenna elements, arranged either periodically or aperiodically, 
in a plane or conformally on a three dimensional surface. Historically used in defense- 
oriented applications, arrays are now being used in a much broader set of scenarios to pro-
vide additional functionality and security. The reconfigurable arrays described here expand 
typical array functionality in frequency and radiation performance, providing additional 
degrees of freedom for system designers and ultimately, system users.

Examples of Reconfigurable Arrays

One persistent issue with antenna arrays is their relatively limited frequency bandwidth. 
One way to improve the bandwidth of such arrays is to make the individual elements 
frequency reconfigurable. However, in arrays that have a ground plane, the presence 
of the ground plane at a fixed distance from the plane of the antennas does not enable 
the complete frequency reconfigurability present in the elements. In one case,13 a novel 
layered frequency-selective surface was implemented to support the performance of 
broadband reconfigurable antenna arrays. A diagram of the system concept is provided 
in Figure 13-7.13 With careful design, the frequency selective surfaces appear as mag-
netic ground planes and deliver nearly constant phase over a broad frequency band. This 
can enhance array gain, as shown in Figure 31-8,13 which would otherwise be limited 
by a fixed ground plane spacing. The same authors have applied this methodology to a 
wideband reconfigurable slot aperture.14

FIGURE 31-7 Depiction of a reconfigurable aperture (RECAP) 
array over a multilayer frequency selective surface (FSS)/
frequency selective volume (FSV) structure (after Y. E. Erdemli 
et al13 © IEEE 2002)
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Using another approach, pattern reconfigurable antennas were studied in small arrays.15–18  
The individual element in the array is a reconfigurable spiral microstrip antenna, also 
called a reconfigurable magnetic line source antenna. This antenna, through the inclusion 
of solid-state or RF MEMS switches, delivers broadside and endfire radiation patterns.15–18  
When arrayed, these elements can extend the scan capabilities over that achievable with 
a traditional planar phased array.15–18 A photograph of a 4×4 array of these elements is 
shown in Figure 31-9.18 Measured radiation patterns for the array, with all of the elements 
in broadside mode with uniform amplitude and phasing, provide a typical broadside pat-
tern. With all of the elements in endfire mode with uniform amplitudes and 180 degree 
progressive phasing, the array produces a dual-beam endfire pattern.18 In this case, the 
patterns of the individual elements are used to reinforce the array factor created in the 
usual way with element amplitude and phasing. This example provides only a small 
sample of the array capabilities that can be achieved using individually reconfigurable 
antenna elements in arrays.

Reconfigurable arrays with electrically 
tuned or switched parasitic elements can pro-
vide a great deal of pattern variability while 
maintaining impedance match and bandwidth. 
Fundamentally, tuning of antenna radiation pat-
terns in this manner relies on the mutual coupling 
between closely spaced driven and parasitic 
elements, resulting in effective array behavior 
from a single feed point. Therefore, changes in 
radiation patterns are achieved through changes 
in the coupling between the elements, which, 
in turn, change the effective source currents on 
both the driven and parasitic elements.

One of the fundamental examples of this 
antenna was proposed by Harrington in 1978.19 

Shown in Figure 31-10,19 the single dipole ele-
ment in the center of the array is driven, while 
tunable reactances on the surrounding para-
sitic dipoles couple to the source antenna and 
produce a directive beam in a desired direc-
tion. A waveguide-based reconfigurable array 

FIGURE 31-8 Diagram illustrating the 
coherence of direct antenna radiation and 
reflections from the substrate that helps 
to provide broadband operation of recon-
figurable arrays (after Y. E. Erdemli et al13  
© IEEE 2002)

FIGURE 31-9 Photograph of a 4×4 array of 
pattern reconfigurable elements that can be con-
figured to deliver broadside, endfire, and scanned 
radiation patterns (after G. H. Huff18 © 2006)
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was also proposed for the same concept.20 Since then, a number of reconfigurable parasitic 
arrays have been proposed and studied, using both switched and reactively loaded ele-
ments, which provide a wide variety of functionality.21–24

31.5 RECONFIGURABLE MICROSTRIP ANTENNAS

Microstrip antennas are one of the most versatile types of antennas, suitable both as 
single elements in small devices and in large phased arrays. As a result, any current 
system that uses microstrip antennas has the potential to benefit from the addition of 
antenna reconfigurability.

Motivation for Reconfigurable Microstrip Antennas

In addition to their use in the large phased arrays described earlier, more and more microstrip 
antennas are found in portable/mobile devices for consumers. In these applications, recon-
figurability can be implemented to select operating systems and reduce interference as well 
as to steer radiation patterns away from noise sources or users. Moreover, their well-known 
operational principles, illuminated through the cavity25 and transmission line models,26 
lend themselves well to enable a wide range of reconfigurability. The examples here are 
confined to single element versions, but many of them can also be implemented in array 
formations as well.

Examples of Reconfigurable Microstrip Antennas

In work by Bhartia and Bahl,27 the operating frequency range of a microstrip patch antenna 
was continuously tuned by using varactor diodes (varactors) at the radiating edges of the 
structure. The varactors operated with a reverse bias of between 0 and 30 volts that cor-
responded to capacitances of 2.4-0.4 pF. With a change in bias, the capacitance induced 
at the radiating edge is changed, resulting in a change in the effective electrical length of 
the patch. This allows for the continuous tuning of the operating frequency (though not 
typically of the instantaneous bandwidth) over a large band, which has been shown to be 
20–30% depending on the type of microstrip antenna used.27

FIGURE 31-10 A seven-element circular array of reactively loaded 
parasitic dipoles for reconfigurable beam steering and beamforming 
(after R. F. Harrington19 © IEEE 1978)
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Another way to affect discrete changes in a microstrip antenna’s electrical length is 
to change the path of radiating currents without changing the overall footprint of the 
antenna. An example of this approach was proposed by Yang and Rahmat-Samii for 
a microstrip antenna.28 Starting with a standard rectangular microstrip antenna, a slot 
is etched in the patch so that it is perpendicular to the direction of the main current 
of the patch’s first resonance, as shown in Figure 31-11.28 A PIN diode is positioned 
in the center of the slot to change the current paths on the patch. If the diode is off, 
then currents travel around the slot and the antenna operates in a lower frequency 
band, while when the diode is on, the effective length of the patch is shorter and the 
antenna operates in a higher frequency band. The frequency ratio between the upper 
and lower operating frequencies is controlled by the length of the slot, and as long as 
the slot length is not too long, the radiation pattern of the original antenna is largely 
preserved.28 A similar approach can also be used to reconfigure the polarization of 
microstrip antennas.29

While many reconfigurable designs are based on patches such as these, other shapes and 
modes for microstrip antennas have been used to deliver different kinds of radiation pat-
tern reconfigurability. For instance, one design for a square spiral microstrip antenna uses 
switches placed at particular positions in order to deliver a broadside or 45 degree tilted 
beam over a common frequency bandwidth.30 The basic antenna structure consists of a 
single turn square spiral antenna on an electrically thin substrate, shown in Figure 31-12,30 
which exhibits a broadside radiation pattern in its fundamental state. To enable reconfigu-
ration, the antenna is equipped with two switched connections: the first between the spiral 
and ground, as indicated by N (not grounded) and G (grounded) and a second in a small gap 
in the spiral arm as indicated by S (short) and O (open).30 When the first switch connects 
the line to ground and the second switch opens the in-line gap, a 45° tilt from broadside 
in radiation pattern results. Additionally, with activation of only the second switch, this 
new configuration provides a broadside radiation pattern at a higher operating frequency 
of 6.0 GHz.30 Others have also studied similar spiral structures that provide a wealth of 
possibilities for switched tilts in radiation patterns31–32 as well as examined reconfigurable 
behavior when the antennas are integrated into packages.33 Antennas based on a similar 
structure have also delivered broadside to endfire radiation characteristics with RF MEMS 
switched connections.34

In another example, Zhang et al35 developed a microstrip pattern reconfigurable antenna 
based on parasitic element tuning. The antenna, shown in Figure 31-1335 is composed of  

FIGURE 31-11 Geometry of a dual-frequency microstrip patch 
antenna with a switchable slot (PASS) (after F. Yang and Y. Ramat-
Samii28 © Microwave and Optical Technology Letters 2001)
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FIGURE 31-12 Radiation pattern and frequency recon-
figurable square spiral microstrip antenna showing switch 
placements necessary for reconfiguration (after G. H. Huff 
et al30 © IEEE 2003)

FIGURE 31-13 Physical structure and parameters of the reconfigurable microstrip 
parasitic array. Switching or tuning of parasitic elements on either side of the driven 
element provides beam tilt capabilities over a common impedance bandwidth (after  
S. Zhang35 © IEEE 2004).
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a single linear element with two parasitic elements positioned parallel to the driven ele-
ment. Changes in the parasitic element lengths, achieved either with electronic switches 
(for example, diodes, FETs, and RF MEMS switches)35 or varactors,36 change the magni-
tudes and phases of the currents on the parasitic elements relative to the driven element. 
Tilts in the main beam in one plane can then be switched35 or swept36 as the lengths of the 
parasitic elements are changed. This antenna, as with all parasitically tuned antennas, can 
be analyzed theoretically using coupling and transmission line models.37

Since microstrip designs typically include a substrate material other than air, possi-
bilities exist, in theory, for reconfiguring antenna behavior through material changes. One 
example38 of a frequency-tuned ferrite-based patch antenna is presented, which provides 
a 40% continuous tuning range with the variable static magnetic field in the plane of the 
substrate and perpendicular to the resonant dimension of the patch. However, the radia-
tion performance of the design left much to be desired, with cross-polarization levels that 
were significantly higher than those expected from a traditional rectangular microstrip 
antenna.38

Others have also investigated the properties of ferrite-based microstrip antennas,39–40 
with results indicating that factors including non-uniform bias fields, as well as the multiple 
modes and resulting field distributions excited in a bulk ferrite substrate, may preclude their 
use in practical applications. One exception to this could be a design for a polarization-
tunable microstrip antenna. This antenna is based on static magnetic biasing of a ferrite 
film, which takes advantage of the frequency tuning of the cross-polarized component of 
the radiated field to deliver tunable changes in polarization.41 Frequency-tunable patch 
designs based on the use of ferroelectric substrates or thin films, which typically have 
much higher relative permittivities than traditional low loss substrates, also face similar 
practical challenges.

31.6 RECONFIGURABLE SLOT ANTENNAS

Slot antennas, in their roles as the complements of dipole antennas, find applications in a 
number of systems that require low profile, wide bandwidths, and bi-directional radiation 
patterns. It is straightforward to integrate slot antennas into existing conductive structures 
or ground planes without additional structural support.

Motivation for Reconfigurable Slot Antennas

Typically, reconfigurable slot antennas are used to enable frequency agility in a system, 
since they are straightforward to design, simple to construct, and compatible with a number 
of switch topologies. Examples of reconfigurable slot antennas described next, some of 
which cover four or more operating bands, illustrate not only fundamental design principles 
but also strategies for size reduction and direct switch integration.

Examples of Reconfigurable Slot Antennas

Switched frequency radiating slots with a variety of geometries and radiating properties 
have been proposed by a number of researchers. Gupta et al42 designed a frequency-
reconfigurable compact rectangular ring slot antenna that was fed with a single slot-
line or coplanar waveguide line. Figure 31-14 shows a photograph of the antenna.42 
Reconfigured with a total of eight PIN diode switches, the lower of the two frequencies is 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reconfigurable Antennas



31-14 CHAPTER THIRTY-ONE 

set by the perimeter of the outer loop. The upper frequency is set by the perimeter of the 
inner loop that was formed when shorter slot sections are activated in place of portions of 
the outer loop. Peroulis et al43 developed a tunable antenna using four PIN diode switches 
that changed the effective length of the slot so it could operate in one of four different 
frequency bands between 530 MHz and 890 MHz without the need for changes in the 
matching network. A coplanar, waveguide-fed slot antenna utilizing similar principles 
for frequency tuning with PIN diodes is shown in Figure 31-15.44 Often, the available 
switching technology can affect the choice of antenna geometry. For example,45 a hybrid 
coplanar waveguide slot antenna with a 22% effective bandwidth (shown in Figure 31-
16)45 was designed to directly accommodate a particular RF MEMS switch geometry, 
making final fabrication and integration more straightforward.

Using tunable reactive loading, rather than switches, can result in continuously tuned 
slot antennas. In one case,46 a one-wavelength slot antenna loaded with two one-port 
reactive FET components was tuned continuously. By changing the bias voltage, the 
reactances of the FETs were varied and the effective length of the slot was changed, 
thereby changing its operating frequency. The range of tuning varied over roughly 1 GHz 
centered on 10 GHz, producing a 10% tuning band. For this relatively small tuning range, 
the radiation patterns were essentially unchanged.46 Similar tunable slot antennas loaded 
with varactors47–48 take advantage of higher order resonances to create tunable dual-band 
performance. Using a transmission line model of the loaded slot resonator, the position 
of the tuning elements can be determined to enable relatively independent tuning of the 
two bands.48

Slot antennas have also been implemented for the purpose of delivering polarization 
reconfigurability. In one case, the slot-ring antenna49 uses PIN diodes to reconfigure between 
linear and circular polarization or between two circular polarizations. The general topology 

FIGURE 31-14 Photograph of a reconfigurable rectangular slot antenna in two differ-
ent configurations that produce operation at two separate frequencies (after K.C. Gupta 
et al42 © IEEE 2000)

FIGURE 31-15 Frequency reconfigurable coplanar waveguide-fed slot antenna with 
eight diode switches and associated bias lines (after J. M. Laheurte44 © IET 2001)
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of the antenna is shown in Figure 31-17,49 with the specific diode positions, biasing, and 
ground plane configurations for both designs shown in Figure 31-18.49 For the linear-circular 
design shown in Figure 31-18a, forward-biasing the diodes across the small discontinuities 
at 45° and −135° (relative to the feed point) produces linear polarization, while reverse bias-
ing the diodes delivers circular polarization.49 The design in Figure 31-18b goes one step 
further and adds additional symmetric discontinuities to support switching between left- and 
right-handed circular polarizations.49 In both designs, care is taken to divide the ground 
planes carefully to support proper DC biasing for the diodes while providing RF continuity 
through capacitors connected between ground plane sections. This antenna is a good exam-
ple of the additional factors that must be taken into account when transitioning from a fixed 
to a reconfigurable antenna—the fundamental structure may remain the same, but critical 
adjustments are required to enable proper DC connections and RF performance.

FIGURE 31-16 Reconfigurable hybrid folded slot/slot dipole antenna: antenna geometry includ-
ing all three switch locations (left) and photograph of the fabricated antenna using only two of the 
three switches (right) (after G. H. Huff and J. T. Bernhard45 © IEEE 2005)

FIGURE 31-17 Basic topology of a microstrip-fed cir-
cularly polarized slot ring antenna (after M. K. Fries et al49 
© IEEE 2003)
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31.7 RECONFIGURABLE MONOPOLE/ 
DIPOLE ANTENNAS

Used in everything from phased arrays to portable communication devices, monopole and 
dipole antennas are both elemental and ubiquitous. While the theory explaining their opera-
tion is well known and based on a simple resonance principle, their application in specific 
situations typically requires adjustments to their length and packaging in order to deliver 
operation in one particular band.

Motivation for Reconfigurable Monopole/Dipole Antennas

When multifunctional systems require operation at multiple frequencies, adjustments to the 
basic monopole/dipole design can be accomplished either by creating a multiband struc-
ture, again based on fundamental or higher order resonances, or by making the antenna fre-
quency reconfigurable. In some cases, the multiband approach is the more sensible within 
cost and complexity constraints, but frequency reconfigurable monopole/dipole antennas 
have roles to play where size, cost, noise immunity, security, and low observability are 
important factors. The reconfigurable monopoles and dipoles discussed here change the 
effective resonant length of the antenna by adding or removing part of the antenna length 
through electronic, optical, mechanical, or other means.

Examples of Reconfigurable Monopole/Dipole Antennas

Different kinds of switches (for example, PIN diodes, FETs, optical switches, and RF 
MEMS) have been implemented by several groups in frequency-tunable dipole and mono-
pole antennas for various frequency bands. Roscoe et al implemented four PIN diodes in 
a printed dipole antenna to deliver three operating bands between 5.2 and 5.8 GHz.50 For 
this specific design, the researchers limited the reconfiguration range so that a single feed 
network could be used for all of the operating bands. Kiriazi et al. present an example of a 
frequency reconfigurable antenna using RF MEMS switches.51 In this work, opening and 
closing a pair of RF MEMS switches reconfigures a simple dipole antenna printed on a high 
resistivity silicon substrate, allowing it to operate in one of two frequency bands. Others 
have applied the same approach to develop frequency reconfigurable Yagi antennas.52  

FIGURE 31-18 Two polarization reconfigurable slot ring antennas: (a) switch-
able between linear and left hand circular polarization and (b) switchable between 
left and right hand circular polarization (after M. K. Fries et al49 © IEEE 2003)
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More complicated structures based on fractal shapes, but sharing the same underlying prin-
ciple, have been studied by numerous researchers. For instance, a three-dimensional fractal 
tree structure is proposed for use with either passive frequency traps or RF MEMS switches 
to deliver operation over multiple frequency bands.53 An example of the evolution of the 
structure is shown in Figure 31-19.53 For this antenna, the design methodology can pro-
duce operation over multiple contiguous bands, which is only limited by the practicality 
of implementing the necessary number of switches. Anagnostou et al. propose a recon-
figurable monopole based on a Sierpinski gasket, with RF MEMS switches for connecting 
different sections of the antenna together in order to provide multiple operating bands.54 
Subsequent work, with the direct integration of RF MEMS switches in a dipole design and 
shown in Figure 31-20,55 provided three separate operating bands with similar omnidirec-
tional radiation characteristics.55 Direct fabrication of the RF MEMS switches during the 
fabrication of the antenna helps to minimize package parasitics that may detune or limit the 
frequency behavior of the antenna.

FIGURE 31-19 Reconfigurable three dimensional fractal tree dipole 
antennas with four branch levels (after J. S. Petko and D. H. Werner53  
© IEEE 2004)

FIGURE 31-20 Photograph of a reconfigurable pla-
nar Sierpinski dipole antenna with integrated RF MEMS 
switches (after D. E. Anagnostou et al55 © IEEE 2006)
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Using the same concept but different switch technologies, Freeman et al changed the 
effective length of a monopole antenna using optical switches. This helped to eliminate 
many of the switch and bias line effects that can occur with other kinds of switches.56  
A diagram of this antenna is shown in Figure 31-21.56

An excellent example of reconfigurable dipole antennas improving system performance 
is presented by Piazza and Dandekar.57 In this work, reconfigurable printed dipole arrays 
using PIN diodes have been implemented to enable multiple-input multiple-output (MIMO) 
orthogonal frequency division multiplexing (OFDM) systems.57 For this application, a set 
of two printed frequency reconfigurable dipoles were spaced a quarter wavelength apart at 
2.45 GHz. They were then included at both the transmitter and receiver of a MIMO com-
munication system, shown in Figure 31-22.57 In the short configuration of the antennas, 

FIGURE 31-21 Diagram of a reconfigurable monopole antenna switchable 
between four frequency bands with optoelectronic switches (after J. L. Freeman 
et al56 © IET 1992)

FIGURE 31-22 Diagram of an array of two reconfigurable dipoles used to 
achieve pattern diversity at a single operating frequency in MIMO systems 
(after D. Piazza and K. R. Dandekar7 © IET 2006)
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the elements operated as half-wavelength dipoles. In the long configuration, the antennas 
were driven in a higher order mode where they were three quarter wavelengths long at the 
same frequency of 2.45 GHz. By changing the lengths of the antennas but by keeping the 
operating frequency the same, the researchers were able to achieve four different radiation 
patterns with each of the arrays, thereby providing a degree of pattern reconfigurability that 
helped to improve MIMO system capacity.57

It is worthwhile to note that implementation of switches, in both monopoles and dipoles, 
often prevents the antenna from being a self-supporting structure. The need for surfaces for 
switch and bias line connections usually requires some kind of planar or other dielectric sup-
port, which may distort radiation patterns and increase antenna loss and weight slightly.

31.8 CONCLUDING REMARKS

Antenna reconfigurability itself isn’t new, but the opportunities for integrating reconfigu-
rable antennas into systems that can fully exploit antenna capabilities are. These oppor-
tunities include software defined radio, cognitive radio, MIMO systems, multifunction 
consumer wireless devices, and high performance phased arrays. As all of the examples 
discussed in this chapter demonstrate, new antenna designs can be developed to change 
their frequencies, bandwidths, polarizations, and radiation patterns. They can be designed 
to solve specific problems now as well as to make systems more flexible and responsive 
to future operational requirements. However, the challenges for the future of this area of 
antenna engineering do not lie only in antenna design. Two other significant areas for future 
work include the development of appropriate control networks and the wide adoption of 
antenna reconfigurability as an important feature in overall system design. While initial 
efforts to demonstrate the benefits of reconfigurability in a system-level context have been 
made by researchers such as Piazza and Dandekar,57 a great deal remains to be done. As this 
work progresses, these new capabilities can be used effectively to deliver high throughput, 
high reliability, and high security wireless connections in the future.
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32.1 INTRODUCTION AND BASIC TERMS

Antennas are used either in transmission, in which case they are fed from the output of some 
amplifier, or in reception, in which case they provide the RF input to an LNA. Therefore, 
in some sense, all antennas are active. In the context of this chapter, however, an active 
antenna implies an antenna integrated intimately with an active circuit, including the DC 
bias circuit, and without an isolator or circulator between them. The absence of isolator/
circulator implies that neither the antenna nor the circuit needs to be designed in a 50-Ω 
environment. Figure 32-1 shows block diagrams of several types of active antennas, classi-
fied according to their functionality. Note that this chapter does not discuss in detail phased 
array antennas. This is a separate and large topic in itself, with excellent overviews given 
in the literature1,2 as well as in papers on T/R modules.3

FIGURE 32-1 Schematic diagrams of a few examples of active antennas: (a) actively tuned antenna,  
(b) oscillator antenna, and (c) amplifier antenna with repeater, receiver, and transmitter subclasses. An active 
antenna implies an antenna integrated intimately with an active circuit.
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A Classification of Active Antennas

Antennas are normally classified in terms of operational bandwidth (broadband and nar-
rowband), implementation (e.g. printed, wire, or aperture), etc. In this chapter, it is appro-
priate to classify active antennas by the function of the active circuit. The following types 
are discussed at more length throughout this chapter, with an illustration of each type given 
in Figure 32-2:

● Frequency-agile antennas A two- or three-terminal active device can be designed 
into the antenna to enable the antenna impedance to tune with frequency. Figure 32-2a 
shows an example of this type of active antenna: a slot microstrip feedline contains a 
varactor diode tuning element, similar to the demonstrations in Forman and Popovic4 
and Behdad and Sarabandi.5 When the capacitance of the diode changes, the electrical 
length of the antenna, which in turn depends on the antenna reactance, changes and the 
antenna becomes resonant at a different frequency. In this case, DC power is used to 
provide increased bandwidth of an antenna element. These antennas find applications in 
multifunctional systems with multiple nonsimultaneous carriers.

FIGURE 32-2 Illustration of active antennas classified by their functionality: (a) a frequency-agile, in this 
case continuously tunable, slot antenna with a varactor diode active device; (b) an oscillator patch antenna 
loaded with a transistor; (c) a dual-slot amplifier repeater antenna; (d ) a frequency-doubling slot antenna 
loaded with a Schottky diode
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● Oscillator antennas A two- or three-terminal negative-resistance device can be con-
nected directly to the terminals of a single antenna element or an array of elements. In this 
case, DC power is converted to radiated RF power. An example of a patch antenna in the 
feedback loop of a transistor, similar to the one in Chang et al,6 is shown in Figure 32-2b.  
Oscillator antennas have been discussed for applications such as low-cost sensors,7 power 
combining,8,9,10 and synchronized scanning antenna arrays.11

● Amplifier antennas An active device is connected to the terminals of an antenna ele-
ment to provide amplification in receive mode or transmit mode. In the former case, the 
matching between the antenna and active element usually optimizes noise, while in the lat-
ter case, the matching optimizes power and/or efficiency. Figure 32-2c shows an example 
of a repeater element with two slot antennas and a prematched amplifier chip, similar to 
the work in Hollung et al.12 In this case, increase in gain is enabled by adding DC power to 
the antenna, and it becomes difficult to separate antenna gain from circuit gain. Amplifier 
antennas find applications in transmitters where spatial power combining can be achieved 
with an array, and in receivers where the feedline loss, which contributes to the total noise 
figure, can be eliminated by directly connecting an LNA to the receiving antenna.

● Frequency-conversion antennas A two- or three-terminal active device integrated 
with an antenna can provide direct down or up conversion of a radiated signal, at frequen-
cies that are direct harmonics or subharmonics of a fundamental frequency (multipliers, 
dividers), or at frequencies with a given offset from the operating frequency (mixers). 
Figure 32-2d shows an example of a slot antenna with a Schottky diode, which can be 
used for frequency doubling since the slot is matched to the diode impedance at both the 
input frequency and its harmonic.13 Such antennas have applications in receivers,14 mix-
ers with high dynamic range,15 detectors for millimeter-wave and THz receivers,16 phase-
conjugating RFID type antennas,17 and high-frequency generation.18 A special case of 
frequency-conversion antennas is when a two- or three-terminal rectifying device is con-
nected directly to the terminals of a receiving antenna in such a way that the received RF 
power is converted with optimal efficiency to DC power, while harmonic production and 
re-radiation is minimized. This type of active antenna is referred to as a rectenna. Such 
antennas have been applied to RFID tags,19 sensor powering for cases when there is no 
solar power and where it is difficult to replace batteries,20 directed narrow-beam array 
power beaming,21 and for energy recycling and/or scavenging.22

● Other active antennas A number of antennas in which the polarization properties (see 
e.g., Peroulis et al23) or radiation pattern can be varied based on control of an active 
device have been demonstrated. A separate chapter in this book covers reconfigurable 
antennas, and in this chapter we give a brief description of a few examples of such anten-
nas, including an example of optically controlled antennas and arrays.24

Figures of Merit for Active Antennas

Most standard antenna figures of merit can be applied to active antennas, but care must be 
taken when defining all properties that include power, since some of the power comes from 
external DC or RF sources. Properties that do not include power and are defined as in the 
case of passive antennas are

● Polarization (linear, circular, elliptical; described by an axial ratio)
● Bandwidth (usually defined through return loss, but it is important to also quantify radia-

tion patterns and efficiency, i.e., gain vs. frequency)
● Normalized power radiation pattern

 Properties that do include power, for which careful definitions are necessary, defined in 
the far field are
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● Efficiency, defined as  

η =
+

P
P PT

radiated

loss
,

 where the power loss in the antenna can actually be gain if only RF power is taken into 
account.

● Gain, defined as 

G
S r

S r
r S r

Pi T

( , )
( , , )

( )
( , , )θ φ η θ φ η π θ φ= = 4 2

 The transmitted power PT is not easy to determine when the antenna and active circuit are 
directly integrated. In such cases, the following quantity is relevant:

● Effective radiated power (ERP) with respect to an isotropic source (thus referred to some-
times as EIRP):

ERP = P GT

 measured for active transmitting antenna by measuring power density in the far field and 
assuming it is radiated by an isotropic radiator.

● Effective area, defined as 

A
P

S
GR( , )

( , )
( , )θ φ θ φ

λ θ φ
π= = ⋅2

4

 where G could be the passive or active antenna gain. The passive gain is difficult to access 
in an integrated antenna, while the active gain yields an effective area that can be larger than 
the geometric area due to the gain of the active device, and at the expense of DC power.

● Power combining efficiency, relevant in the case of arrays of active transmitting and 
receiving antennas, and defined as

PCE
ERP

array = ⋅ ⋅G N P1

 where the ERP is measured for the entire array, G is found from the geometric area of 
the array or measured pattern, N is the number of array elements, and P1 is the power of 
a single isolated element.

● Isotropic conversion loss of a frequency-conversion active antenna has been defined first 
in Stephan and Itoh25 as

L
P

P G
L

Giso
IF

RF ant
= =

 where the measured quantities are the ERP and the down-converted power at the IF fre-
quency, L is the conversion loss of the mixer, and Gant the gain of the antenna. The meaning 
of this expression is that the same mixer, impedance matched to two different antennas, 
will have a higher IF output power when connected to an antenna with higher gain.

● Isotropic conversion gain of an oscillator antenna is defined as

G
P

P G
P

Giso
DC

RF

DC

ERP= = = η

 where the measured quantities are the ERP and the input DC power. The antenna gain can 
be obtained by simulation or estimated from the measured radiation pattern, which then 
provides an estimate of the radiated RF power and efficiency of the oscillator circuit.
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Modeling of Active Antennas and Limitations of Current CAD Tools

The most efficient way to model an active antenna is to start at the highest level of abstrac-
tion, which is a circuit simulator. The antenna can be included as a frequency-variable 
impedance obtained from a full-wave field simulation. This, however, does not give infor-
mation about the antenna gain, polarization, or radiation pattern.

The design of an active antenna involves direct matching between the active circuit 
and antenna. Antennas have a complex impedance with both real and imaginary parts, 
which vary in frequency. The impedance of active devices is also frequency-dependent. 
Therefore, matching both the antenna and active device to a common 50-Ω impedance is 
not necessarily optimal, although it is common practice due to the fact that the antenna is 
usually designed separately from the active circuit. An example of an amplifier antenna in 
which the impedance of the antenna is not 50 Ω, but is designed to have specific complex 
impedances at both the fundamental and second harmonic frequencies, is given in Weiss 
and Popovic.26 The impedance of a nonresonant microstrip-circuit-fed antenna is in this 
case chosen to optimize transistor efficiency by wave-shaping of the voltage and currents.

Consider the Smith chart plots in Figure 32-3. The feedpoint reflection coefficient with 
respect to 50 Ω for two antennas is plotted over a broad frequency range. One antenna is a 
linearly polarized patch centered at 10 GHz and plotted from 8 to 12 GHz in Figure 32-3a.  
The other is a self-complementary Archimedean spiral antenna that operates above 1.7 GHz  
and is simulated up to 18 GHz. In an integrated active antenna, the impedance of an antenna 
needs to be matched to that of the active device. Figure 32-3b shows the input and output 
reflection coefficients into 50 Ω for a bipolar and FET transistor from 0.5 to 18 GHz, show-
ing significant variation over frequency. Matching either antenna from Figure 32-3a to a 
transistor over a range of frequencies can be done in a number of ways.

As an illustration, consider a unit cell, shown in Figure 32-4a, of an amplifier array.27 An 
off-center-fed 100-Ω second-resonant slot antenna is the output of a two-stage LNA, while a 
folded slot receives the input wave in a configuration corresponding to that in Figure 32-1c  
(top). The off-center-fed second-resonance slot and the folded slot were designed using a 
method of moments code, where the off-center-fed slot result is shown in Figure 32-4b. 

FIGURE 32-3 Smith chart plots of (a) antenna feedpoint reflection coefficient (with respect to 50 Ω) 
for a narrowband linearly polarized (CP) patch antenna plotted from 8 to 12 GHz, and a broadband CP 
spiral antenna (0.5 to 18 GHz); and (b) input and output S-parameter variation of a Silicon bipolar transistor 
(NE6800f ) and a GaAs FET (NE7130Na) from 0.5 to 18 GHz. The BJT has gain up to around 10 GHz, while 
the FET operates to 18 GHz.
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The obtained frequency-variable impedances are then inserted into the Agilent ADS circuit 
simulator to check for stability. It was found that the amplifier was unstable, and a resis-
tively loaded stabilization network that also serves as a bias network was added. Full-wave 
simulations were used not just for the antenna element design, but also to verify coupling 
inside a passive unit cell (with a thru-line instead of the transistor). Since the gain of the 
LNA is around 25 dB in this case, the coupling between the input and output orthogonally 
polarized antennas needs to be well below this value to ensure stability.

Alternatively, some electromagnetic field simulators have the option of including an 
S-parameter multiport network in the full-wave simulation. Figure 32-5 shows an exam-
ple simulation of a transistor with a patch antenna at its output port, with a general con-
nection block between the drain of the FET and the patch antenna. First, the FET from  
Figure 32-3b is directly connected to the square patch antenna at the radiating edge. Ideally, the  

FIGURE 32-4 (a) An off-center-fed 100-Ω second-resonant slot antenna is the output of a two-stage LNA, 
while a folded slot receives the input wave in a configuration corresponding to that in Figure 32-1c. The 
printed slot antennas are designed using full-wave analysis. (b) Off-center-fed slot return loss.
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FIGURE 32-5 (a) Patch antenna matched to a transistor input impedance, with added bias line through 
the patch null. (b) Simulated active antenna gain for transistor directly connected to the patch at the radiating 
edge, both antenna and transistor matched to 50 Ω, and transistor directly matched to the antenna with a single 
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radiating-edge-fed square patch is linearly polarized with symmetric E- and H-plane 
patterns. The resulting active antenna gain, defined as G PAA ERP RF-in= / , is shown in  
Figure 32-5b. Then, both antenna and transistor are matched to 50 Ω and the gain of the 
cascade is shown in the same plot. This is the standard design method and gives improved 
gain at the expense of space used by two matching networks. Finally, the transistor is 
directly matched to the antenna with a single matching section, and the gain is shown to 
change over frequency. For this particular nonoptimal match, the gain is lower than for the 
50-Ω case, and is used only as an illustration of the possible different outcomes. For these 
simulations, a method-of-moments analysis (Ansoft Nexxim) is performed with a two-port 
S-parameter (s2p) transistor “black box” for a specific bias point. A bias line is added to the 
field simulation through the RF null of the patch antenna, as shown in Figure 32-5a. There 
is no observable change in the active antenna gain, but the radiation pattern looses its sym-
metry in the H plane due to the addition of the bias line. The amount of pattern distortion 
depends on the exact position and thickness of the bias line. The E-plane pattern symmetry 
is affected by the transistor output port, and the polarization is slightly degraded.

This type of analysis gives far-field active antenna parameters, such as gain (defined 
in Figure 32-5 consistent with the IEEE definition), polarization, radiation pattern, as well 
as near-field quantities such as current distribution. Because the gain definition only takes 
into account RF power quantities, the simulated gain for an active antenna is larger than the 
passive antenna gain as the input DC power is not included. This type of analysis is more 
computationally intensive than circuit-based analysis.

A reasonable design procedure starts from an EM simulation of the antenna which gives 
a frequency-dependent impedance for inclusion into a circuit simulation. After the circuit 
is optimized using linear or nonlinear analysis, an equivalent multiport can be included 
in a final field simulation in order to validate potential effects of the circuit on radiation 
pattern.

Active Antenna Measurements

When characterizing the performance of active antennas, it is important to take into account 
the active circuit properties. An example active antenna measurement for the case of a 
receiving amplifier antenna of the type given in Figure 32-1c (bottom left) is given here. 
The only quantities that are accessible are the received RF power at the output of the LNA 
and the DC power input to the LNA. The received RF power is a function of frequency, 
magnitude, incidence angle, and polarization of the input wave. For an incidence angle 
(q,f) and a power PT transmitted from an antenna in the far field at a distance r away, the 
power received at the antenna is

P
P

r
G AT

TRF,out eff in( , ) ( , ) ( , )θ φ
π

θ φ θ φ= −
4
12

2Γ 
Gamp

where generally the transmitted power PT and transmitter (test) antenna gain GT are known, 
while the effective area of the active antenna, match to the amplifier, and gain of the ampli-
fier are not known exactly. By measuring the RF output power over the full sphere for a 
given polarization at a given frequency, the quantity A Geff in amp( , ) | |θ φ 1 2− Γ  is deter-
mined. Assuming that for the given value of amplifier gain, the antenna is matched to the 
input of the amplifier, the above can be expressed as

P
P

r
G

G
GT

TRF,out
ant

amp( , ) ( , )
( , )

θ φ
π

θ φ
λ θ φ

π=
4 42

2

== 

 


 ⋅λ

π θ φ θ φ
4
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where GAA is the gain of the active antenna, which will give Aeff > Ageom, or an aperture 
efficiency greater than 100 percent. In this definition, the DC power to the amplifier is not 
taken into account, and the efficiency of the antenna, which includes aperture and amplifier 
efficiency, can be found from

η η ηAA ant amp
AA

geom

RFout

DC
= =

A
A

P
P

where A GAA AA= λ π2 4/ ( ) is the effective area of the active antenna.

32.2 FREQUENCY-AGILE ACTIVE ANTENNAS

The feed impedance and radiation pattern of a frequency-agile active antenna is tuned 
within a frequency range or in multiple bands. If the electrical properties of the antenna are 
adjusted in a continuous manner, the antenna is said to be tunable, and if the variations are 
in discrete steps, the antenna is said to be reconfigurable. Varactor diodes, photo diodes, 
p-i-n diodes, MEMS switches, and ferrites are examples of active devices that can be inte-
grated with an antenna in such a way that the antenna is impedance matched at different 
frequencies for different states of the active device. When the impedance changes, it is 
usually desired that the radiation pattern, polarization, isolation, efficiency, and gain remain 
the same. However, integration of devices that necessarily have insertion loss results in 
deterioration in the antenna efficiency.28 This is what makes the design of frequency-agile 
active antennas challenging. Note that reconfigurability can also be applied to the radiation 
pattern or polarization of an antenna, as overviewed in more detail in Chapter 31.

Design and Characterization of Frequency-Agile Antennas

The design of a continuously tunable (e.g. Al-Charchafchi and Frances29) or multiple-
frequency-band (e.g., Ollikainen et al30) antenna depends on the desired bandwidth for 
return loss, polarization, radiation pattern, and gain (efficiency). For example, if switching 
between two or more bands is required to cover an up- and downlink of a half-duplex com-
munication link,30 in addition to requiring the same return loss at the E-GSM band frequen-
cies of 880–915 MHz and 925–960 MHz, the design goals are minimization of losses in the 
tuning circuit, similar radiation efficiencies, and similar patterns in the two bands. A sketch 
of the antenna from Ollikainen30 is shown in Figure 32-6a, while the measured dual-band 
return loss is shown in Figure 32-6b.

The antenna element design is based on bandwidth, polarization, available real estate, 
and preferred circuit architecture. For continuously tunable antennas, a broadband antenna 
element is desired. For example, a tapered-slot Vivaldi antenna, which can typically 
achieve octave bandwidth, has been shown to have a 14% varactor-tuned transmit band-
width,31 defined as a 0.8-dB variation in output power. A second-resonant slot antenna with 
a possible 15–20% bandwidth was tuned over a 10% bandwidth in Forman and Popovic,4 
as shown in Figure 32-7. Other examples include microstrip antennas and folded-slot 
antennas, dipoles, etc. For frequency reconfigurability, the antenna itself does not need to 
be broadband. For example, resonant slots32 and dipoles33 have been demonstrated with 
four-band and three-band operation, respectively. Envisioned applications are frequency-
hopped spread spectrum systems where a reconfigurable narrowband antenna follows a 
pseudo-random pattern of the frequency-hopped modulation. Fractal antennas integrated 
with MEMS switches have been demonstrated as well.34
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The type of active element and circuit architecture are dictated by frequency of operation, 
and antenna feed. The most commonly used active solid-state devices in frequency-agile 
antennas are varactor and p-i-n diodes, for continuous and switched operation, respectively. 
There have also been demonstrations with photo diodes used instead of a varactor, such 
that the impedance changes as the optical power is varied. In addition, MEMS switches 
have been proposed as low-loss switching elements. Another possibility is the use of a 
material with DC bias tuned properties, such as in Castro-Vilaro and Rodriguez-Solis35 
where a thin-film ferroelectric material, barium strontium titanate (BST), is used to pro-
duce a tunable folded-slot antenna. The DC biasing voltage varies the thin-film dielectric 
constant, causing a resonant frequency shift. The permittivity of the ferroelectric material 
can change from 400 to 1200, depending on biasing conditions. In this range the resonant 
frequency changes from 33.54 GHz to 31.35 GHz, giving an 11% frequency bandwidth 
with VSWR < 2.

Characterization of frequency-agile antennas should include measurement of return 
loss, radiation pattern, polarization properties, and efficiency. For example, as can be seen 

FIGURE 32-6 (a) Schematic of a patch antenna with integrated pin-diode switch and (b) response in the 
two E-GSM bands. The radiation efficiency was comparable in the two bands, and the radiation patterns 
remained the same (J. Ollikainen et al30 © IEEE 2002).

(a) (b)

FIGURE 32-7 Second-resonant slot antenna tuned over a 20% bandwidth with a varactor-loaded microstrip 
feedline (after M. Forman and Z. Popovic4 © IEEE 1997). Measured tuning range and corresponding VSWR (a).  
The measured radiation patterns change as the bias (frequency) is varied (b).
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in Figure 32-7b, the radiation pattern of the antenna changes over the tuning bandwidth. 
In this case, the varactor diode cathode is DC- and RF-shorted to the ground pane, and an 
extra l /4 section is added at the end of the feedline to preserve the RF open. By varying 
the reverse voltage of the varactor diode from 0 to 30 V, the antenna can be tuned from 7.3 
to 8.1 GHz with a VSWR below 1.57, and the peak directivity varies by 2.5 dB over the 
tuning range. The loss and complexity added by the tuning circuit may not be justifiable. 
As an example, consider a transmitting active antenna where the goal of the tuning is to 
provide an impedance match to the amplifier output at several frequencies in a 50-Ω system 
(see Figure 32-8). Power is lost if either the amplifier is mismatched or there are losses 
in the circuit/antenna. Assuming a fairly extreme case of a high-efficiency amplifier with 
65% efficiency, the question is how much tuning-circuit loss can be tolerated to justify the 
added complexity. Figure 32-8 shows the calculated efficiency drop as a function of tuner 
loss. This means that for this high-efficiency case, a tuner/antenna insertion loss of at most 
0.3 dB can be tolerated. If the loss is higher, it is more reasonable to tolerate mismatch at 
the output of the amplifier.

32.3 OSCILLATOR ANTENNAS AND ARRAYS

Antennas integrated with oscillators for power combining and sensors/receivers have been 
overviewed by a number of authors.36 When an antenna is closely integrated with an 
oscillator, there is no direct access to the antenna feed or the oscillator output. The design 
of the active antenna requires both circuit and field modeling. The antenna is part of the 
feedback loop in an oscillator antenna. It is useful to start the design by considering the 
antenna to be a simple resonant circuit, as shown in Figure 32-9c,27 although this is a 

FIGURE 32-8 An amplifier matched to a tuned antenna with a realistic lossy 
tuner circuit. The drain efficiency is plotted as a function of the insertion loss in 
the output network for amplifiers with efficiencies from 20 to 90%. The solid 
black line indicates how the hD of a 10-GHz class-E PA with 65% hD would 
decrease as loss in the output network increases.
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simplification valid only over a narrow bandwidth. The oscillator circuit is represented 
as a negative resistance with some equivalent reactance, with bias circuitry omitted. As 
in standard one-port oscillator models, the negative resistance needs to exceed the radia-
tion resistance of the antenna. In this simple model, the effect of antenna behavior over 
a broader frequency range is not modeled accurately. Thus, harmonic levels cannot be 
predicted. An example of the real and imaginary parts of the broadband antenna imped-
ance for the case of an air-patch linearly polarized antenna is shown in Figure 32-9a and 
b. Both full-wave and circuit models for a patch are included in the plot, showing that 
the first resonance is correctly modeled by the simple resonant circuit, while the higher 
harmonics are not. If an active oscillator antenna design is to be correct at the harmonics, 
the broadband impedance needs to be used in the harmonic-balance nonlinear simulations.  
A simplified oscillator-antenna circuit is shown in Figure 32-9c. Figure 32-9d compares 
the harmonic levels obtained with a harmonic balance nonlinear simulation for two circuits 
which differ only in the way the antenna is included: in one case as the resonant-circuit 
model and in the other as a set of S-parameters obtained from the full-wave simulation. 
Power levels at all the harmonics differ considerably in the two cases, including the power 
at the fundamental. This simple example illustrates the importance of correctly modeling 
the antenna in circuit design.

FIGURE 32-9 Example of simulated impedance of a patch antenna over a broad frequency range:  
(a) real and (b) imaginary part. (c) Simple resonant circuit model of oscillator antenna around first resonance 
and more realistic model of transistor oscillator antenna. (d) Harmonic balance analysis for the two antenna 
models, showing the importance of proper broadband modeling.
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For a narrowband transmitter, a narrowband antenna is chosen. If radiation in the half 
plane is desired, a patch antenna is easily integrated with the oscillator circuit, as in the 
example in Figure 32-10a.14 The patch antenna has several other properties that can be 
advantageous for active antennas: the voltage null in the middle is a natural DC bias line, 
and the phasing of the voltage and current on the two halves of the patch nonradiating edge 
allows for multitransistor circuit designs, such as in Figure 32-10a where a push-pull FET 
oscillator loads a 6-GHz patch antenna giving an output ERP of around 18 dBm. Several 
such elements have been successfully combined in small arrays with increased ERPs.

For a broadband medium-power tunable linearly polarized transmit antenna element, the 
Gunn-diode varactor-tuned Vivaldi antenna is chosen in Navarro et al31 (see Figure 32-10b).  
For millimeter-wave (155 and 252 GHz) low-power transmitters, slot antennas with high 
cutoff frequency transistors (HFETs) are fabricated monolithically. If unidirectional radia-
tion is required, the slot can be backed by a ground plane, polarizer, or substrate lens. 
Fundamental oscillations from 115-GHz and 215-GHz monolithic oscillator antennas are 
reported with 10uW and 1uW estimated output powers from the oscillators.37

Classical design of oscillators based on an amplifier with appropriate feedback can 
also be applied to oscillator antennas. In a high-efficiency 10-GHz integrated transmitting 
antenna,38 an annular ring is used both as the radiating element and microstrip feedback 
circuit for a class-E amplifier. A maximum conversion efficiency of the DC power con-
sumption to radiated copolarized power is 55% at 10 GHz with maximum ERP of 23.6 dBm 
and total radiated power of 15.5 dBm. In this case, the size of the active antenna is mini-
mal, since the antenna is used directly as the feedback circuit, with an amplifier embedded 
within the antenna footprint. The annular microstrip ring antenna is operated in its TM12 
mode. The wider bandwidth of the TM12 mode compared to the TM11 fundamental mode is 

FIGURE 32-10 Examples of oscillator antennas: (a) a push-pull oscillator patch;  
(b) a Vivaldi slot VCO antenna with varactor-tuned Gunn-diode circuit; and (c) a microstrip 
annular ring is both the radiating element and microstrip feedback circuit for a class-E 
amplifier.
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useful in the active antenna design, since it enables some tolerances on the active circuit. 
Nonlinear models of active devices have difficulty predicting behavior in switched mode of 
operation, which is compensated for in design by increased impedance bandwidth.

Both two-port and three-port active devices have been used in oscillator antennas: Gunn 
diodes,31 IMPATTs,39 various types of transistors, tunnel diodes,36 and Josephson junctions.40  
Transistor transmitting antennas currently dominate because of the relative ease of inte-
gration, the fact that frequency and power are dictated mostly by the circuit/antenna, and 
availability of devices that cover a broad range of frequencies and powers.

Application Example for a Single Oscillator Element and Small Array

Single oscillating antennas have been developed for compact low-cost RF sensors, while 
oscillator arrays have been applied to spatial power combining and phase-shifterless beam-
steering. Low-cost, low-power manufacturable automotive crash sensors and RFID tag 
systems41 have been developed at 24 GHz for use in the ISM unlicensed band. An example 
of a sensor antenna is shown in Figure 32-11a. The active device at 24 GHz is an HEMT or 
HBT, and the circuit is implemented in microstrip on an Alumina substrate (er = 9.8) with 
gold metalization and is packaged in a standard package. This active antenna is designed as 
a three-port oscillator, where the gate microstrip resonator is the radiating element.42

In low-power sensor applications, the parameters of interest are the precise oscillation 
frequency, frequency stability, and phase noise. We first consider design of the oscillator 
antenna such that for every device, irrespective of device variations, operation within the 
200-MHz band around 24 GHz is ensured. The first step is to accurately model the embed-
ding impedances at the active device terminals with full-wave analysis. This is followed by 
either a linearized or nonlinear circuit analysis. In the former, the oscillator is considered as 
a combination of an active multiport and a passive multiport which is obtained from field 
simulations. The oscillation condition can be expressed as

| det ( ) |S S IT p⋅ − > 0 and Argdet ( )S S IT ⋅ p − = 0

where I is the identity matrix. This condition is plotted as a function of frequency in the 
complex plane and crossing of the positive real x-axis at the desired oscillation frequency 
(24 GHz in this case) indicates an oscillation. It is good practice to measure the S-parameters  
of the device for varying input power levels. The major effect under large signal conditions 
is the change in |S21|, and a reduction in |S21| by a factor between 0.4 and 0.6 is usually appro-
priate. This type of analysis usually predicts the oscillation frequency within 1% to 5%  

FIGURE 32-11 (a) Photograph of the 24-GHz packaged oscillator antenna using an HEMT device;  
(b) photograph of four-element active array, and (c) measured spectrum of array (black) compared to free-
running spectrum of single element (gray)

(a) (b) (c)
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of the measured value, but does not give any prediction of power or harmonic levels. To 
obtain the exact oscillation frequency, a varactor diode weakly inductively coupled to the 
gate resonator can provide 3% tuning.

An important parameter for sensors that rely on small frequency modulations (e.g., 
Doppler shifts) is the phase noise. The phase noise can be improved by increasing the loaded 
Q factor of the resonator antenna, by injection locking, or by using mutual locking of a 
number of active antennas in a small array, and is inversely proportional to the square of the 
loaded Q factor of the resonator-radiator. When a longer gate resonator-radiator with doubled 
unloaded Q factor is inserted in the same active antenna, a decrease of 5 dB, compared to 
the expected 6 dB, in phase noise is measured. The different resonator will, however, affect 
the radiation pattern and polarization. Injection of a low-phase noise external source can 
reduce the phase noise further (down to –80 dBc/Hz at 100-kHz offset in this case) but this 
approach is not practical for low-cost small sensors because it requires a secondary source. 
In an array of self-locked oscillators, the signal combines coherently and the noise incoher-
ently, resulting in improved phase noise. Mutual locking of a number of nonlinear oscillators 
cannot be simulated with commercial software tools. However, coupling in the passive part 
of the circuit can be simulated and used as a useful starting point for mutually locked array 
design. The coupling for a four-element array shown in Figure 32-11b can be described by a 
symmetric 4×4 admittance matrix. The oscillation condition can then be calculated by

− =
=
∑Y A Yi r i ij r
j

N

osc, ( , ) ( )ω ω
1

where Yosc,i is the frequency and amplitude-dependent transistor admittance, and Yij are the 
elements of the coupling matrix. Based on simulation, a four-element array was implemented, 
with phase noise compared to a single oscillator antenna, as shown in Figure 32-11c. The 
ERP increased by roughly 10 dB, while the phase noise decreased by 7 dB. Both numbers 
differ from the theoretical maximum when four identical elements are locked coherently 
without change in operating conditions. In the array, however, due to the coupling, the indi-
vidual oscillators operate under different conditions than when alone, and their biases need 
to be adjusted for locking at 24 GHz. The expected 12-dB increase in ERP (6 dB in power 
and 6 dB in directivity) and 6-dB decrease in phase noise can only be design guidelines.

Oscillator Antenna Arrays

In addition to phase noise reduction, arrays of oscillator antennas have been implemented 
for power combining of low-power oscillators. In arrays with standard half-wavelength 
spacing, the coupling between antenna elements may not be sufficient to enable oscillator 
synchronization through injection locking, and additional coupling needs to be provided, 
e.g. through a circuit. This approach lends itself to beam-steering through frequency con-
trol. Alternatively, grid arrays with a period on the order of l /10 are inherently tightly 
coupled and provide the highest power densities in power-combining active apertures.27 
Quantities that are directly measurable are ERP, radiation pattern, polarization properties, 
spectral content, and input DC power. From these quantities, the radiated RF power and 
conversion efficiency can be estimated.

Most standard arrays with half-wavelength spacing between elements have been limited 
in the number of elements to 16, due to the difficulty in maintaining synchronized oscilla-
tions. In tightly coupled grid oscillators, however, the number of elements that can be coher-
ently combined is in the hundreds. The first such planar grid oscillator with 100 MESFET 
elements at about l /10 spacing at 5 GHz is shown in Figure 32-12a,8 where l is the free-
space wavelength. The vertical metal lines are connected to the drain and gate leads, and the 
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horizontal metal lines to the source leads and VGS and VDS bias supplies. The grid is a square 
around l on the side, backed by a flat reflector of the same size. When the transistors are 
biased, oscillations start from noise. Power is radiated incoherently from the drain terminals, 
reflected off the mirror, and received by the gate terminals. For appropriate mirror spacing 
combined with the phase between gate and drain voltages, steady-state locked oscillation is 
reached through global coupling after several bounces inside the resonator.

Analysis of this combiner is based on the assumption that the symmetry of the grid 
reduces it to a unit cell with electric walls on the top and bottom and magnetic walls on the 
sides. The passive multiport connected to the transistor terminals can be found using the 
EMF method8 or commercial software such as Ansoft’s HFSS. An equivalent circuit that 
describes the physical behavior of the grid is shown in Figure 32-12b, where the vertical 
leads are represented by inductances, the horizontal leads by a resonant circuit, and the 
currents on the leads are coupled to the plane wave (a transmission line with a 377-Ω char-
acteristic impedance) through a center-tapped transformer. The mirror is represented by a 
short circuit. Circuit simulations using linear parameters give a resonant frequency within 
1 to 5% of the measured ones.

Subsequent grid oscillators have demonstrated operation at millimeter-wave frequencies 
and with up to 660W ERP and 10W of radiated power from 100 devices at X-band.43 Similar 
arrays at millimeter-wave frequencies where the devices are embedded in one of the mirrors 
of the resonator are described in, e.g., Bae et al,44 where an overmoded-waveguide resonator 
with an array of TE10-mode waveguides containing Gunn diodes achieved highly efficient 
spatial power combining at V-band (61.4 GHz). An output power of 1.5W CW was measured 
with an estimated efficiency of 83% with a 3×3 Gunn-diode array, Figure 32-12c.

Large-scale power combining in a grid oscillator is achieved after radiation in free space. 
For all elements in phase, the power is combined in the broadside direction and the grid 
radiates like a continuous active aperture producing a radiation pattern close to (sin x /x)2. 
For applications where beam-steering is of interest, antenna arrays with half-wave spacing  

FIGURE 32-12 (a) 100-MESFET grid oscillator with measured ERP = 22W (after Z. Popovic et al8 © IEEE 
1991).The grid is linearly polarized with a cross-polarization level of –30 dB at broadside. An equivalent 
circuit convenient for grid-oscillator analysis is shown. (b) Overmoded waveguide resonator coupled to array 
of waveguides combines a 2D array of Gunn-diode oscillators at millimeter-wave frequencies (after Bae  
et al44 © IEEE 1998).

(a) (b)
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are more appropriate. A very interesting and elegant approach is described in detail in 
Popovic and York27 and is illustrated in Figure 32-13. The oscillator antenna elements at 
the edge of the linear array are detuned in frequency, while the middle elements lock with 
progressive phase, corresponding to a differential frequency between the end elements. In an 
X-band prototype ten-element power-combining beam-scanning array of coupled voltage-
controlled oscillators (VCOs)45 and varactor-tuned patch antennas, a measured ERP of 
10.5W at 8.4 GHz is achieved with a maximum scan angle of 30 degrees, corresponding to 
500 degrees of phase shift across the array. A theoretical investigation of the phase noise in 
mutually synchronized oscillator systems indicates the necessity of using external injection 
locking. The steady-state phases in coupled oscillator arrays are dependent not only on the 
free-running frequency distribution, but also on the coupling-phase angle, as shown in the 
insightful theory by York.45 Beam-steering arrays with PLLs and multipliers have also been 
demonstrated. However, extensions to 2D arrays seem unlikely, because it is difficult to 
independently control and design coupling in two dimensions.

32.4 AMPLIFIER ANTENNAS AND ARRAYS

Amplifier antennas fall into one of the three categories described in Figure 32-1c: receiv-
ing antenna integrated with LNA, transmitter PA with antenna load, and amplifier with 
antenna input and output. While the first two cases are useful both as single elements and 
arrays, the latter is used mainly in arrays for spatial power combining. The antenna gain 
is increased compared to a passive antenna at the expense of input DC and RF power. The 
normalized antenna radiation pattern should remain the same, although addition of circuit 
and bias can change the antenna far-field properties, especially polarization and sidelobes. 
The bandwidth of the antenna tends to increase, since effectively loss is added and the Q 
factor is reduced compared to the passive antenna since the amplifier efficiency is always 
lower than 100 percent.

Single Amplifier Antenna Elements: Receiving and Transmitting

In a receiver, any loss in the antenna and feedline connected to the LNA contributes to the 
reduction of noise figure as F F L Ftot feed= + −( )1 1 , where F1 is the noise figure of the first 
amplifier in the receiver chain and L is the loss of the antenna feed connected to the input 
of the LNA. Usually, the optimal noise match at the input of the amplifier is not 50 Ω,  

FIGURE 32-13 (a) Principle of beam-steering by frequency detuning. (b) Example measured radiation pat-
terns as the control voltages of the edge VCOs are varied to produce a frequency difference across the array, 
corresponding to a phase gradient (after R. A. York and T. Itoh45 © IEEE 1998).
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and is also not simultaneously an optimal input reflection coefficient match. In Duerr et al,46  
the impedance of a monopole antenna for different dipole lengths was examined as a direct 
noise match for a SiGe HBT amplifier in the 5.8-GHz WLAN band. Figure 32-14 shows the 
relevant antenna and device impedances, as well as a plot of the noise figure.

In Radulovic et al,47 a patch antenna is designed to present complex optimal noise figure 
impedance to a HEMT device at 13 GHz. The patch is fed with an indented microstrip line, 
which allows for design of complex input impedance by varying two geometric param-
eters for a given substrate. It is shown that when the patch antenna is designed to provide 
an optimal noise reflection coefficient of 0 28 150.  °, the radiation pattern of the antenna 
remains the same, but the gain increases from 7.7 dBi for the passive antenna to 15.1 dBi 
for the active amplifier antenna. It is interesting to note that there have been demonstrations 
of broadband electrically short half-loop antenna amplifiers (50–500 MHz),48 which are 
cryogenically cooled and integrated with a SQUID array and buffer amplifier in a portable 
package. The addition of the inductive SQUID array and buffer amplifier provided the 
broadband matching for the small inductive antenna.

It is not straightforward to measure the noise figure of the amplifier in an active receiving 
antenna. If the antenna temperature is TA, the noise figure of the amplifier can be found from

F
N

G
T

AA

A= + −1
290

where N is the noise spectral power density measured at the output of the LNA referred to 
input at room temperature of 290K (–174 dBm/Hz), and GAA is the transducer gain of the 
active antenna, which in turn requires measurements of a reference passive antenna.49 The 
ambient temperature (TA) needs to be well controlled.

In a transmitter, the antenna is the output load to the amplifier. For a power amplifier, the 
optimal transistor output impedance is usually not 50 Ω, but is determined by the mode in 
which the transistor operates. For example, in the case of a class-A saturated power ampli-
fier (PA), the load line and device and packaging parasitics determine the optimal output 
power impedance. In the case of a high-efficiency switched-mode PA in class-E mode of 
operation, a specific output impedance forces the time-domain current and voltage wave-
form product, i(t)v(t), to be zero during most of the period of the carrier frequency, thus 
minimizing the loss in the transistor. For soft switching, it can be shown that this complex 
impedance is, e.g., Weiss and Popovic,26

Z
C

eE
j= °0 28015 49 052. .

ω out

FIGURE 32-14 (a) Input reflection coefficient of printed monopole antenna as a function of length plotted 
along with the optimal noise match for a SiGe HBT device. (b) Measured and calculated noise figure show 
increased bandwidth for the integrated amplifier antenna. The power gain is relative to a passive antenna  
(W. Duerr et al46 © IEEE 1997).
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where ω π= 2 f  is the fundamental operating angular frequency, and Cout is the output 
capacitance of the transistor. The higher harmonics are assumed to be terminated with 
high impedances (ideally open circuits). In Weiss and Popovic,26 a 10-GHz active class-E 
antenna is demonstrated with a MESFET device and a slot antenna (see Figure 32-15a).  
The output capacitance of the transistor is 0.107pF, resulting in an optimal output imped-
ance of 41 7 49 05. , .Ω  ° with a resulting reflection coefficient with respect to 50 Ω equal 
to − °6 67 104. dB . Thus, a nonresonant antenna with this impedance at the fundamen-
tal 10-GHz frequency and a high impedance at the higher harmonic frequencies can be 
directly connected to the transistor and thus reduce the footprint of the active antenna. A 
slot antenna is designed using a full-wave simulator, with impedance at the fundamental 
and second harmonic as shown in Figure 32-15b. A passive slot was also fabricated and 
the measured reflection coefficient at 10 GHz, with a TRL calibration, was measured to 
be − °6 8 106. dB . The efficiency and power of the antenna are estimated from measured 
copolar and cross-polar radiation patterns. The radiated power of around 100 mW with 75% 
drain efficiency was achieved. This is higher or comparable to an amplifier designed with 
the same device in a microstrip circuit, since some circuit losses are avoided. Due to the 
direct circuit-antenna integration, the total active antenna footprint is 0 4 2. λ .

Receiving Amplifier Antenna Arrays

Figure 32-16 shows an active receiving antenna array where antennas are directly con-
nected to LNAs in each element with no lossy isolators or circulators. Such antenna arrays 
are used in radioastronomy, either as large-area arrays or reflector feeds. The transistor 
amplifier produces noise waves at both of its ports, and the noise at the input will radiate, 
potentially coupling into the neighboring antenna elements and amplified by their LNAs 
thus degrading the system noise performance.50 As the phases of the phase shifters are  
varied and the beam is scanned, the amount of coupling between the antennas varies and 
this affects the reflection coefficient at the input of each of the LNAs, as well as the amount 
of noise coupled to neighboring elements.

Referring to Figure 32-16a, it can be shown that the coupled noise at the output of all 
the phase shifters is

c c Gc Sitot ( , ) ( , )θ φ θ φ= +2 1

FIGURE 32-15 (a) Circuit side and antenna side of active class-E amplifier antenna at 10 GHz.  
(b) Simulated and measured nonresonant slot antenna impedance, along with optimal class-E impedances for 
transistor at fundamental (10 GHz) and second harmonic (20 GHz). (c) Measured efficiency of active antenna 
as a function of frequency.
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where c2,c1 are the noise waves at the input and output of all (identical) LNAs, G is the gain 
of each LNA, and Si ( , )θ φ  is the active scan reflection coefficient of element i for a scan 
angle ( , )θ φ . The noise coupling for a given scan angle can therefore be found from mea-
sured or simulated active scan reflection coefficient, amplifier gain, and amplifier input and 
output noise waves. The latter can be determined using standard techniques from minimal 
noise figure Fmin, optimal reflection coefficient Γopt, and noise resistance Rn, parameters 
given in specification sheets for most transistors. If a blind (noisy) scan angle appears for a 
certain element type or element coupling, the noise coupling can be modified by changing 
the antenna type, as well as the transistor.

As an example, consider a 7×7 half-wave dipole array above a ground plane with a 
half-wave spacing. The 49×49 full scattering matrix of the array can be found using a 
full-wave simulator, and the scan reflection coefficient can be found for each element. The 
noise coupling ratio, defined as the ratio of the uncoupled noise to the coupled noise, can 
be written as NCR = ( ) /Gc S ci1 2 and is a function of antenna array properties and ampli-
fier properties. The amplifier quantity Gc c1 2/  is plotted for three different transistors in 
Figure 32-16b, while the noise figures for these amplifiers from their data sheets are shown 
in Figure 32-16c. A lower noise figure can un-intuitively result in higher noise coupling, 
reflecting the fact that minimal noise figure implies low noise power at the output, but not 
necessarily at the input of an LNA.

An interesting figure of merit is the amount of coupling that produces 50 percent more 
noise power at the array output at certain scan angles, as compared to that expected without 
noise coupling. To find the minimal amount of inter-element antenna coupling that would 
give the noise ratio of –3 dB, we set

10 31

2

2

2log
( , )Gc S

c
dBi θ φ

= −

and solve for the allowable active scan coefficient for each array element, given the ampli-
fier properties. For reasonable LNA gain, the practical scan angle for low coupled noise 
will be limited: low noise coupling requires low values of active scan coefficient, i.e., larger 
element spacing; but larger element spacing limits the scan angle due to sidelobe appear-
ance. The design of a low-noise scanning array therefore involves choice of transistor, 
design of LNA and match to antennas, choice of antenna element, and design of array for 
minimal coupling for desired scan range.

FIGURE 32-16 (a) Receiving LNA active array with noise coupling. (b) Plot of transistor characteristics 
relevant to noise coupling. The best noise figure of a transistor does not correspond to a minimal noise cou-
pling coefficient for a given antenna array.
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Transmitting Amplifier Antenna Arrays

A power amplifier integrated in each antenna element provides distributed amplification, 
resulting in higher achievable efficiency and improved degradation properties for a given 
ERP. Spatial power combining upon radiation results in an ERP that is proportional to N 2, 
where N is the number of amplifier antenna elements. Spatially fed combiners are fed in 
two ways: using a guided-wave feed network and a spatial feed. For a given combiner 
network loss per stage, there is a minimal number of elements N for which spatial power 
combining has a larger power-combining efficiency.27

An example of a circuit-fed array is shown in Figure 32-17a where 16 high-efficiency 
10-GHz amplifiers are spatially combined using stacked patch antennas spaced a half 
wavelength apart.51 In this case, the antennas and feeds are designed to present a specific 
complex impedance to the output of the transistors.26 A corporate four-level Wilkinson 
divider feed network is used at the input of the array with a measured loss of 1.4 dB. The 
output powers are spatially combined through an array of multilayer patch antennas with 
2:1 VSWR bandwidth of 11.6%. An average drain efficiency of 70% at 162W EIRP, or 
approximately 1.5W of transmitted power, is measured for an array of 16 amplifiers at 10.2 
GHz. The estimated power-combining efficiency is 75%.

Spatially fed, spatially combined arrays have also been demonstrated, e.g. using slot 
antennas at Ka-band as shown in Figure 32-18a. Input and output antennas are anti-reso-
nant cross-polarized slots fabricated on alumina52 or aluminum-nitride53 substrates with 
MMIC amplifiers providing power gain between the input and output slots. Polarizers 
ensure unidirectional slot radiation. Several such arrays with watt-level power at Ka-band 
have been demonstrated, e.g. a 6×6 array gave an output power of 4W and power gain of  
6 dB at 29 GHz, where a liquid-cooling test fixture removed excess heat. Aluminum nitride 
proved to be an adequate heat conductor for a 1W 6×6 33-GHz array. In this case, all input 
slot antennas are spatially fed with a dielectric-loaded (“hard”) horn antenna in the near 
field of the array. The amplitude and phase profile of the horn loaded with the array is not 
uniform and degrades the power-combining efficiency. Figure 32-18b shows the measured 
H-plane copolarized radiation patterns of two arrays that differed only in bias line configu-
rations: the bias lines of Array B have extra air bridges and capacitors that short slot-mode 
radiating RF currents on the bias lines, which results in an improved pattern.

A compact approach for combining a smaller number of elements was done in N-S.  
Cheng et al,54,55 where tapered-slot antennas connected to both ends of 50-Ω monolithic 
amplifier chips are inserted in a waveguide, achieving broadband combining from 8 to 11 GHz  
with over 120W of output power. In the array shown in Figure 32-19a, a total of N = 24  
amplifiers is combined, with six cards inserted in the waveguide, containing four MMIC 
amplifiers each. This approach provides large bandwidth, good heat-sinking, and space 

FIGURE 32-17 (a) Schematic of the four-element active subarray showing multiple layers. (b) Radiation 
patterns of the passive and active 16-element antenna arrays (S. Pajic and Z. Popovic51 © IEEE 2003).

(a) (b) (c)
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in the z-direction to add gain, and has graceful degradation as shown in Figure 32-19b. 
However, the architecture accommodates a limited number of cards, and the waveguide 
mode has a nonuniform input field profile, thus the edge amplifiers contribute less to the 
total output power.

Another approach for large-scale combining is a grid amplifier.56 The radiating portion 
of a grid amplifier is similar to that of a grid oscillator (see Figure 32-12), except in this 
case, the input and output radiating elements are orthogonally polarized to reduce feed-
back between input and output waves. A differential transistor pair provides amplification 
in each unit cell. Figure 32-20 shows a photograph of a portion of a monolithic 37-GHz 
grid amplifier, with measured 5W of output power.57 Grid amplifiers have been realized as 
both transmission and reflection type. In DeLisio et al,58 a 31-GHz two-stage transmission 

FIGURE 32-18 (a) Layout of a Ka-band slot antenna amplifier array with prematched 50-Ω MMIC 
amplifiers. Polarizers are used externally to the array for unidirectional slot radiation. (b) Measured H-plane 
copolarized radiation patterns for two arrays that differ only in bias-line implementation (T. Marshall et al53  
© IEEE 1999).

(a) (b)

FIGURE 32-19 (a) Architecture of a broadband finline waveguide amplifier array, delivering over 120W 
over the entire waveguide X-band. (b) Measured gain and output power vs. number of operating amplifiers. 
The inset shows one card with two tapered slot antennas connected with MMIC amplifiers  (N-S. Chang  
et al55 © IEEE 1992).

(a) (b)
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grid amplifier module with over 10W output power and 12-dB gain is described. An  
82-GHz reflection grid amplifier with 5.5-dB gain, 400-MHz 3-dB bandwidth, and 110-mW 
saturated output power is presented in Cheung.59 Commercially available grid amplifiers 
are not plane-wave fed from the far field, but placed in an overmoded waveguide with 
excellent feed efficiency, in which case they arguably are no longer active antennas.

Practical issues in active antenna amplifier arrays include feeding, heat management, 
impedance matching, and stability. Several types of spatial feeds have been demonstrated: 
plane-wave feeding is inefficient and practical only for characterization; Gaussian-beam 
feeds are low-loss but large58; dielectric-loaded horn antennas do not produce uniform ampli-
tude and phase illumination, thus reducing power-combining efficiency60; and discrete lens 
antenna arrays, e.g. Hollung et al,12 are large in volume but provide additional functionality. 
An especially difficult problem is stability in active antennas and arrays—electromagnetic 
coupling is present due to radiation. Bias-line oscillations are easily excited in amplifiers 
where one of the loads radiates, and this can limit the gain of the active antenna. Shunt 
capacitors of different values placed along the bias lines to short the bias-line oscillation 
currents to ground can eliminate instabilities.

32.5 FREQUENCY-CONVERTING ANTENNAS

The two extreme cases of frequency-converting antennas are oscillator antennas (Sec- 
tion 32.2) that convert DC power to power at a single RF frequency and its harmonics, and 
rectifier antennas that convert incident RF waves into DC power (Section 32.6). In this 
section, multiplier and mixer active antennas are briefly overviewed.

Multiplier Antennas and Arrays

Although there have been a number of active antenna frequency multipliers demon-
strated in the literature, it is easy to conclude that at microwave frequencies, fundamental- 
frequency oscillators will give more power and lower phase noise, which grows at best as 

FIGURE 32-20 (a) Measured gain and output power of a 37-GHz monolithically integrated grid amplifier. 
(b) Photograph of a portion of the 256-element 1-cm-square grid-antenna amplifier chip. The input electric 
field is vertically polarized, and the amplified wave is radiated in the horizontal polarization. The bias lines 
are vertical. (Courtesy Prof. D. Rutledge, Caltech)

(a) (b)
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20 log N, where N is the multiplication factor. At millimeter-wave frequencies, however, 
transistors are either not available or have low output powers, and multiplication becomes 
more relevant. Frequency doubler and tripler antenna arrays for millimeter-wave genera-
tion with Schottky and varactor diodes have the advantage of input power division between 
a large number of elements, allowing high-power generation. For example, 0.5W was gen-
erated at 66 GHz in Jou et al61 in a monolithic 760-diode grid array with around 10% 
conversion efficiency from a pulsed source. A similar approach was used by Moussessian 
et al62 where 144 diodes generated 24 mW at 1 THz from a 47W peak pulsed source with 
an efficiency below 1%. As shown in Figure 32-21, the input plane wave is incident on 
an array of antennas loaded with a nonlinear harmonic-generating element (diodes). The 
output wave is filtered so that only the higher harmonic is radiating in transmission. For 
tripler antennas, the diodes are connected in anti-parallel, eliminating the even harmonics 
for perfectly matched diode pairs.

Mixer Antennas and Arrays

Among the many interesting up/down-conversion active antennas, reviewed nicely in 
Mortazawi et al,36 we choose a few examples as illustrations in this chapter. Self-oscillating  
mixer antennas with fundamental and subharmonic oscillations have been demonstrated, 
and an example of a 60-GHz balanced integrated-antenna self-oscillating mixer is shown in 
Figure 32-22.63 This mixer employs the modal radiation characteristics of a dual-feed planar 
quasi-Yagi antenna to achieve RF–local oscillator (RF–LO) isolation between closely spaced 
frequencies. The balanced mixer is symmetric, inherently broadband, and does not need an 
RF balun. A 30-GHz push-pull circuit is used to generate the second harmonic, and a 30-GHz 
dielectric resonator is used to stabilize the fundamental oscillation frequency. This allows 
the possibility of building a balanced, low-cost self-contained antenna integrated receiver 
with low LO leakage for short-range narrowband communication. Figure 32-23b shows the 
measured conversion efficiency of this mixer antenna at the sum and difference IF ports.

A grid mixer, similar to grid oscillators and amplifiers and attractive for millimeter-
wave frequencies, is demonstrated in Hacker et al64 at X-band. A planar bow-tie grid 
periodically loaded with 100 Schottky diodes showed an improvement in dynamic range 
of 3.5 dB over an equivalent single-diode mixer with the same conversion loss and noise 
figure. The advantage of a mixer array is that power handling and dynamic range scale as 
the number of the devices.

FIGURE 32-21 (a) A millimeter-wave active antenna quasi-optical grid multiplier; (b) measured output 
power at 1 THz with and without input and output tuning slabs (A. Moussessian et al62 © IEEE 1998)

(a) (b)
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Different nonlinear functions can be performed by active mixer antennas. An example 
is four-wave mixing, or phase conjugation, as shown in Pobanz and Itoh,65 with the 
application to saving power in back-scatter mode communication and radar systems. 
A phase-conjugating active antenna is shown in Figure 32-23a. The circuit is similar 
to a standard single-balanced mixer with a rat-race hybrid, but with the LO and IF 
interchanged, so that isolation between RF and IF is accomplished via hybrid balance 
rather than the usual filter. In this case, the LO frequency is chosen to be twice the RF, 
and a dual-frequency ring hybrid is implemented. The LO is coupled into the ring through 
a 12-GHz bandpass filter. The filter is an open circuit at the ring port at 6 GHz, with sum 

FIGURE 32-22 (a) Layout of a subharmonic mixer active antenna; (b) measured conversion efficiency for 
sum and difference IF ports as a function of the V-band RF frequency for a 30-GHz push-pull self-oscillating 
mixer (M. Sironen et al63 © IEEE 2001)

(a) (b)

FIGURE 32-23 (a) Layout of a phase-conjugating four-wave mixing active antenna element; (b) measured 
radiation patterns of an eight-element array for waves incident from broadside, –20°, and 45° (after Pobanz 
and Itoh65 © IEEE 1995)

(a) (b)
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and difference inputs feeding the mixer diodes at the remaining ports. Low-pass filters 
(LPFs) are used on the RF/IF ports, which appear as open circuits to the ring at 12 GHz. 
Since the LO wavelength is half that of the ring design wavelength, only a sum port can be 
formed to feed the diodes with equal power. By placing the LO port in the longer section 
of the ring at a 6-GHz quarter-wave from either port 1 or 4, two virtual ground points can 
be created in the matched ring. The mixer is coupled to an antenna with two orthogonal 
feeds, allowing this phase-conjugate scattering element to operate for any polarization 
of the incident wave. Measured radiation patterns for an eight-element array with a 0.8l 
spacing with different incidence angles of the incoming wave are shown in Figure 32-23b.  
In the phase-conjugating process, the spacing between the elements is effectively doubled, 
resulting in grating lobes even for half-wavelength spacing, which is traded off with 
mutual coupling between elements.

32.6 RECTENNAS

An integrated antenna and rectifier is usually referred to as a rectenna, as shown in  
Figure 32-24a. The incident waves within a certain spectral range are received by the 
antenna and coupled to the rectifying device (diode in this case), and the LPF ensures that 
no RF is input to the power management circuit. A controller provides input to the power 
management circuit, which enables storage of the received energy over time, and delivery 
of DC power at the level and time when it is needed. Such active antennas have been pri-
marily proposed for wireless power transmission, which dates back to Nikola Tesla’s U.S. 
Patent No. 685,954 (1901),66 which describes wireless transmission of energy, storage of the 
energy in a capacitor, and energy management in time. Rectification of microwave signals 
for supplying DC power by high-power beaming has been researched for several decades, 
and a good review of earlier work is given in Brown.67 In power beaming, the antennas have 
well-defined polarization, and high rectification efficiency is enabled by single-frequency 
high microwave power densities incident on an array of antennas and rectifying circuits. 
Applications for this type of power transfer have been proposed for helicopter powering, 
solar-powered satellite-to-ground power transmission, inter-satellite power transmission 
including utility power satellites, mechanical actuators for space-based telescopes, small 
DC motor driving, and short-range wireless power transfer.67–73 Linear, dual-linear, and 
circular polarization of the receiving antennas were used for demonstrations of efficiencies 
ranging from around 85–90% at lower microwave frequencies to around 60% at X-band 
and around 40% at Ka-band.

FIGURE 32-24 (a) Schematic of a rectenna and associated power management circuit; (b) an example of a 
dipole rectenna for 5.8-GHz narrowband operation (after J. O. McSpadden72 © IEEE 1998)

(a) (b)
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There are several distinct scenarios for wireless powering, which influence the rectenna 
design:

● One or more high-directivity narrowband (single frequency) line-of-sight transmitters 
with well-known and fixed polarization and well-known power levels. In this approach, 
used for power beaming, the efficiency of the rectenna can be very high.

● One or more medium-power semidirectional transmitters that illuminate a range in space, 
with multipath present. In this case, the incident power density is known approximately, 
but there are multipath effects that change polarization and spatial distribution of power 
density. The transmitters can be single-frequency, multiple-frequency, or broadband. An 
application of this scenario is for powering multiple sensors whose location is not pre-
cisely known.

● Unknown transmitters over a range of frequencies, power levels, generally unpolarized, 
with varying low-level spatial power densities, such as in energy harvesting or energy 
scavenging.

The incident power density on the rectenna, S f t( , , , )θ φ , is a function of incident angles, 
and can vary over the spectrum and in time. The effective area of the antenna, A feff ( , , )θ φ ,  
will be different at different frequencies, for different incident polarizations and inci-
dence angles. The average RF power over a range of frequencies at any instant in time is  
given by

P t
f f

S f t A f d dfRF
high low

eff( ) ( , , , ) ( , , )= −
1 θ φ θ φ Ω

00

4π

∫∫
f

f

low

high

The DC power for a single-frequency ( fi ) input RF power is given by

P f P f t P f t Zi i iDC RF RF DC( ) ( , ) ( ( , ), , )= ⋅ η ρ

where h is the conversion efficiency, and depends on the impedance match ρ( , )P fRF  
between the antenna and the rectifier circuit, as well as the DC load impedance. The reflec-
tion coefficient in turn is a nonlinear function of power and frequency. Therefore, to find 
the efficiency of the rectenna, the following measurements can be performed:

● Illuminate the rectenna from a known distance and incidence angle with a known fre-
quency and power; thus S f t( , , , )θ φ  is known.

● For each frequency of interest, determine the geometrical electrical area of the antenna. 
This is generally larger than the effective area and therefore overestimates the received 
RF power.

● Measure the DC power as a function of the DC load impedance (resistance).
● Calculate the estimated conversion efficiency as P PRF DC/ . Since the DC power is mea-

sured directly, and the RF power is overestimated, the resulting efficiency will be an 
underestimate.

This process should be done at each frequency in the range of interest. However, the 
process is not linear and DC powers obtained in that way cannot be simply added in order 
to find a multifrequency efficiency.
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Narrowband Rectenna Design

For most rectennas and arrays reported to date, the antenna is matched to the diode around 
one frequency at a well-defined polarization and assuming relatively high incident power 
levels, e.g. in Brown.74 For example, the rectenna shown in Figure 32-24b is linearly polar-
ized and designed to operate at 5.8 GHz with an incident power of 50mW corresponding to 
an incident power density of around 3.2 mW/cm2, assuming a dipole effective area of l2/8. 
In this case, the incident wave carries enough power to turn on the diode, and rectification 
efficiency can be very high (>80%). A different design is required for low incident power 
levels. For example, the unlicensed ISM band around 2.4 GHz is an appropriate frequency 
range for low-power wireless sensor powering. In this scenario, the sensor is mobile and 
therefore the polarization changes. Thus, the rectenna is designed to be dual-polarized with 
two rectifier diodes. Each diode rectifies one of the two received polarizations, and the 
DC signals add. The rectenna is a 19×19-mm square patch, with a 6×6-cm square ground 
plane on a Rogers Duroid 6010 substrate (e r = 10.2, thickness = 50 mil) chosen to reduce 
the antenna size. A Schottky diode is connected at each of the two centers of the two 
orthogonally polarized patch radiating edges (see Figure 32-25a). A via isolated from the 
patch ground plane terminates each diode to RF/DC ground, and the DC output is taken 
from the RF short in the center of the patch. Figure 32-25b shows a histogram of measured 
power levels for an incident power level of 170 mW/cm2 for different incident polarization 
combinations, which will all be present in the multipath environment envisioned in this 
application. This rectenna operates with incident power levels as low as 10 mW/cm2 and is 
capable of powering a low-power wireless sensor.

Broadband Rectenna Design

For low-power applications, as is the case for collected ambient energy, there is generally 
not enough power to drive the diode in a high-efficiency mode. Furthermore, rectification 
over multiple octaves requires a different approach from standard matching techniques. In 
a rectenna application, the antenna itself can be used as the matching mechanism instead of 
using a transmission-line or lumped-element matching circuit. The antenna design is there-
fore heavily dependent on the diode characteristics. A source-pull of the diode is performed 
over a given area of the Smith chart for different input powers, and the resulting DC voltage 

FIGURE 32-25 (a) Measured rectified DC power as a function of the DC load for different incident power 
levels. A photograph of dual-polarized 2.4-GHz patch rectenna is shown in the inset. (b) Histogram of mea-
sured DC power for 170 mW/cm2 incident power density and different polarizations of the patch.

(a) (b)
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is quantified for each source impedance. The region of optimal source impedance is used 
for optimizing the antenna design. Since the harmonic balance technique calculates the 
response at all harmonics of the excitation frequency, in the simulation an assumption must 
be made for the impedance seen by the reflected harmonics, and in the presented case this 
impedance was set to the impedance of a broadband, self-complementary antenna, 189 Ω. 
Usually, the optimal source impedance moves counter-clockwise along a constant admit-
tance circle with increasing frequency due to the junction capacitance.

For maximal power transfer, the antenna impedance would match the optimal diode 
impedance for all frequencies. Since this is difficult to accomplish, a possible suboptimal 
approach is to present a constant impedance to the diode by using a frequency-independent 
antenna element. An equiangular spiral was chosen as the array element since it is uniplanar 
with convenient feedpoint for diode connection, and can be left- or right-hand circularly 
polarized. A single element was simulated with full-wave CAD tools (Ansoft’s Ensemble 
and Zeland’s IE3D) resulting in a one-port frequency-dependent impedance that becomes 
the diode load in the rectenna. A diode is connected at the antenna feed and the resulting 
rectenna element performance is shown in Figure 32-26a. The disagreement around 4 GHz 
is believed to be caused by the 1-cm-long unbalanced coaxial feed, which is not part of the 
active antenna.

A 64-element array of left- and right-hand circularly polarized spiral elements, each 
with a rectifier diode, is shown in Figure 32-26b, as described in Hagerty et al.22 The RF 
powers received independently by each element are summed upon rectification as DC 
currents and/or voltages. The array was characterized for incident power densities ranging 
from tens of nW/cm2 to 0.1 mW/cm2. The rectenna array receives radiation from all direc-
tions (there is no ground plane), and to measure the re-radiated power at the harmonics, 
the array was placed halfway between a transmit and receive test antenna, perpendicular to 
the line-of-sight axis. The DC voltage is measured across a 100-Ω load. The rectification 
efficiency reaches the 20% range for an incident power density of 0.1mW/cm2 and arbitrary 
polarization. The array scaling in size is trivial, since there is no RF feed network, and only 
the DC output network is required. If space allows, this type of array can be made in the 
form of wallpaper for collecting as much power as possible. The DC collecting lines can 
be made to be reconfigurable, so that either current or voltage is summed, depending on 
the DC load.

FIGURE 32-26 (a) Nonlinear harmonic-balance simulation and measurements of the DC rectified volt-
age response across 60Ω for the spiral antenna in the inset, over a 4:1 bandwidth (after J. A. Hagerty et al22  
© IEEE 2004); (b) photograph of 64-element dual-circularly polarized 2- to 18-GHz spiral rectenna array

(a) (b)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Active Antennas



32-30 CHAPTER THIRTY-TWO 

32.7 OTHER ACTIVE ANTENNAS

The goal of this section is to briefly overview some interesting active antennas that do not 
fit any of the categories discussed in Sections 2 to 6, but have found useful applications or 
have promise for future front ends. Other design methodologies75 for antenna-circuit mod-
ules are not discussed here. Figure 32-27a shows a unit cell of a 10-GHz optically switched 
transmit-receive (T/R) multibeam antenna array.76 Two pairs of multimode optical fibers 
are held by an FR4 mount and the light from a laser diode is coupled to off-the-shelf pho-
todetectors, which control the bias of pin-diode SPDT switches. The signal between two 
patch antennas in each unit cell of the amplifier array is routed either through an LNA or 
PA at nsec speed with only pJ of optical energy, and the optical fibers are transparent at  
10 GHz and do not affect the radiation pattern. Figure 32-27b shows a single T/R series-fed 
24-GHz patch array fed by a bi-directional (PALNA) chip amplifier, where the T/R path is 
controlled by bias, eliminating switch loss.77 Figure 32-27c shows an infrared antenna with 
a tunnel-diode detector, and other similar extremely high-frequency antennas have been 
demonstrated for millimeter-wave and THz imaging applications.78.79
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33.1 INTRODUCTION

The term nature-based antenna design was recently coined in Neiss et al1 to describe 
the process of designing complex antenna systems based on concepts inspired by nature. 
Examples of nature-based techniques that have been recently applied to solve advanced 
antenna engineering design problems include fractal geometry, neural networks, fuzzy 
logic, genetic algorithms, particle swarm optimization, and ant colony optimization. In 
some cases, even two or more of these nature-based design techniques have been combined 
together to effectively solve a specific antenna design problem. An example of this can 
be found in Petko and Werner,2 where a powerful nature-based antenna array synthesis 
technique was introduced that incorporates aspects of both fractal geometry and genetic 
algorithms.

Traditional approaches to the analysis and design of antenna systems have their foun-
dation in Euclidean geometry. In this chapter, however, we focus on nature-based antenna 
design concepts that employ fractal geometry. The term fractal, meaning broken or irregu-
lar fragments, was originally used by Mandelbrot3 to describe a family of complex shapes 
that possess an inherent self-similarity or self-affinity in their geometrical structure. The 
original inspiration for the development of fractal geometry came largely from an in-
depth study of the patterns of nature. Fractals are abundant in nature, with a few examples 
of natural fractals being snowflakes, ferns, trees, coastlines, mountain ranges and even 
galaxies.4

Several book chapters and review articles have been published that provide a comprehen-
sive overview of research in the area of fractal antenna engineering.5–9 This research can be 
divided into two categories, the first of which deals with the study of fractal-shaped antenna 
elements, and the second of which concerns the use of fractals in the design of antenna 
arrays. The next section presents a brief summary of some of the most popular types of 
fractal geometries found to be useful in antenna engineering applications. Section 33.3 then 
provides an introduction to the theory of iterated function systems (IFSs) along with a dis-
cussion of the important role they play in the mathematical description of fractals. Sections 
33.4 and 33.5 summarize approaches that employ fractal concepts in the design of antenna 
elements and arrays, respectively. Finally, Section 33.6 is devoted to design methodologies 
for antenna arrays that are based on fractal and aperiodic tilings.

33.2 USEFUL FRACTAL ANTENNA GEOMETRIES

This section presents a brief introduction to some of the more common fractal geome-
tries that have been found to be useful in antenna engineering applications. This includes 
applications involving fractal-shaped antenna elements as well as conventional Euclidean 
antenna elements placed in fractal array configurations. The first and perhaps the most 
recognizable fractal geometry that will be considered is known as the Sierpinski gasket.4 
Figure 33-1 illustrates the first few stages in the construction of the Sierpinski gasket frac-
tal. The procedure for geometrically constructing this fractal begins with an equilateral 
triangle contained in the plane, shown in black as stage 1 of Figure 33-1. The next step in 
the construction process is to remove the central triangle whose vertices are located at the 
midpoints of the sides of the original stage 1 triangle, which leads to the geometry shown in 
stage 2 of Figure 33-1. This process is then repeated for the three remaining black triangles, 
with the result shown in stage 3 of Figure 33-1. The next stage (stage 4) in the construc-
tion of the Sierpinski gasket is also shown in Figure 33-1. The Sierpinski gasket fractal is 
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generated by carrying out this iterative process an infinite number of times. It follows from 
this definition that the Sierpinski gasket is an example of a self-similar fractal; i.e., it is 
composed from small but exact copies of itself. This self-similar property of the Sierpinski 
gasket fractal is illustrated in Figure 33-2. 

Another useful fractal is commonly referred to as the Koch snowflake.4 This fractal 
also starts out as an equilateral triangle in the plane, as depicted by the solid black tri-
angle in stage 1 of Figure 33-3. However, unlike the Sierpinski gasket, which was formed 
by systematically removing smaller and smaller triangles from the original structure, the 
Koch snowflake is constructed by adding smaller and smaller triangles to the structure in 
an iterative fashion. The first four stages in the iterative process of constructing the Koch 
snowflake are illustrated in Figure 33-3.

A number of structures based on purely deterministic or random fractal trees have also 
proven to be extremely useful in developing new design methodologies for antenna elements 
and array configurations. An example of a deterministic fractal tree is shown in Figure 33-4a. 
A ternary (three-branch) generator is used for the first three stages of growth. A fractal-ran-
dom tree, on the other hand, is a type of fractal tree which uses multiple generators selected 
in random order to form the tree structure. Figure 33-4b shows the first three stages of 
growth of a random fractal tree. In this case the tree is grown by randomly selecting between 
two generators, one with three branches and the other with two branches. Fractal-random 
trees are more representative of natural trees or plants than deterministic fractal trees, which 
appear too ordered. The examples presented in Figure 33-4 are of two-dimensional fractal 
trees. However, the concept of a fractal tree can be easily generalized to three-dimensions. 
Figure 33-5 shows the first four stages in the growth of a three-dimensional deterministic 
fractal tree.8,10

FIGURE 33-2 Illustration of the self-similar geometry of the Sierpinski gasket fractal

FIGURE 33-1 The first four stages in the generation of a Sierpinski gasket fractal

Stage 1 Stage 2 Stage 3 Stage 4
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FIGURE 33-4 Example of (a) deterministic fractal tree and (b) fractal-random tree

FIGURE 33-3 The first four stages in the generation of a Koch fractal snowflake

Stage 1 Stage 2 Stage 3 Stage 4

FIGURE 33-5 First four stages of growth of a three-dimensional fractal tree with a four-branch generator 
(after Petko and Werner10 © IEEE 2004)

Stage 1 Stage 2 Stage 3 Stage 4
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The space-filling properties of the Hilbert curve and related curves make them attractive 
candidates for use in the design of fractal antennas. The first four stages in the construction  
of the Hilbert curve are shown in Figure 33-6.4,11 The Hilbert curve is an example of a 
space-filling fractal curve that is self-avoiding (i.e., has no intersection points). Another 
important example of a space-filling curve with applications in antenna engineering is the 
Peano-Gosper curve.3,11 Figure 33-7 illustrates the first three stages in the construction of 
the Peano-Gosper curve. The initiator is shown in Figure 33-7a as the dashed-line segment 
superimposed on the stage 1 generator. A copy of the stage 1 generator is shown again in 
Figure 33-7b as the dashed curve. Also shown in Figure 33-7b is the stage 2 Peano-Gosper 
curve, which is obtained by replacing each of the seven segments in the stage 1 generator 
by an appropriately scaled copy of itself. The next iteration (stage 3) of the Peano-Gosper 
curve is shown in Figure 33-7c. At this stage, the space-filling property of the curve starts 
to become more apparent.

Fractal tiles, or fractiles, represent another important category of fractal objects that 
has found application in antenna theory and design.3,12 Fractiles are tiles or islands that 
possess fractal boundaries. They are a unique subset of all possible tile geometries that can 
be used to cover the plane without overlapping or leaving any gaps in between the tiles. 
We consider here two specific types of fractiles, known as fudgeflakes and Gosper islands. 
Both fudgeflakes and Gosper islands can be used to cover the plane via a tiling.3,12 The first 
through sixth iterations of the fudgeflake are shown in Figure 33-8, while the first through 

FIGURE 33-6 The first four stages of growth for a space-filling Hilbert curve

Stage 1 Stage 2 Stage 3 Stage 4

FIGURE 33-7 The first three stages of the space-filling Peano-Gosper curve. The initiator is shown as the 
dashed-line segment superimposed on the stage 1 generator, which is shown as the dashed curve superim-
posed on the stage 2 generator.

(a) Stage 1 (b) Stage 2 (c) Stage 3
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fifth iterations of the Gosper island are shown in Figure 33-9. Finally, Figure 33-10 demon-
strates how fudgeflake and Gosper island fractiles can be used to provide a perfect covering 
of the plane (i.e. no gaps or overlaps between tiles). 

33.3 ITERATED FUNCTION SYSTEMS

Iterated function systems (IFSs) are the mathematical language of fractals. They provide a 
unified approach to the theory of fractal geometry and represent an extremely versatile tool 
for conveniently generating a wide variety of useful fractal structures.4,13 These IFSs are 
based on a collection of contractions achieved through the application of a series of affine 
transformations w defined as

 w
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or equivalently as

 w x y ax by e cx dy f( , ) ( , )= + + + +  (33-2)

where a, b, c, d, e, and f are real numbers. Hence, the affine transformation w is represented 
by six parameters, which may be expressed using the compact notation 

 
a b e

c d f









  (33-3)

such that a, b, c, and d control rotation and scaling, while e and f govern linear translation.
Now if we let w1, w2, …, wN be a set of affine linear transformations and A be the initial 

geometry, then a new geometry can be formed by applying the set of transformations to 

FIGURE 33-8 Geometry of the first through sixth iterations of the fudgeflake fractile

1st 2nd 3rd 4th 5th 6th

FIGURE 33-9 Geometry of the first through fifth iterations of the Gosper island fractile

1st 2nd 3rd 4rh 5th
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the original geometry A and collecting together the results from w1(A), w2(A), …, wN (A) 
in the following way:

 W A w An
n

N

( ) ( )=
=1
∪  (33-4)

where W is known as the Hutchinson operator.4 A fractal geometry can be obtained by 
repeatedly applying W to the previous geometry in an iterative fashion. For example, if the 
set A0 represents the initial geometry, then this iterative process would yield a sequence of 
Hutchinson operators given by

 A W A A W A A W Ak k1 0 2 1 1= = =+( ), ( ), , ( )…  (33-5)

An IFS generates a sequence that converges to a final image A∞ in such a way that

 W A A( )∞ ∞=  (33-6)

This image is called the attractor of the IFS and represents a “fixed point” of W, where the 
“points” in this case are actually defined as sets. 

The IFS procedure for generating the well-known Koch fractal curve is demonstrated 
in Figure 33-11. In this case, the initial set A0 is the line interval of unit length such that 
A0 = {x: x ∈[0,1]}. Four affine linear transformations (i.e., N = 4) are then applied to A0 as 
depicted in Figure 33-11. Next, the results of these four linear transformations are com-
bined together using Eq. 33-4 to form the first iteration of the Koch curve denoted by A1. 
The second iteration of the Koch curve A2 may then be obtained by applying the same four 
affine transformations to A1 and again using Eq. 33-4 to combine the results. Higher-order 
versions of the Koch curve are generated by simply repeating the iterative process until 
the desired resolution is achieved. The first four iterations of the Koch curve are shown 
in Figure 33-12. This sequence of curves eventually converges to the actual Koch fractal 
(represented by A∞) as the number of iterations approaches infinity.

IFSs have proven to be a very powerful tool in the analysis and design of fractal anten-
nas. This is primarily because they provide a general framework for the description, clas-
sification, and manipulation of fractals.13 To further illustrate this important point, an IFS 
approach was used to produce the Sierpinski gasket shown in Figure 33-13a and the tree-
like structure shown in Figure 33-13b, two very different fractal objects. The IFS codes for 
generating these two objects have also been provided in the figure.4

(a) (b)

FIGURE 33-10 A covering of the plane by (a) fudgeflake fractiles and (b) Gosper island fractiles
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FIGURE 33-11 The standard Koch fractal curve as an IFS (after Werner and ganguly9 © IEEE 2003)

FIGURE 33-13 The IFS code for a Sierpinski gasket and a fractal tree (after Werner and Ganguly9  

© IEEE 2003)

FIGURE 33-12 The first four stages in the generation of the standard Koch fractal curve via an IFS 
approach

Iteration 1 Iteration 2 Iteration 3 Iteration 4
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33.4 FRACTAL ANTENNA ELEMENTS

Some of the more common fractal geometries that have found applications in antenna 
engineering are depicted in Figure 33-14. The Koch snowflakes and islands have been 
primarily used to develop new designs for miniaturized loop as well as microstrip patch 
antennas.8,9,14,15 Moreover, fractile concepts have also been employed in the design of 
fudgeflake and Gosper island microstrip antennas.16 The self-similar structure of Sierpinski 
gaskets and carpets has been exploited to develop multiband and broadband antenna ele-
ments.7,9,17,18,19,20 Finally, novel designs for miniaturized dipole and monopole antennas 
have been developed based on a variety of Koch curves and fractal trees.7,8,9,10,21,22,23

The self-similar properties of fractal trees have been utilized to create antenna elements 
with multiband characteristics.24–27 In addition, fractal tree geometries have been used as 
an effective means to miniaturize antenna designs. A set of dipole antennas has been stud-
ied that utilizes three-dimensional fractal tree structures as end-loads in Gianvittorio and 
Rahmat-Samii.8 This set of antennas, illustrated in Figure 33-5, has been shown to exhibit 
lower resonant frequencies than standard dipole antennas of comparable length while not 
significantly affecting the bandwidth or the gain. An investigation of performance trends of 
various three-dimensional end-loaded fractal tree dipoles has also been carried out in Petko 
and Werner.10 It has been shown that denser fractal tree end-loads exhibit greater reduction 
in resonant frequency than less dense structures. The influence of branch elevation angles 
of the fractal tree generator was also studied in Petko and Werner.10 Figure 33-15 plots 
the value of the VSWR that corresponds to the resonant frequency of various four-branch 
fractal tree antenna designs with different branch elevation angles. The results show that 
fractal tree antennas with small branch elevation angles have a lower VSWR but a higher 

FIGURE 33-14 Some fractal geometries commonly used in antenna applications: (a) Koch curves and 
fractal trees have been used to create miniaturized dipole and monopole antenna elements. (b) Koch snow-
flakes and islands have been used to create loop and patch antennas. (c) Sierpinski gaskets and carpets have 
been used to create multiband antenna elements.

(a) (b) (c)
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resonant frequency than those with large elevation angles. This trend continues until the 
resonant frequency reaches a minimum for designs with elevation angles of approximately 
50°. Designs with elevation angles beyond 50° are not optimal because both the resonant 
frequency and VSWR increase with the increase in elevation angle. 

These trends have been used to design more effective miniature fractal tree dipoles, 
such as one created from a six-branch generator with branch elevation angles alternating 
between 30° and 50°. Figure 33-16 illustrates the geometry of the end-loads for the first 
three iterations of this dense fractal tree antenna. In Figure 33-17, the reflection properties 
(i.e., S11 and VSWR) of these dense fractal tree antennas are compared with the reflection 
properties of the four-branch fractal trees illustrated in Figure 33-5. The second-stage, six-
branch 50°–30° antenna is shown to have a resonant frequency of 920 MHz, which is iden-
tical to the resonant frequency of the third iteration for the four-branch fractal tree antenna. 
The resonant frequency for the third-iteration, six-branch 50°–30° antenna is shown to 
be 790 MHz. This resonance occurs at a frequency 57 percent lower than the 1820-MHz 
resonance of an equivalently sized conventional Euclidian dipole antenna, and is 70 MHz 
lower than the fourth iteration of the four-branch fractal tree antenna. 

One of the key advantages of end-loading a dipole antenna with a fractal-tree geometry 
is evident when LC resonators or RF switches are incorporated throughout the end-load 
structure. Resonators and switches are often used to make conventional antennas either 
multiband or reconfigurable; however, in conventional structures, it is difficult to create 

FIGURE 33-15 VSWR vs. elevation angle resonant frequency for a set of stage 3, four-branch fractal tree 
antennas with elevation angles ranging from 10° to 90°. The VSWR was calculated with respect to a 50-Ω 
line (after Petko and Werner10 © IEEE 2004).

FIGURE 33-16 Fractal tree end-loads for the three-dimensional six-branch 30°–50° fractal tree dipole 
antenna (after Petko and Werner10 © IEEE 2004)

Stage 1 Stage 2 Stage 3
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resonances that are close to each other in frequency. This difficulty arises primarily 
because in order to achieve this type of behavior, the reactive loads and switches would 
have to be placed in close physical proximity to each other on the antenna. Moreover, the 
reactive loads or switches are usually distributed in a series fashion along the antenna, 
which can compound the losses associated with the use of these devices. In a fractal tree 
end-load, however, these problems do not exist because reactive loads and switches can 
be spread throughout the fractal structure, placing the loads into a parallel configuration 
and separating the required physical distance between them. These reactive loads and 
switches essentially change the configuration, and hence the size, of the fractal tree end-
load for specific frequencies. 

In one study, RF switches are strategically placed throughout the end-load of a third-
stage, six-branch 50°–30° fractal tree dipole antenna (see Figure 33-16) to make it recon-
figurable (i.e., tunable) over a bandwidth of 68 percent. The design uses 102 individual 
switches placed in each end-load of the antenna, as shown in Figure 33-18, to produce  
20 reconfigurable states. The resulting dipole antenna was found to be reconfigurable from 
770 MHz to 1570 MHz for a bandwidth of 800 MHz with a VSWR under 3:1 and recon-
figurable from 970 MHz to 1570 MHz for a bandwidth of 560 MHz with a VSWR below 
2:1. Also, since the design uses the fractal tree end-loads, the lowest resonance of this 
antenna occurs at a frequency 57 percent below that of a conventional linear dipole of 
equivalent length. 

In Figure 33-19 each of the 20 reconfigurable states is represented by a separate S11 
curve (indicated by light-gray lines) with the lowest resonant frequency representing the 
state with all the switches closed and the highest resonant frequency representing the state 

FIGURE 33-17 S11 versus frequency for a stage 1, stage 2, and stage 3 three-dimensional, six-branch 
50°–30° fractal tree antenna. Also shown for comparison is the S11 for the first four stages of a standard four-
branch fractal tree antenna and an equivalently sized conventional dipole. The S11 was calculated with respect 
to a 50-Ω line (after Petko and Werner10 © IEEE 2004).
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with all the switches open. The remaining states are achieved by opening the switches 
progressively from the top to the bottom. In addition, for three of the reconfigurable 
states the antenna effectively operates as a 50°–30° fractal tree dipole with fractal stages 
3, 2, or 1. The S11 curves for these three special cases are indicated on the graph by 
thick dark-gray lines. Finally, the solid-black line represents the overall minimum S11 the 
antenna can be configured to for a particular frequency over the entire operating range 
of the antenna. 

FIGURE 33-18 Switch layout for the reconfigurable six-branch, 50°–30° fractal tree dipole 
antenna (after Petko and Werner10 © IEEE 2004)

Side View Top View

FIGURE 33-19 S11 versus frequency for the reconfigurable six-branch, 50°–30° fractal tree antenna. The 
light-gray curves represent each of the 20 states the antenna can be configured to operate. The dark-gray 
curves represent reconfigured states that operate as stage 1, stage 2, and stage 3 fractal tree antennas. The 
black line represents the overall minimum S11 the antenna can operate over the entire band. The S11 was cal-
culated with respect to a 50-Ω line (after Petko and Werner10 © IEEE 2004)
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33.5 FRACTAL ANTENNA ARRAYS

The advantages of fractal geometries are most evident when applied to antenna arrays. 
Their nature-based structure provides interesting radiation properties that are not found in 
conventional arrays. The radiation characteristics of deterministic fractal array configura-
tions, such as Cantor linear arrays, Cantor ring arrays, and Sierpinski carpet planar arrays, 
have been considered in the literature.6,7,9,28,29 In some cases, these arrays were found to 
possess lower sidelobe levels than their conventional Euclidean counterparts. In addition, 
the fact that these fractal-based array geometries can be generated in an iterative fashion 
(i.e., via successive stages of growth starting from a simple generating array) has been 
exploited in order to develop rapid algorithms for use in efficient radiation pattern com-
putations.6,7,9 Fractal concepts were also employed in Puente and Pous28 to design linear 
arrays that exhibit multiband radiation characteristics. Moreover, a fractal radiation pattern 
synthesis technique has been developed in Werner et al30 for the design of reconfigurable 
multiband linear and planar arrays.

In addition to deterministic fractal arrays, properties of random fractals have been used 
to develop a design methodology for quasi-random arrays, called fractal-random arrays.7,9,31 
Inspiration for fractal-random geometries are found in the natural world, where many objects 
closely resemble fractals but are also not completely deterministic. Figure 33-4 illustrates 
the process of introducing randomness into a fractal-random object. Each time a genera-
tor is applied to construct a fractal structure, it is randomly selected from a set of multiple 
generators. In this manner, random fractals are used to generate array configurations that 
are somewhere between completely ordered (i.e., periodic) and completely disordered (i.e., 
random). An example of a fractal-random array layout is shown in Figure 33-20a. The main 
advantage of this technique is that it yields sparse arrays that possess relatively low sidelobe 
levels, which is a property indicative of periodic arrays, but over a range of bandwidths that 
are comparable to random arrays. 

More recently, a robust and versatile design methodology for large size arrays has been 
developed that is based in part on the concept of an “optimal” fractal-random array.2 This 
technique incorporates a genetic algorithm with a specialized subset of fractal-random 
arrays called polyfractal arrays. A genetic algorithm is a nature-based design tool that opti-
mizes a problem globally using the Darwinian notions of natural selection and survival 

FIGURE 33-20 Fractal-random tree analogy for the construction of linear fractal-random and polyfractal 
arrays. The connection factors in (b) are illustrated by the numbers above the branches of the four-branch 
and the three-branch generators. Antenna elements are positioned at the ends of the topmost branches (after 
Petko and Werner2 © IEEE 2005)

(a) 49 Element Fractal-Random Array (b) 46 Element Polyfractal Array

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Fractal Antennas



33-14 CHAPTER THIRTY-THREE 

of the fittest. Useful overviews on the topic of genetic algorithms can be found in the 
literature.32,33,34 Although easily visualized, fractal-random geometries cannot exactly be 
reproduced from a small set of parameters and are not truly recursive when applied in an 
IFS. The subset of polyfractal arrays overcomes these limitations while retaining many of 
the desirable properties of fractal-random arrays. 

To construct a polyfractal array, the IFS technique introduced in Section 33.3 must 
first be modified to handle multiple generators. Polyfractal arrays are constructed from 
multiple generators, 1,2, …,  M, each of which has a corresponding Hutchinson operator 
W1, W2, …,WM. Each Hutchinson operator Wm in turn contains Nm affine linear transforma-
tions, wm,1,  wm,2 ,…,  wm,Nm. These affine linear transformations, wm,n, are simplified from 
the more general six-parameter affine linear transformations introduced in Section 33.3 to 
a similitude approach consisting of three local parameters, rm,n, jm,n, ym,n, and one global-
scale parameter sf that is applied throughout the polyfractal structure. This affine linear 
transformation can be represented by
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In addition to these three local parameters, a fourth local parameter, km,n, is associated 
with each affine linear transformation. This parameter, referred to as the connection fac-
tor, is an integer value ranging from 1 to M, the number of generators used to construct 
the polyfractal array. In this generalized iterated function system approach, a Hutchinson 
operator, Wm, is used to construct a stage  + 1 polyfractal array from the set of pos-
sible stage  polyfractal arrays, F. Each affine linear transformation, wm,n, can only be 
performed on stage  polyfractal arrays where the generator applied at stage  matches 
the connection factor, km,n. Because the connection factors dictate how the affine linear 
transformations are applied, only one unique polyfractal array geometry can be associated 
with each Hutchinson operator. Therefore, the set of stage  polyfractal arrays, F, can be 
expressed by the notation

 F F F F M   …= { , , , }, , ,1 2  (33-8)

where the first subscript defines the level of the polyfractal array and the second subscript 
defines the generator employed at that level. Therefore, a polyfractal array of stage  + 1 
constructed by generator m can be represented by
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After the polyfractal structure is formed, the overall structure is adjusted by another global-
scale parameter sg. The global-scale factor sf can be factored out of the Hutchinson operators 
to create the final normalized IFS construction procedure for a stage L polyfractal array:
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This process is illustrated for a linear polyfractal array in Figure 33-20b using the fractal-
tree analogy. In this figure, numbers representing the connection factors are attached to 
the ends of the generator branches. The branches ending with number 1 have generator 1  
connected to their ends. Likewise, the branches ending with number 2 have generator 
2 connected to their ends. The ends of the topmost branches represent the positions of the 
antenna elements.
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Recursive beamforming algorithms can be created for both fractal and polyfractal 
arrays. Many fractal array recursive beamforming algorithms are based on the pattern mul-
tiplication approach. The radiation pattern of a stage  fractal array is equal to the product 
of the radiation pattern of a stage -1 fractal subarray and the array factor of the appropri-
ately scaled fractal generator. In other words, the stage  fractal array can be thought of as 
an array of stage -1 fractal subarrays. An equation expressing the stage  fractal subarray 
radiation pattern, FRL

, is derived using the fractal similitude wn. The similitude is based on 
Eq. 33-7, using the local parameters, rn, jn, and yn and scale parameters sg and sf (the m is 
omitted because there is only one generator). To perform pattern multiplication, all subar-
ray radiation patterns must be identical and oriented in the same direction. Therefore, the 
sum of jn and yn is required to be equal to a multiple of 2π, making the axes of symmetry 
of the subarrays parallel. The equation for a recursive beamforming algorithm based on 
pattern multiplication can be written as 
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Using isotropic sources as the initial subarray radiation pattern, the final stage L fractal 
array factor can be written in a similar manner as has been done in Werner et al6:
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where d  = 1/sf and S = sg (sf)
L-1. Typically, the values of rn are scaled such that S can be  

set equal to one.
The unique scaling procedure and connection factor–based construction allow the rapid 

recursive beamforming algorithms associated with fractal arrays to be generalized to han-
dle polyfractal arrays. The fractal array recursive beamforming operation discussed above 
requires all subarrays to have the same radiation pattern and be oriented in the same direc-
tion. In that way, pattern multiplication can be employed. In the more general polyfractal 
array, there are multiple types of subarrays that do not necessarily point in the same direc-
tion. Therefore, these subarray patterns cannot be factored out of the sum and the resulting 
expression for the stage , generator m subarray pattern is given by
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This subarray radiation pattern is based on the set of stage -1 fractal subarray patterns. The 
final radiation pattern can be determined by using isotropic sources for the initial subarray 
radiation patterns and recursively applying the expression until the stage L radiation pattern is 
obtained. Figure 33-21 illustrates this process for the example array shown in Figure 33-20b. 
One of the main advantages of the recursive beamforming approaches associated with fractal 
and polyfractal arrays is that they can be exploited to considerably speed up the convergence 
of the genetic algorithm (GA). This allows the possibility of optimizing much larger size 
arrays than has previously been possible using other approaches.

While conventional genetic algorithm techniques can be applied to polyfractal arrays 
of the same size, it is advantageous to generalize the optimization process to include poly-
fractal arrays of varying sizes. To accomplish this, the genetic algorithm crossover routine, 
where parameters of two parent arrays are combined to create new offspring, must be modi-
fied so that the parent chromosomes of the polyfractal arrays are broken apart into simpler 
pieces. This process, discussed in more detail in Petko and Werner,2 essentially combines 
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various affine linear transformations from each parent array and performs crossover at 
that level. The resulting transformations are then combined into the offspring arrays. The 
genetic algorithm mutation routine can also be generalized for polyfractal arrays of vary-
ing sizes. Genetic mutation typically consists of changing a single parameter; however, 
polyfractal arrays offer a wide range of flexibility. Mutations can be performed on any 
of the global parameters as well as on any transformation. In addition, mutation can also 
remove or add a gene to a generator. Mutation can also be used to switch the order of the 
generators. This process is also discussed in more detail in Petko and Werner.2 By allow-
ing the algorithm to handle more general polyfractal array geometries, an added degree of 
flexibility is incorporated into the optimization process.

When the optimization appears to reach premature convergence for a population of 
polyfractal arrays, a unique mutation process, called generator autopolyploidization, can 
be used to stimulate the evolution process.35 The generator autopolyploidization process 
divides each fractal-random generator into two identical parts. The connection factors that 
were used to select the previous generator are uniformly divided to choose between the two 
new generators. In this way the arrays are exactly the same; however, they are described 
using twice the number of local parameters, adding new flexibility for genetic evolution. 
After the generator duplication, each chromosome parameter is mutated a small amount 
through a perturbation process. This perturbation adds a degree of genetic diversity to the 
population that can aid in the overall evolution procedure. Finally, the population is ready 
for another period, or epoch, of genetic evolution. An example of this generator auto-
polyploidy process is illustrated in Figure 33-22 for the transformation of a one-generator 
fractal array into a two-generator polyfractal array. 

It is important to note how generator autopolyploidization can benefit the optimization 
process. Initially, the genetic algorithm is used to evolve simple solutions consisting of a 
small number of generators. The limited number of generators restricts the initial antenna 

FIGURE 33-21 Rapid recursive beamforming algorithm for a two-generator polyfractal array (after Petko 
and Werner2 © IEEE 2005)
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geometries to a small area of the search space; however, the time required to evaluate the per-
formance of each antenna is very small. The optimization takes advantage of this short evalu-
ation time until convergence is reached. At this point the algorithm can get no further using 
this limited set of generators; therefore, the generator autopolyploidization process is applied 
to expand the number of generators, which in turn expands the search space. This expansion 
comes at the cost of increasing the evaluation time; however, the optimization now has a good 
idea of where to search for more complex solutions based on the simpler designs found during 
the previous epoch. On the contrary, if the genetic algorithm began by optimizing the more 
complex solutions, not only would it initially take much longer to evaluate each array, the 
large number of unfocused input parameters could overwhelm the optimization process. This 
cycle of autopolyploidization can be repeated numerous times, producing more and more 
complex solutions with each optimization epoch. If the evolutionary progress is summarized 
for each generation, the resulting diagram would exhibit a staircase pattern. Thus, generator 
autopolyploidization offers polyfractal-based genetic algorithms an efficient “path” to com-
plex design solutions, first optimizing simple designs very quickly and then only adding the 
increasing levels of complexity when they are finally needed. 

Next, an example is presented to illustrate the GA design methodology for evolving an 
optimal uniformly excited linear polyfractal array. The design considered here is an example 
of a large-N array, i.e., an array that has a relatively large number of elements. In this case, 
an initial population of arrays is optimized to minimize the peak sidelobe level and maintain 
a narrow beamwidth for a polyfractal array with a 0.5l minimum interelement spacing. The 
initial population was based on 500, 2401-element periodic arrays with 0.5l spacing. These 
initial arrays were created using a polyfractal structure consisting of one generator. Three 
generator autopolyploidy operations were performed: one initially and two triggered after 
the population did not improve over 30 generations. Therefore the optimization process is 
divided into three epochs of evolution. The evolutionary diagram, shown in Figure 33-23, 
exhibits the characteristic staircase pattern resulting from the three generator autopolyploidy 
operations. During the first epoch, the polyfractal arrays had two generators. This epoch 
ended at generation 217, where the number of generators was doubled to four for the second 
epoch. Two hundred generations later, the third epoch began with each polyfractal array now 
having eight generators. The final 1616-element design was found after 700 generations 
and had a sidelobe level of −24.30 dB and a beamwidth of 0.056°. The recursive beamform-
ing algorithm on average calculated radiation patterns 20 times faster for arrays with two 
generators, 15 times faster for arrays with four generators, and 10 times faster for arrays 
with eight generators when compared to a conventional discrete Fourier transform (DFT) 
approach. Table 33-1 summarizes these speed increases for each epoch. The array factor and 
geometrical layout of this antenna array are shown in Figure 33-24 with the corresponding 
performance properties of the antenna listed in Table 33-2.

FIGURE 33-22 Generator autopolyploidization process for the conversion of a one-generator fractal array 
to a two-generator polyfractal array (after Petko and Werner35 © IEEE 2007)
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FIGURE 33-23 Evolutionary diagram of a 1616-element genetically optimized polyfractal array 
(after Petko and Werner35 © IEEE 2007)

Epoch 1 Epoch 2 Epoch 3

Number of Generators 2 4 8

Evaluation Speed Increase 1937% 1431% 892%

TABLE 33-1 Number of Generators and Radiation Pattern Evaluation Speed Increase per  
Epoch for the 1616-element Polyfractal Array Using the Recursive Beamforming Algorithm vs.  
a Conventional DFT Approach (Radiation patterns have been sampled at 72,000 points.)

Number of Elements SLL (dB) HPBW Minimum Spacing Average Spacing

1616 −24.30 0.056° 0.5l 1.01l

TABLE 33-2 Performance Properties of a 1616-element Genetically Optimized Polyfractal Array

FIGURE 33-24 Radiation pattern and array layout for a 1616-element genetically optimized polyfractal 
array (after Petko and Werner35 © IEEE 2007)
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More complex design problems can have multiple criteria that must be optimized. In 
these cases, it is desirable to compare the solutions that lie upon the Pareto front (i.e., the 
set of all nondominated solutions). Several different types of genetic algorithms have been 
developed to search for this Pareto front.36− 43 An example of a uniformly excited polyfrac-
tal array evolved from one of these Pareto genetic algorithm optimization techniques39,40 is 
discussed here. The goal of the optimization is to minimize the peak sidelobe level at two 
frequencies: one in which the minimum spacing is 0.75l and another where the minimum 
spacing is 2.0l. The optimization evolved arrays from an initial population of fractal arrays 
based on a 1296-element periodic array. Three generator autopolyploidy processes were 
performed: one initially, one at generation 150, and one at generation 300. The optimization 
was terminated after 450 generations and the resulting Pareto front consists of arrays with 
between 1186 and 1230 elements. One solution with 1230 elements was chosen from the 
Pareto front for discussion. This example has a −19.3-dB sidelobe level at both the 0.75l 
and at the 2.0l minimum spacings when the mainbeam is pointed at broadside. The layout 
of this design is shown in Figure 33-25, while Table 33-3 summarizes the properties of this 
array at the two different design frequencies. 

While the array was optimized only at these two frequencies, the fractal-random proper-
ties of polyfractal arrays allow for low sidelobe levels over fairly wide ranges of bandwidth 
without the appearance of grating lobes. Figure 33-26 plots the sidelobe level performance 
of the polyfractal array shown in Figure 33-25 as a function of the minimum separation 
between elements in wavelengths and compares them to a 1296-element periodic array. 
When steered to broadside, the sidelobe level of the periodic array is −13.26 dB until the 
electrical spacing between elements increases to about 1l, when grating lobes first appear. 
In contrast, the polyfractal array maintains sidelobe levels less than −14 dB even up to 20l 
minimum spacings. This array was not optimized at a 20l minimum spacing; nevertheless, 
the robust physical properties of the polyfractal arrays in combination with the optimization 
goals at 0.75l and 2.0l minimum spacings have allowed the low sidelobe performance to 
be maintained far beyond the specified separation distance of 2.0l. This array also has a 
sidelobe level under −16 dB for up to 16l minimum spacing, and a sidelobe level under 
−17 dB up to 7l minimum spacing when the mainbeam is directed to broadside. In addi-
tion, one can see how the goals of the optimizer at the 0.75l and 2.0l minimum spacings 
have evolved an array with sidelobe levels under −19 dB for these lower frequencies. 

FIGURE 33-25 Layout for a 1230-element, uniformly excited, Pareto optimized polyfractal array.

 0.75λ Minimum Spacing 2.0λ Minimum Spacing

Number of 
Elements SLL HPBW

Average
Spacing SLL HPBW

Average
Spacing 

1230 −19.31 dB 0.0078º 5.60λ −19.31 dB 0.0029º 14.96λ

TABLE 33-3 Performance at the Two Optimization Target Frequencies for the 1230-element 
Polyfractal Array
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Finally, these arrays also exhibit their wideband properties when they are steered away 
from broadside. Figure 33-26 also plots the peak sidelobe level vs. minimum spacing when 
the mainbeam is steered 60 degrees from broadside. The grating lobes for the periodic array 
when steered to 60 degrees from broadside first appear at interelement spacings of 0.56l. 
On the other hand, the peak sidelobe level performance of the polyfractal array is still less 
than −14 dB even up to 20l minimum spacing. Figure 33-27 shows the radiation pattern 
for this optimized polyfractal array when the minimum spacing between elements is 8l and 
the beam is steered 60 degrees from broadside.

FIGURE 33-26 Sidelobe level performance of a uniformly excited, 1230-element, Pareto optimized poly-
fractal array over a range of bandwidth compared to the performance of a conventional uniformly excited 
periodic linear array. The polyfractal array was optimized at broadside for simultaneous minimum element 
spacings of 0.75l and 2.0l.

FIGURE 33-27 Radiation pattern for a uniformly excited, 1230-element, Pareto optimized polyfractal 
array with its mainbeam steered 60 degrees from broadside and an 8l minimum spacing between elements
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33.6 ANTENNA ARRAYS BASED ON FRACTAL 
AND APERIODIC TILINGS 

This section is devoted to design methodologies for antenna arrays that are based on fractal 
and aperiodic tilings. Although a wide variety of tilings ranging from simple to complex 
patterns have been known since early civilizations (an example of an early tiling is shown 
in Figure 33-28), the formal mathematical theory of tilings has only been in existence for 
about a century.44 Tiling theory has found applications in many fields, such as crystallogra-
phy, biology, and communication theory. More recently, tiling theory has been successfully 
applied to the field of electromagnetics, in particular, antenna array design using fractal 
tilings45,46,47 and aperiodic tilings.48 The unique geometry of these tilings can be exploited 
to generate antenna arrays that exhibit low sidelobe levels and suppressed grating lobes for 
minimum element spacings of at least one-wavelength. Moreover, it has been shown that 
robust element perturbation schemes based on the GA can be used to greatly improve the 
performance of these arrays.49,50,51

A modular design approach based on the theory of fractile geometry has been intro-
duced in Werner et al45 for designing low-sidelobe arrays with suppressed grating lobes. 
A fractile array is defined as an array composed of a tiling of self-similar subarrays with 
fractal boundaries that covers the plane or a portion of the plane without any overlaps or 
gaps. A variety of different fractile array configurations have been investigated including 
Peano-Gosper, terdragon, six-terdragon, and fudgeflakes.45 Another important property of 
fractile arrays is that their self-similar tile geometry can be exploited to develop a rapid 
iterative procedure for calculating far-field radiation patterns that, for sufficiently large 
arrays, can be considerably faster than using a conventional DFT. 

One specific type of fractile array that has been reported on extensively in the literature is 
based on the Peano-Gosper family of space-filling curves (see Figure 33-7) and is therefore 
known as the Peano-Gosper fractile array (PGFA).45,46,47,49,50 The elements of the array are 
uniformly distributed along a Peano-Gosper curve as shown in Figure 33-29, which leads to 
a planar array configuration with an equilateral triangular (i.e., hexagonal) lattice on the inte-
rior that is bounded by an irregular closed Koch fractal curve around its perimeter. The Koch 
fractal boundary plus its interior form a Gosper island that can be used to cover the plane 

FIGURE 33-28 Photograph of a tiling from the Alhambra 
in Granada, Spain (Courtesy of Douglas H. Werner)
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via a tiling.45,46 Furthermore, Gosper island tiles as illustrated in Figure 33-9 are self-similar 
and can be divided into seven smaller tiles, each representing a scaled copy of the original. 
Finally, the PGFA may be iteratively constructed to any arbitrary stage of growth based on a 
set formula for shifting, scaling, and rotating the generating array defined at stage 1. These 
unique properties were exploited in Werner et al45 and Bogard et al47 to develop a design 
methodology for deterministic arrays that possess several desirable properties, including 
a uniform current distribution, low sidelobe levels, relatively broad bandwidth, modular 
architecture, and the ability to perform rapid beamforming. Moreover, due to its equilateral 
triangular lattice, the PGFA will have no grating lobes for broadside operation even when 
the minimum spacing between elements is increased to one wavelength. 

Because the PGFA possesses a fractal boundary contour, its sidelobe levels are lower than 
an equivalent size rectangular array with an equilateral triangular (i.e., hexagonal) grid of ele-
ments on its interior. Figure 33-30 shows a comparison of the array factor for a 352-element 
rectangular-hexagonal array, a 344-element stage 3 PGFA, and a 361-element (19×19) square 
periodic array.47 All of the arrays have uniform element excitation and a minimum element 
spacing of one-wavelength. At this spacing the PGFA exhibits lower overall sidelobes than 
either its conventional square periodic or rectangular-hexagonal array counterparts. 

In the design of phased arrays (especially broadband phased arrays), care must be taken 
to ensure that grating lobes do not appear when the main beam is to be steered away from 
broadside. For example, when the element spacing of a PGFA is increased to one wave-
length, no grating lobes occur in the entire visible region for broadside operation. However, 
when the minimum element spacing is one wavelength or greater and the main beam is 
scanned away from broadside, grating lobes occur in the far-field radiation pattern of the 
array. It has been shown in Bogard and Werner49 and in Bogard et al50 that a GA technique 
can be used to perturb the element locations in an optimal way on the interior of the PGFA 
to eliminate the grating lobes and provide acceptable sidelobe levels during scanning. This 
procedure results in a modular or tiled phased-array architecture that has an irregular fractal 
distribution of elements around its periphery together with an aperiodic arrangement of ele-
ments on its interior. During the design process, the element locations of the stage 1 genera-
tor are varied and subsequently used to generate higher-order stages of the PGFA through 
an efficient iterative procedure while, at each stage, the array maintains its broadband  

FIGURE 33-29 Element distribution along stage 1 and stage 2 of the Peano-Gosper curve. The initial 
uniformly spaced element locations are denoted by a +. Examples of GA perturbed element locations are 
denoted by an o.

Stage 1 Stage 2
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characteristics within a specified scan volume. Examples of GA perturbed element loca-
tions along the Peano-Gosper curve are shown in Figure 33-29. 

In Bogard and Werner49 and in Bogard et al,50 a stage 3 PGFA was optimized and its 
performance was compared with that of a uniform PGFA. The array had an initial element 
spacing of 2l and was optimized for scanning up to q  = 30°. During scanning, grating lobes 
are suppressed over the entire visible region of the GA optimized design. Figure 33-31 

FIGURE 33-30 Comparison of the normalized array factor versus q for a 361-element (19×19) 
square periodic array, a 352-element rectangular-hexagonal array, and a 344-element stage 3 PGFA at 
j  = 0. In all three cases the array elements are uniformly excited and they have a minimum element 
spacing of one wavelength.

FIGURE 33-31 Normalized array factor cut for the stage 3 PGFA with an initial element spacing of 2l. 
The main beam of the array was steered to q  = 30°, j  = 180°.
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shows a q  = 30° cut of the array factor for the optimized PGFA and the uniform PGFA when 
the main beam is steered to q  = 30° and j  = 180°. In this plane cut, a grating lobe is present 
in the array factor of the original uniform PGFA, whereas the optimized PGFA has complete 
grating lobe suppression over the same scanning range. 

Analogous to fractal-based tilings, aperiodic tilings can be used to generate antenna 
arrays that exhibit properties that are not typically associated with conventional periodic 
arrays. Unlike fractile arrays, which consist of a collection of elements that are placed a 
uniform distance apart along a space-filling curve (e.g. a Peano-Gosper curve), aperiodic 
tiling–based arrays consist of elements that are located at the vertices of an aperiodic tiling 
lattice.48 Arrays that are generated in this manner tend to have geometrical structures that 
contain local order and rotational symmetry, but are devoid of any translational symme-
tries. A common method that is employed to generate these tilings is based on a decomposi-
tion process,44 which is similar in some ways to the IFS techniques used to generate fractal 
geometries. In the process, tiles are decomposed into a collection of smaller tiles, which 
are either scaled copies of the original tiles or other tiles. This iterative process is continued 
until a large tiling is created. 

The Danzer tiling is an example of an aperiodic tiling that can be used to generate 
broadband low-sidelobe planar antenna arrays that are naturally thinned.48,51 Moreover, 
the Danzer tiling is a type of aperiodic tiling that comprises a collection of three specific 
triangular-shaped prototiles. The tiling is formed by covering the plane with the triangles 
while maintaining specific matching rules throughout. A portion of a Danzer tiling is shown 
in Figure 33-32 along with its three prototiles.44 An example of a Danzer tiling–based array 
is shown in Figure 33-33. The peak sidelobe level versus the minimum element spacing in 
terms of wavelengths for the array is shown in Figure 33-34. The tiling for the array has 
been scaled such that its physical dimensions correspond to a minimum element spacing, 
d, of l /2 at the lowest intended operating frequency, and it has been truncated to have a 
circular aperture with a 12l radius. In Figure 33-34, the performance of the Danzer array is 
compared with a conventional periodic array that has the same circular aperture and mini-
mum element spacing. It is clear that the Danzer array outperforms the periodic array in 
terms of grating lobe suppression for large element spacings. Additionally, to fit within the 
same aperture size, the conventional periodic array requires approximately 1793 elements, 
while the naturally thinned (i.e., its mean interelement spacing is greater than l /2) Danzer 
array only requires 811 elements. 

Given the intrinsic properties of this class of arrays, they are attractive candidates for 
use as the baseline in various antenna designs, such as generating very sparse arrays51 and 
arrays with very wide bandwidth. One design methodology that is capable of producing  

FIGURE 33-32 Truncated region of a Danzer tiling and its three prototiles
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wideband planar arrays is based on a simple perturbation of the basic aperiodic array gen-
eration process. In this technique, an additional point (or points) is placed within the bound-
ary of the prototiles that are used to generate the aperiodic tiling. The locations of these 
points are preserved within the prototiles as the overall aperiodic tiling is generated via the 
decomposition process. The result of this process is the formation of an aperiodic tiling 
that contains an additional point within each of its constituent tiles. Converting this to an 
antenna array yields fundamental elements at the vertices of the tiling along with elements 
at each of the additional points. The array can be scaled to have a specific minimum ele-
ment spacing and then truncated to fit within a desired aperture. By adjusting the position 
of the point within each base tile, it is possible to greatly vary the radiation properties of 
the modified aperiodic tile–based array. 

FIGURE 33-33 Geometry of the initial Danzer array and the GA optimized Danzer array

Original Danzer Array Optimized Danzer Array

FIGURE 33-34 Sidelobe level performance of the initial Danzer array, GA optimized 
Danzer array, and periodic array. All of the arrays have a circular aperture with a radius of 
12l and a minimum element spacing of d = 0.5l at the lowest operating frequency.
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A GA-based optimizer was combined with the perturbation technique with the objective 
of designing a Danzer array that has the lowest possible sidelobe levels at d /l = 5. Since the 
Danzer array comprises a collection of three prototiles, the GA was only required to optimize 
the planar coordinates of the three additional perturbation points, as illustrated in Figure 33-35. 
During the optimization, all of the generated arrays were scaled to have a minimum element 
spacing of l /2 and were truncated to have a circular aperture with a radius of 12l at the lowest 
operating frequency. The base tiling for the optimization was the same one that was used in 
the formation of the array shown in Figure 33-33. The design that results from this optimiza-
tion process is shown in Figure 33-33 and has a normalized radiation pattern with a maxi-
mum sidelobe level of −10.05 dB at a frequency corresponding to d /l = 5. The peak sidelobe 
level versus frequency for the array is shown in Figure 33-34. For this particular example, the 
simple perturbation scheme is capable of greatly extending the bandwidth (peak sidelobe level   
≤ −10 dB with no grating lobes) of the basic Danzer array.
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34.1 INTRODUCTION

The growing number of wireless communication systems continuously challenges antenna 
engineers to create novel antenna structures and improve existing antenna designs. Due to 
the advancements in computational electromagnetics and fabrication technologies, antenna 
engineers nowadays are capable of exploiting complex engineered electromagnetic materi-
als in antenna designs.1–4

Surveying the literature, one observes that various engineered materials have been inves-
tigated and numerous antenna applications have been proposed. For example, Figure 34-1 
illustrates some representative engineered electromagnetic materials with unique electromag-
netic properties.5 Frequency selective surfaces (FSS) are widely used in radome and reflector 
antenna designs as wave filters.6,7 Double negative (DNG) material refers to those materials 
with effective negative permittivity and permeability, which results in properties such as left-
handed (LH) wave propagation and negative index of refraction (NIR).8–10 Periodic structures 
that prohibit the propagation of electromagnetic waves in a certain frequency band for certain 
arrival angles and polarization senses are classified as electromagnetic band gap (EBG) struc-
tures.11–13 Another important category consists of ground planes that exhibit unique reflection 
characteristics other than conventional PEC, known as complex artificial ground planes.14,15

This chapter summarizes several typical engineered electromagnetic materials and 
illustrates their applications in antenna engineering. It is demonstrated that they not only 
improve the performance of conventional antennas such as gain, bandwidth, and efficiency, 
but also lead to novel radiator concepts and structures like surface wave antennas and 
reconfigurable antennas.

Mushroom-like EBG Polarization-
Dependent EBG

RIS Metasubstrate Embedded-Circuit
Metamaterial

Dichroic Plate FSS Sierpinski Fractal FSS Double Negative Material Multilayer Tripod EBG

Multilayer Dielectric
Structures

Double Concentric
Square Loop FSS

High Q Dipole FSS FSS Artificial
Ground Plane

FIGURE 34-1 Different classes of engineered electromagnetic materials

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Low Profile Antenna Performance Enhancement Utilizing Engineered Electromagnetic Materials



 LOW PROFILE ANTENNA PERFORMANCE ENHANCEMENT 34-3

34.2 CHARACTERIZATIONS AND DESIGNS 
OF ELECTROMAGNETIC BAND GAP (EBG) 
STRUCTURES

Among various engineered electromagnetic materials, mushroom-like EBG structure has 
attracted increasing attention.12 It consists of four parts: a ground plane, a dielectric substrate, 
periodic metal patches, and connecting vias, as shown in 
Figure 34-2. This structure is easy to fabricate using the 
printed circuit board (PCB) technique.

Frequency Band Gap and In-phase  
Reflection Coefficient

The mushroom-like EBG structure exhibits distinctive 
electromagnetic properties with respect to incident elec-
tromagnetic waves:

● When the incident wave is a surface wave ( )k k kx y
2 2

0
2+ ≥ ,  

the EBG structure shows a frequency band gap through 
which the surface wave cannot propagate for any inci-
dent angles and any polarization states, resulting in an 
ideal isolator for electromagnetic waves.

● When the incident wave is a plane wave (k k kx y
2 2

0
2+ < ), 

the EBG structure has an in-phase reflection coefficient of 
+1 at a certain frequency, which resembles an ideal perfect 
magnetic conductor (PMC) that does not exist in nature.

In the above equations, kx and ky denote the wave numbers in the horizontal directions, 
while k0 is the free-space wave number. The operation mechanism of this EBG structure 
can be explained by an LC filter array: the inductor L results from the current flowing 
through the vias, and the capacitor C is due to the gap effect between the adjacent patches. 
Some empirical formulas for the inductor L and the capacitor C are presented in Rahman 
and Stuchly.16

To accurately characterize the frequency band gap property and the in-phase reflection 
coefficient, the finite difference time domain (FDTD) method17–20 is used to analyze the 
EBG structure. A single unit of the EBG structure is simulated with periodic boundary 
conditions (PBC) incorporated on four sides to model an infinite periodic structure. The 
dimensions of the analyzed EBG structure are

 W = 0.10l, g = 0.02l, h = 0.04l, er = 2.94 (34-1)

where W is the width of the square patch, g is the gap width, h is the substrate thickness, and 
er is the dielectric constant of the substrate. The vias’ radius in the EBG structure is 0.005l. 
The free-space wavelength at 4 GHz, l = 75 mm, is used as a reference length to define the 
physical dimensions of the EBG structure. It is worthwhile to point out that the periodic-
ity of the EBG structure (0.12l) is much smaller than the wavelength. In addition, these 
dimensions are readily scaled to other frequencies of interest for different applications.

Figure 34-3a shows the w -b diagram of the EBG structure, where the vertical axis is 
the frequency and the horizontal axis represents the values of the horizontal wave num-
bers (kx, ky) in the Brillion zone. Each point in the dispersion diagram represents a certain 
surface wave mode. It is observed that in the frequency range from 3.5 GHz to 5.9 GHz, 

y

x Top View

x

z

Cross View

FIGURE 34-2 Geometry of a 
mushroom-like electromagnetic 
band gap (EBG) structure (after 
Yang et al62 © Microwave Optical 
and Technology Letters 2005)
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no surface waves can exist regardless of propagation angles or polarization states. Thus, 
this frequency region is defined as a surface wave band gap of the EBG structure.

Figure 34-3b shows the reflection phase curve for a normally incident plane wave. 
The reflection phase of a surface is defined as the phase of the reflected E field normal-
ized to the phase of the incident E field at the reflecting surface. It is known that a perfect 
electric conductor (PEC) has an 180° reflection phase and a perfect magnetic conductor 
(PMC) has a 0° reflection phase. In contrast, the reflection phase of the EBG surface 
decreases continuously from 180° to −180° as frequency increases. For example, the 
EBG surface exhibits a 90° reflection phase around 4.6 GHz and a 0° reflection phase 
around 5.8 GHz. It is important to note that the reflection phase varies with incident 
angles and polarization states.

Parametric Studies

The electromagnetic properties of the EBG structure are determined by its physical dimen-
sions, namely, patch width W, gap width g, substrate permittivity er, and substrate thickness 
h. Hence, in-depth studies on these parameters are required to develop engineering design 
guidelines for the EBG structure.21

The reference EBG parameters are listed below:

 W = 0.12l12 GHz, g = 0.02l12 GHz, h = 0.04l12 GHz, er = 2.20  (34-2)

The vias’ radius is 0.005l12 GHz. Figure 34-4 presents the effects of the preceding four 
parameters on the reflection phase of the EBG structure. During each study, only the param-
eter of interest changes, while the other three parameters remain the same as Eq. 34-2. Two 
important properties on the reflection phase curve are concerned: the resonant frequency 
where the reflection phase equals to zero and the slope of the curve that corresponds to the 
frequency bandwidth of the EBG structure. Following are observations that can be obtained 
from Figure 34-4:

● When the patch width W increases, the resonant frequency decreases and the slope of the 
curve becomes steep.

● When the gap width g increases, the resonant frequency increases and the slope of the 
curve becomes flat.

FIGURE 34-3 Electromagnetic properties of an EBG structure characterized using FDTD method with 
periodic boundary conditions (PBC): (a) the w -b diagram and (after Yang et al62 Microwave Optical and 
Technology Letters 2005) (b) the reflection phase. The EBG structure exhibits a frequency band gap for 
surface waves and an in-phase reflection coefficient for plane-wave incidence.
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● When the substrate thickness h increases, the resonant frequency decreases but the slope 
of the curve becomes flat.

● When the dielectric constant er increases, the resonant frequency decreases and the slope 
of the curve becomes steep.

Although the preceding observations focus on the reflection phase feature of the EBG 
structure, it is noticed that similar parameter effects also apply in the surface wave band 
gap property.

Polarization-Dependent EBG Designs

The aforementioned mushroom-like EBG structure has a symmetric square unit cell so 
that its reflection phase for the normal incidence is independent of the polarization states. 
When the unit geometry is modified, EBG structures with polarization-dependent reflec-
tion phases can be obtained.22–24

Figure 34-5a shows a polarization-dependent EBG design using rectangular patch units. 
The patch length L is 0.24l3 GHz and the width W is 0.16l3 GHz. The gap width is 0.02l3 GHz 
and the vias’ radius is 0.0025l3 GHz. The substrate thickness is 0.04l3 GHz and the dielectric 
constant is 2.20. As a reference, a square patch EBG surface (0.16l3 GHz × 0.16l3 GHz) is 
also studied. Due to different values of L and W, the reflection phase of the EBG surface 
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FIGURE 34-4 Parametric studies on the EBG dimensions: (a) patch width W effect, (b) gap width g effect, 
(c) substrate thickness h effect, and (d) substrate permittivity er effect
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becomes dependent on the x- or y-polarization state of the incident plane wave, as depicted 
in Figure 34-5b. When the incident plane wave is y-polarized, the rectangular patch EBG 
surface has the same reflection phase as the square patch EBG surface because the patch 
widths are the same. For the x-polarized incident plane wave, the patch length L plays a 
dominant role in determining the reflection phase. Since the length L is longer than the 
width W, the reflection phase curve shifts down to lower frequencies. It is noticed that 
near 3 GHz, the EBG surface shows a −90° reflection phase for the x-polarized wave and a  
+ 90° reflection phase for the y-polarized wave.

Besides the rectangular patch unit, various other approaches have also been used to realize 
the polarization-dependent feature. For example, Figure 34-6 shows two alternative designs: 
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FIGURE 34-5 (a) A rectangular-patch EBG surface and (b) the reflection phases of the EBG structure with 
respect to different polarizations of the incident wave (after Yang and Rahmat-Samii23 © Microwave Opt. 
Technol. Lett. 2004)
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FIGURE 34-6 Polarization-dependent EBG structures: (a) slot-loaded design and (b) offset vias design 
(after Yang and Rahmat-Samii23 © Microwave Opt. Technol. Lett. 2004)
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a slot-loaded EBG and an EBG with offset vias. In Figure 34-6a, a pair of y-oriented slots are 
symmetrically incorporated into the patch of a square EBG surface. The slots affect electric 
currents flowing along the x direction, resulting in a longer current path. Thus, the reflection 
phase of the x-polarized wave decreases to a lower frequency. In contrast, the reflection phase 
of the y-polarized wave remains the same as the square patch EBG surface because the slots 
have little effect on the electric currents flowing along the y direction.

In Figure 34-6b the vias are offset along the x direction while they are still centered 
along the y direction. Therefore, the reflection phase for the y-polarized wave remains 
unchanged whereas the reflection phase for the x-polarized wave varies with the vias’ posi-
tion. When the vias are located in the center of the patch, only one resonant frequency 
is observed. When the vias are offset, dual resonance behaviors are observed with one 
resonant frequency higher than the original frequency and the other lower. The different 
frequencies correspond to the different widths of the left and right regions of the patch with 
respect to the vias. The left part is narrower and thus corresponds to the higher resonant 
frequency. The right part is wider and is related to the lower resonant frequency.

34.3 LOW PROFILE WIRE ANTENNAS  
ON EBG GROUND PLANE

Because of the attractive electromagnetic properties, the EBG structure has been applied 
in various antenna applications. In this section, the in-phase reflection coefficient feature 
is exploited to increase the radiation efficiency of low profile wire antennas.21,25–27 The low 
profile design usually refers to an antenna structure whose overall height is less than one-tenth 
of the operating wavelength, which is desirable in many mobile communication systems.

Dipole Antenna on an EBG Ground Plane

To appreciate the advantages of using an EBG ground plane, we start with a dipole 
antenna, the simplest radiating structure. As shown in Figure 34-7a, a dipole antenna is 
horizontally positioned above an EBG ground plane to obtain a low profile configura-
tion.28 The dipole length is 0.40l12 GHz and its radius is 0.005l12 GHz. The height of the 
dipole over the top surface of the EBG ground plane is only 0.02l12 GHz. A finite EBG 
ground plane with a 1l12 GHz × 1l12 GHz size is used in the analysis, and the dimensions of 
the EBG structure are the same as those given in Eq. 34-2.
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FIGURE 34-7 Dipole antenna near an EBG ground plane: (a) geometry and (b) FDTD simulated return 
loss (after Yang and Rahmat-Samii21© IEEE 2003)
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Figure 34-7b shows the FDTD simulated return loss of the dipole antenna. For com-
parison purposes, the performances of dipole antennas on PEC and PMC ground planes 
are also simulated and plotted. When the dipole is located above the PEC ground plane, 
the return loss is only −3.5 dB. The PEC surface has a 180° reflection phase so that the 
direction of the image current is opposite to that of the original dipole. The radiations from 
the image current and the original dipole cancel each other, resulting in a very poor return 
loss. When the PMC surface, which has a reflection phase of 0°, is used as the ground 
plane, the dipole has a return loss of −7.2 dB. The return loss is improved; however, it suf-
fers from a strong mutual coupling between the image current and the dipole due to their 
close proximity.21,29 The best return loss of −27 dB is achieved by the dipole antenna over 
the EBG ground plane. The reflection phase of the EBG varies with frequency from 180° 
to −180°. In a certain frequency range, the EBG surface successfully serves as the ground 
plane for a low profile dipole, resulting in a high radiation efficiency. It is clear from this 
comparison that the EBG surface is a good ground plane candidate for low profile wire 
antenna designs.

A further question is how to identify the operational frequency band of an EBG 
ground plane. To this end, the parameters of the EBG surface are fixed and the length 
of the dipole is varied to resonate at different frequencies. By observing the return loss 
value and radiation patterns of the dipole at different frequencies, one can find a use-
ful operational frequency band of the EBG ground plane for low profile wire antenna 
designs. Figure 34-8a shows the return loss results of a dipole with its length varying 
from 0.26 l12 GHz to 0.60 l12 GHz. It is observed that the dipole shows a return loss better 
than −10 dB in a frequency range from 11.5 to 16.6 GHz.

From a computational efficiency viewpoint, it would be interesting to know if one could 
directly use the reflection phase curve of the EBG structure to identify the operational fre-
quency band. Thus, the reflection phase of the EBG surface is evaluated, and the result is 
presented in Figure 34-8b. In contrast to the 180° reflection phase of a PEC surface or the 
0° reflection phase of a PMC surface, if one chooses the 90° ± 45° reflection phases as the 
criterion for the EBG ground plane, a frequency region from 11.3 to 16 GHz is identified, 
which is close to the frequency region obtained in the dipole model. It is revealed from this 
comparison that the operational frequency band of an EBG ground plane is the frequency 
region inside which the EBG surface shows a quadratic reflection phase (90° ± 45°). This 
quadratic reflection phase criterion has been further demonstrated by various numerical 
and experimental results.21
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FIGURE 34-8 Identification of the operational frequency band of an EBG ground plane: (a) return loss 
of a nearby dipole with length varying from 0.26 to 0.60 l12 GHz and (b) reflection phase of the EBG surface 
(after Yang and Rahmat-Samii21 © IEEE 2003)
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The radiation patterns of dipole antennas above the EBG ground plane are also cal-
culated to verify the radiation efficiency. Figure 34-9 displays both the E- and H-plane 
patterns of three dipole antennas at their resonant frequencies: (1) 0.48 l12 GHz dipole reso-
nating at 12 GHz, (2) 0.36 l12 GHz dipole resonating at 13.6 GHz, and (3) 0.32 l12 GHz 
dipole resonating at 15.3 GHz. It is observed that all three dipoles radiate efficiently with 
directivities around 8 dB.

Circularly Polarized Designs

Circularly polarized (CP) antennas are desired in many communication systems such as 
the Global Positioning System (GPS) and satellite links. The EBG ground plane is also 
implemented in low profile CP wire antenna designs. The first approach is to replace the 
traditional PEC ground plane of a curl antenna with an EBG ground plane, as shown in 
Figure 34-10a. The circular polarization is generated by the traveling current along the 
curl30 and the EBG ground plane helps to improve the radiation efficiency of the curl 
in a low profile configuration.31,32 It is noticed that the overall antenna height (0.07l) 
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FIGURE 34-9 Radiation patterns of three dipoles at their resonant frequencies: (a) E-plane patterns and  
(b) H-plane patterns (after Yang and Rahmat-Samii21 © IEEE 2003)
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FIGURE 34-10 Photographs of low profile CP wire antennas on EBG ground plane: (a) a curl on a square 
patch EBG ground plane (after Yang and Rahmat-Samii31 © Microwave Opt. Technol. Lett. 2001) and (b) a 
dipole on a rectangular patch EBG ground plane (after Yang and Rahmat-Samii33 © IEEE 2005)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Low Profile Antenna Performance Enhancement Utilizing Engineered Electromagnetic Materials



34-10 CHAPTER THIRTY-FOUR 

is much smaller than that of a conventional curl design on a PEC ground plane (0.25l).  
Figure 34-10b presents the second approach for low profile CP wire antenna design where 
a linearly polarized dipole is used instead of the CP curl.33 The circular polarization pattern 
of the overall antenna is realized by the superposition of the directly radiating wave from 
the dipole and the reflected wave from the EBG ground plane. A polarization-dependent 
EBG ground plane is carefully designed and implemented here so that the reflected wave 
has a perpendicular polarization direction to the directly radiating wave as well as a 90° 
phase shift.23 The function of the polarization-dependent EBG ground plane is similar to a 
meandering line polarizer.6

Reconfigurable Antenna with Pattern Diversity

Another interesting application of the EBG ground plane is to build a low profile reconfigu-
rable wire antenna with radiation pattern diversity.34 Reconfigurable antennas are desirable 
in modern wireless communication systems35–37 because they can provide more functional-
ities than ordinary antennas by reconfiguring their radiation performance, such as the oper-
ating frequencies,38,39 polarizations,40–42 and radiation patterns.43–47 Figure 34-11a shows the 
geometry of a reconfigurable wire antenna design, where a feeding probe is connected to two 
metal strips through two switches. When the left switch is ON and the right switch is OFF, 
the probe has an electrical connection to the left strip, resulting in a bent monopole oriented 
along the −x direction. When the left switch is OFF and the right switch is ON, the probe has 
an electrical connection to the right strip, resulting in a bent monopole oriented along the +x 
direction. As a consequence, the direction of the antenna beam can be switched in space and 
the diversity in the radiation pattern is realized. A reconfigurable antenna prototype is built 
to demonstrate the operational mechanism, and the measured diversity patterns are shown in 
Figure 34-11b. It is observed that the antenna beam is switched between ±26°.
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FIGURE 34-11 A low profile reconfigurable wire antenna on the EBG ground plane with radiation pattern 
diversity: (a) antenna geometry and (b) measured radiation patterns

y

x Top View

x

z

Cross View

Switches

EBG surface

Wire

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Low Profile Antenna Performance Enhancement Utilizing Engineered Electromagnetic Materials



 LOW PROFILE ANTENNA PERFORMANCE ENHANCEMENT 34-11

34.4 PATCH ANTENNAS WITH ENHANCED 
PERFORMANCE USING EBG STRUCTURES

The EBG structure has two main features, and the in-phase reflection coefficient feature 
is used in the preceding section to improve the radiation efficiency of low profile wire 
antennas. This section discusses how the surface wave band gap feature is used to enhance 
the performance of microstrip antennas and arrays. Microstrip antennas are widely used in 
wireless communications due to their numerous advantages, including low profile configu-
ration, light weight, low fabrication cost, and conformability with RF circuitry. In typical 
microstrip antenna designs, unwanted surface waves are excited in the substrate. These sur-
face waves degrade the antenna performance, such as decreasing the antenna gain, increas-
ing the back lobe, and increasing the mutual coupling. This problem becomes more severe 
when high dielectric constant substrates are used to design miniaturized microstrip anten-
nas. Various methods have been proposed to solve this problem,48–51 and the EBG structures 
demonstrate excellent capability in reducing the surface waves.52–61 In this section, the 
mushroom-like EBG structure is integrated into microstrip antennas and arrays, and the 
applications of metasubstrate in microstrip antennas will be discussed in Section 34.6.

Patch Antenna Element

The EBG structure is first integrated with a microstrip patch antenna element to increase 
the antenna gain and suppress the back radiation.54 The basic idea is to properly design the 
EBG structure such that the resonant frequency of the patch antenna falls inside the band 
gap of the EBG structure, hence inhibiting the surface waves. Figure 34-12a shows a patch 
antenna surrounded by four rows of EBG cells. The patch antenna is designed to resonant at 
5.8 GHz and is fabricated on a 2.54-mm-thick RT/duroid 6010 (er = 10.2) substrate with a 
finite ground plane of 52 × 52 mm (1l × 1l at 5.8 GHz). The EBG patch size is 2.5 × 2.5 mm 
and the gap width between adjacent patches is 0.5 mm. It is noticed that the EBG structure 
is compact in this design because a thick substrate with a high dielectric constant is used. 
For comparison purposes, a conventional patch antenna on the same substrate but without 
EBG cells is built as a reference. It is noticed that both antennas have similar return loss,  

(a) (b)

FIGURE 34-12 (a) Photo of a microstrip patch antenna surrounded by an EBG structure and (b) measured 
E-plane radiation patterns for patch antennas with and without EBG structure
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but the EBG case shows an improved radiation pattern, as plotted in Figure 34-12b. With the 
surrounding EBG cells, the antenna gain is successfully increased by 3.2 dB while the back 
lobe is effectively reduced by more than 15 dB.

Patch Antenna Array

The EBG structure also can be integrated with a microstrip antenna array to reduce the 
mutual coupling between antenna elements.55 As shown in Figure 34-13a, two pairs of 
microstrip antennas with and without the EBG structure are fabricated on 1.92-mm-thick 
Roger RT/duroid 6010 substrates. The antenna’s size is 6.8 × 5 mm, and they are fabricated 
on a finite ground plane of 100 × 50 mm with the patch distance of 38.5 mm (0.75 l5.8 GHz). 
The EBG patch width is 3 mm and the gap width is 0.5 mm.

The measured results are shown in Figure 34-13b, where both antennas resonate at 
5.86 GHz with a return loss better than −10 dB. For the antenna array without the EBG 
structure, the mutual coupling at 5.86 GHz is as high as −16.8 dB. In contrast, the mutual 
coupling of the antennas with the EBG structure is only −24.6 dB. An 8-dB reduction of 
mutual coupling is achieved at the resonant frequency because of the effective suppression 
of surface waves by the EBG structure. This low mutual coupling design is potentially use-
ful for various phase array applications, such as eliminating blind angles in radar systems.

34.5 SURFACE WAVE ANTENNAS WITH  
A MONOPOLE-LIKE RADIATION PATTERN

The mushroom-like EBG structure exhibits both a surface wave band gap feature and an in-
phase reflection coefficient. However, these two characteristics are not necessarily associated 
with each other.62 For example, this section discusses another engineered electromagnetic 
material that only has an in-phase reflection coefficient but has no band gap for surface waves. 
This new engineered material is used to design surface wave antennas that realize a monopole-
like radiation pattern with a low profile configuration.
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FIGURE 34-13 (a) Photos of a normal microstrip antenna array (above) and a design that integrates the 
EBG structure into the array (below); (b) measured scattering coefficients of the microstrip antenna arrays 
(after Yang and Rahmat-Samii55 © IEEE 2003)
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Dipole-Fed Surface Wave Antenna

Figure 34-14a shows the geometry of a horizontal dipole antenna above a patch-loaded 
grounded slab. The dipole is simply fed by a 50-Ω coaxial cable: one arm of the dipole 
is connected to the center probe of the cable, and the other arm is connected to the out-
side conductor of the cable, which is soldered to the lower PEC of the artificial surface. 
Compared to Figure 34-7a, this design uses a patch-loaded grounded slab as the ground 
plane, which is similar to a mushroom-like EBG structure except that the vertical vias are 
all removed. It is revealed that removing the vertical vias has little effect on the in-phase 
reflection feature for a normally incident plane wave; however, it completely changes  
the surface wave characteristic of the engineered ground plane. Figure 34-14b presents the 
dispersion diagram of the patch-loaded grounded slab. The dimensions of this artificial 
ground plane are the same as those given in Eq. 34-1. It is clear that when the vertical vias 
are removed, the surface wave band gap disappears. Therefore, the surface waves can exist 
over the entire frequency band.

Due to the different properties of the engineered ground plane, the radiation performance 
of the antenna is vastly different from the ones discussed in Section 34.3. The return loss of 
the antenna with various dipole lengths is shown in Figure 34-15a. It is noticed that the low 
profile antenna also obtains a good return loss in a frequency region where the artificial sur-
face exhibits a quadratic reflection phase. When the dipole length is 0.26l4 GHz, the antenna 
achieves a good return loss of −30 dB at 4.05 GHz with a 7.1 percent impedance bandwidth. 
It is worthwhile to point out that the length of the dipole is much smaller than the half wave-
length at the operating frequency. In contrast, if a dipole is located near an EBG ground plane 
and resonates at the same frequency, the length of the dipole is close to a half wavelength.

Figure 34-15b shows the radiation patterns of the antenna at the resonant frequency of 
4.05 GHz. Several interesting observations can be made from this figure. First, the antenna 
shows a small radiation power in the broadside direction (q = 0°). The main beam of this 
antenna points to the q = 50° direction with a directivity of 5 dBi. This is different from the  

FIGURE 34-14 (a) A dipole antenna near a patch-loaded grounded slab and (b) the dispersion diagram 
of the patch-loaded grounded slab. No surface wave band gap exists for this engineered structure (after 
Yang et al62 © Microwave Optical and Technology Letters 2005).
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dipole antenna on an EBG ground plane whose main beam points to the broadside direc-
tion, as shown in Figure 34-9. Second, Eq is the copolarized field in both the xz (f = 0°) and 
yz planes (f = 90°). Thus, both the xz and yz planes are E planes. In contrast, if the dipole 
is near an EBG ground plane, the xz plane is the E plane but the yz plane is the H plane. In 
summary, this antenna has entirely different radiation characteristics compared to a hori-
zontal dipole on an EBG ground plane.

The radiation characteristics in Figure 34-15 can be explained by the propagation and 
diffraction of surface waves in the engineered ground plane. When a dipole is positioned 
near a patch-loaded grounded slab, strong surface waves are excited to propagate along 
the ground plane. The dipole works more like a transducer than a radiator. Therefore, the 
optimal length of the dipole is not necessarily equal to a half wavelength. It is also noticed 
that the surface waves are dominated by the TMz mode and the electric field is vertically 
polarized. When the surface waves diffract at the edge of the ground plane, a monopole-
like radiation pattern is generated. For example, since the diffraction at the edge is hard 
boundary diffraction, two diffracted rays from opposite edges will cancel in the broadside 
direction, resulting in a radiation null. The hard diffraction also determines the polarization 
of the radiating field along the q direction. Therefore, this antenna is properly identified as 
a surface wave antenna (SWA)63–67 because of this operational mechanism.

The attractive feature of this SWA design is the low profile configuration. The height of 
the horizontal dipole over the artificial ground plane is only 0.02l4 GHz whereas the height 
of a typical monopole antenna is 0.22l4 GHz. The dipole height is less than 10 percent of the 
conventional monopole antenna. Therefore, this low profile SWA design has a promising 
potential in mobile communication systems such as vehicle radio systems.

Patch-Fed Surface Wave Antenna

A deficiency in the previous design is the relatively high cross-polarization attributed to the 
direct radiating field from the dipole. To solve this problem and obtain a better monopole-like 
radiation pattern, a patch-fed surface wave antenna (PFSWA) is sketched in Figure 34-16a. 
The same patch-loaded grounded slab is used in the antenna design while a circular patch 
is inserted in the middle of the substrate to excite surface waves.68 Investigation shows that 
the energy can be effectively coupled from the cavity fields underneath the circular patch to 
the surface waves propagating along the engineered ground plane. Hence, good radiation 
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FIGURE 34-15 Radiation characteristics of the dipole-fed surface wave antenna: (a) FDTD simulated 
return loss of the antenna with different dipole lengths (after Yang et al62 © Microwave Optical and Technology 
Letters 2005) and (b) radiation patterns of the antenna at 4.05 GHz with a dipole length of 0.26l

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Low Profile Antenna Performance Enhancement Utilizing Engineered Electromagnetic Materials



 LOW PROFILE ANTENNA PERFORMANCE ENHANCEMENT 34-15

efficiency can be obtained. Parametric studies reveal that 8 × 8 periodic patches are enough to 
launch the surface waves. In order to get a symmetric diffraction pattern, the ground plane is 
truncated into a circular shape. Figure 34-16b shows measured radiation patterns of a PFSWA 
prototype, which is very similar to a typical monopole pattern. Both the xz plane (f = 0°) and 
diagonal plane (f = 45°) patterns are presented, which are almost identical to each other. It has 
a deep null in the broadside direction and the antenna beam is at q = 47° direction with a gain 
of 5.6 dBi. The co-polarization is along the q direction, and the cross-polarization is −25 dB 
lower than the co-polarization in the front side. A noticeable cross-polarization is observed in 
the backside of the antenna due to diffractions from the supporting posts and feeding cable.

34.6 IMPEDANCE AND MAGNETO-DIELECTRIC 
SUBSTRATES FOR SMALL ANTENNA DESIGNS

The growing number of wireless applications has presented RF engineers with a continu-
ing demand for low-cost, power-efficient, and small-size system designs. Depending on 
the application at hand and required system characteristics, such as data rate, environment, 
range, etc., the system parameters, such as operating frequency, transmitter power, and 
modulation scheme, may vary widely. However, independent of the application, compact-
ness, wide bandwidth, high efficiency, ease of fabrication and integration, and low cost are 
always sought in wireless systems. One of the most important components of wireless sys-
tems is their antenna. The substrate of the antenna has a significant role in successfully pro-
viding the above engineering requirements. In this section, three novel substrates—namely, 
reactive impedance, layered magneto-dielectric, and embedded-circuit metasubstrates—
are presented, and their advantages and challenges in the design of small antennas with 
improved bandwidth performance are addressed.

FIGURE 34-16 A low profile patch-fed SWA with a monopole-like radiation pattern: (a) antenna geometry 
and (b) measured radiation patterns
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Reactive Impedance Surface

Design of antenna elements with significant front-to-back radiation ratio is usually accom-
plished through the use of metal-backed substrates.69 However, printed antennas on metal-
backed substrates have limited bandwidth and efficiency. As demonstrated earlier, this 
problem stems from the fact that the radiated field from the image of the antenna’s electric 
current, which is placed in close proximity and parallel to a PEC, tends to cancel out 
the radiated field from the antenna current itself. In this case, matching the antenna input 
impedance is rather difficult, and if a matching condition can be achieved, it would be over 
a relatively narrow bandwidth. To circumvent this difficulty, a reactive impedance surface 
(RIS), as proposed in Mosallaei and Sarabandi,29 can be used for the antenna substrate. The 
RIS has three major features:

● It provides a total reflection power that enhances the antenna front-to-back ratio.
● The image of a point source located above the RIS is a spatially distributed current ele-

ment that has the minimum interaction with the point source. This has the significant 
advantage of reducing the mutual coupling between the antenna and its substrate, result-
ing in the impedance bandwidth enhancement. Mutual coupling F between an infinitesi-
mal dipole located at 0.02l0 above the RIS and its image as a function of the normalized 
impedance n/h0 is demonstrated in Figure 34-17. It shows the minimum coupling occurs 
for a surface impedance of n = 0.33h0, an impedance between the PEC and PMC behav-
iors, as pointed out before.

● RIS has the ability to store magnetic (or electric) energy that can be properly used to com-
pensate for the near-field electric (or magnetic) energy of the radiating structure resulting 
in the antenna size reduction.

To realize an RIS with surface impedance h = jn, a periodic configuration of small-
size patch elements printed on a dielectric material backed by a PEC can be used  
(see Figure 34-18a). The gap capacitances between the patches provide an equivalent 
capacitor that is in parallel with an inductor obtained from the PEC after the distance 
d through the dielectric material. A parallel LC circuit offers a reactive impedance behav-
ior satisfying the required condition. The FDTD is applied to demonstrate the surface 
impedance property of the RIS and the results for normal and oblique incident waves 
are plotted in Figure 34-18b. Since the dielectric constant of substrate is relatively large, 

(a) (b)

FIGURE 34-17 Mutual coupling between an infinitesimal dipole, located above the RIS, and its image: 
(a) amplitude and (b) phase (after Mosallaei and Sarabandi29 © IEEE 2004)
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according to Snell’s law, the transmission angle is almost independent of the incident 
angle. As a result, the surface performance is almost insensitive to the incident angle 
(see Figure 34-18b).

It must be mentioned that in the proposed design, no connecting vias between the patch 
elements and ground plane are constructed. In fact, the vias have nothing to do with the 
reflection phase and impedance performance of the structure. The major application of vias 
is when undesirable surface waves can propagate through the substrate, where in this case 
the vias can be used to successfully forbid the propagation of these waves. This has been 
clearly demonstrated in Section 34.4.

Figure 34-19a shows the geometry of a patch antenna printed on a relatively low dielec-
tric material with er = 6 and located above the RIS substrate. The FDTD is applied to char-
acterize the structure, and the return loss is determined in Figure 34-19b, where a resonant 
frequency of f0 = 1.86 GHz is obtained. The inductive property of RIS below the resonant 
frequency is properly combined with the capacitive behavior of patch in this spectral range 
and successfully shifts down the resonance frequency of antenna, resulting in the antenna 
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FIGURE 34-18 An RIS constructed from the periodic array of patches printed on a dielectric material 
backed by PEC: (a) the geometry and its equivalent circuit model and (b) normalized surface impedance 
(after Mosallaei and Sarabandi29 © IEEE 2004)
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miniaturization by a factor of about 5(l0/10 antenna size). In addition, since the RIS has 
a very small coupling with the antenna, a relatively wide bandwidth of about BW = 5.0% is 
achieved. For comparison, the performance of the patch printed on a dielectric material 
with er = 21.0 (providing the same resonant frequency) and thickness t = 0.2 cm is also plotted 
in Figure 34-19b. Patch radiator printed on the conventional substrate provides a very narrow 
bandwidth of about BW = 0.63%. A thicker conventional dielectric substrate may provide a 
wider bandwidth; however, the impedance matching is more difficult.

Fabrication of the patch antenna printed over the RIS substrate is illustrated in  
Figure 34-20. Two independent layers are fabricated separately on high-quality ceramic 
substrates. The dielectric material used for the patch antenna substrate is Trans-Tech D-6 
magnesium silicate (er = 6), commonly known as Forsterite. The RIS substrate is made 
using Trans-Tech MCT-25 magnesium calcium titanate composition (er = 25). Using a 
thick film silver paste and Trans-Tech’s screen printing process, the array of square patches, 
corresponding metal backing, and patch are generated. Both substrates are heat treated to 
form an intimate bond of the silver to the dielectric material. This intermediary stage is 
diagrammed in Figure 34-20a. Using a two-part, low-loss dielectric adhesive, the sub-
strates are assembled in a fixture to ensure alignment. The return loss of the fabricated 
patch antenna is measured and plotted in Figure 34-21a. The antenna resonance is found 
to be at f0 = 1.92 GHz and it exhibits an impedance match with better than −25-dB return 
loss. The measured relative bandwidth is BW = 6.71%. The radiation patterns are mea-
sured in the anechoic chamber of the University of Michigan Radiation Laboratory and are 
shown in Figure 34-21b. The gain and front-to-back ratio are, respectively, measured to be  
G = 4.5 dBi and 5.6 dB. This measured gain corresponds to an excellent radiation efficiency 
of er = 90%. To our knowledge, this is the highest reported gain and bandwidth for such a 
small planar antenna.

Magneto-Dielectric Substrate

In this section, the design of a layered magneto-dielectric substrate for antenna miniaturiza-
tion and bandwidth enhancement is presented. A common approach for antenna miniatur-
izing is to print the radiator on a high-permittivity substrate. However, the strong electric 
energy stored inside the high dielectric substrate beneath the patch increases the radiation 
quality factor of antenna (Q) resulting in a narrow impedance bandwidth. To overcome  
this problem, one can use a magneto-dielectric material with moderate values of mr and er 

(a) (b)

FIGURE 34-20 Fabrication of patch on the RIS substrate: (a) magnesium silicate and magnesium calcium 
titanate blocks metalized and etched and (b) assembled patch antenna over the RIS substrate (after Mosallaei 
and Sarabandi29 © IEEE 2004)
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that provides the same miniaturization factor n r r= µ ε , while a wider bandwidth can be 
achieved.70 It has been shown by Hansen and Burke71 that the zero-order bandwidth for an 
antenna over a magneto-dielectric substrate with thickness t can be approximated by

 BW
tr r

r r

≈
96

2 4 17
0µ ε λ

µ ε[ ]+
⋅  (34-3)

Thus for a given miniaturization factor (constant µ εr r ), the antenna bandwidth 
can be enhanced by increasing mr/er (mr > er). Figure 34-22a shows a patch antenna 
with size 10 × 8 cm printed on a four-layer dielectric and hexaferrite materials with 
thickness 2 cm. The size of the ground plane is 20 × 20 cm. The hexaferrite is a Z-type 
hexagonal material fabricated in Trans-Tech. It has the permittivity of around 16 and 
permeability shown in Figure 34-22b. The dielectric material has permittivity er = 2.2 
and loss tangent tgdl = 0.001. Notice that to offer a low-loss radiation performance, the 
antenna must operate away from the material resonant frequency.

(a) (b)

FIGURE 34-22 Patch antenna printed on four-layer dielectric and hexaferrite substrate: (a) the geometry 
and (b) hexaferrite performance (after Mosallaei and Sarabandi70 © IEEE 2004)
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FIGURE 34-21 (a) Measured return loss and (b) radiation patterns of the patch antenna fabricated over the 
RIS substrate (after Mosallaei and Sarabandi29 © IEEE 2004)
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As discussed above, the larger mr/er provides the larger bandwidth. The layered 
design allows us to effectively accomplish a large mer/eer, although the hexaferrite itself 
has almost the same permittivity and permeability below the resonance. Since the patch 
antenna supports a dominant TEM wave with electric and magnetic fields polarized 
vertically and horizontally, respectively, they experience the effective dielectric and 
magnetic materials of eer = 3.84 − j0.004 and mer = 8.61 − j0.16.70 This provides a min-
iaturization factor greater than 5 with considerably enhanced antenna bandwidth. The 
FDTD is applied to obtain the return loss and radiation patterns of antenna, as shown in 
Figure 34-23. The antenna resonance is at f0 = 277 MHz and it provides a wide band-
width of about BW = 3.2%. The size of the antenna is around 0.09l0 with a miniaturiza-
tion factor of 5.4. The directivity of the antenna is D0 = 2.9 dB and it has a front-to-back 
ratio 1.3 dB (ground plane size is 0.18l0 × 0.18l0). The calculated antenna efficiency is 
about er = 67%. Notice that to achieve the same miniaturization factor utilizing only a 
dielectric material (mr = 1) one must use er = 23.7. This reduces the bandwidth to about 
BW = 0.5% as shown in Figure 34-23a. The efficiency in this case for a dielectric loss 
tangent of 0.001 is about er = 64%. Therefore, utilizing the magneto-dielectric substrate, 
one can offer a miniaturized wideband planar antenna with relatively high efficiency. 
The antenna bandwidth for the proposed magneto-dielectric substrate is about six times 
higher than that of the dielectric substrate. However, the major challenge is to practically 
achieve a low-loss magnetic material at any frequency of interest (e.g., GHz range).

Embedded-Circuit Metasubstrate

A metasubstrate constructed from loop circuits embedded in a low dielectric host medium 
can realize a magneto-dielectric substrate at any frequency of interest.72–75 Figure 34-24a 
shows the geometry of a periodic configuration of loop circuits. The building block unit 
cell of the structure is constructed from a metallic loop terminated to a large capacitor, 
modeling a resonant LC circuit. The loops are very small in size realizing artificial material  
molecules. They are oriented along the y-direction to offer the desired effective permeability  

(a) (b)

FIGURE 34-23 The performance of patch antenna printed on the magneto-dielectric substrate: (a) return 
loss and (b) radiation patterns (after Mosallaei and Sarabandi70 © IEEE 2004)
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in this direction. The gap coupling between the loops provides the required effective per-
mittivity. The designed embedded-circuit medium has constant effective permittivity of  
eeff = 7.0e0, and the effective resonant permeability given by Mosallaei and Sarabandi75 of

 µ µeff GHz
= −

−




0

2
2 21 0 52
1

1 2 0
( . )

( . ) ( )f
 (34-4)

These parameters are plotted in Figure 34-24b. Note that the resonant frequency of 
permeability, and thus the m, can be properly tuned at any frequency of interest by simply 
changing the loop capacitors.

A metasubstrate is made from the embedded-circuit inclusions, as shown in Figure 34-25a. 
The operating mode of the patch antenna is a TM wave with electric and magnetic fields polar-
ized along the z- and x-directions, respectively. Hence, the fields experience the effective param-
eters of the designed metamaterial. The FDTD is applied to characterize the antenna printed on 
the embedded-circuit metasubstrate, and the result for return loss is shown in Figure 34-25b. A 
resonant frequency of f0 = 1.74 GHz (miniaturization factor of about 4) and bandwidth of about 
BW = 1% are determined. The patch antenna printed on a dielectric substrate with er = 13.92 
(keeping the same resonant frequency) has bandwidth of about BW = 0.6%. The metasubstrate 
offers a relatively wider bandwidth. It must be highlighted that the dispersion behavior of the 
permeability function plays an important role in degrading the impedance bandwidth perfor-
mance. Both the dielectric and embedded-circuit substrates provide similar radiation patterns, 
as shown in Figure 34-26.

FIGURE 34-24 An embedded-circuit metamaterial with e-m parameters: (a) the geometry and (b) perme-
ability performance (after H. Mosallaei and K. Sarabandi75 © IEEE 2007)
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FIGURE 34-25 Patch antenna printed on an embedded-circuit metasubstrate: (a) the geometry and 
(b) return loss (after H. Mosallaei and K. Sarabandi75 © IEEE 2007)
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To fabricate the metasubstrate, the first step is to realize an optimal design for the reso-
nant loop circuits. A metallic loop terminated to an interdigitated capacitor seems like a 
reasonable choice for realizing LC inclusions. However, this is a nonoptimal use of the unit 
cell area because the interdigitation consumes too much valuable space inside the induc-
tive loop and thereby inhibits optimal coupling to the incident magnetic field. It has been 
demonstrated in Buell et al76 that a spiral loop is much more preferable because it uses less 
area to provide equivalent capacitance while simultaneously providing additional induc-
tance, and hence additional permeability. A metasubstrate is fabricated utilizing the spiral 
inclusions illustrated in Figure 34-27.76 It has a cell size of ∆x = ∆z = 2 cm, ∆y = 3.028 mm 
(120 mils). The substrate is fabricated on 120-mil-thick Rogers RO-4003 dielectric.  
The spiral resonators are etched from 1/2 -oz-thick copper (0.017 mm) with a line-width 
(w) and spacing (s) of 0.127 mm (5 mils). In this design, lx = lx = 16 mm. To reduce substrate 
mass, 33/64-in-diameter air holes are drilled along the y-axis into the center of each spiral 
resonator cell. The final substrate mass is reduced by a factor of approximately 1/3, which 
is significant for a 2-cm-thick substrate. The substrate has a total size of 24 × 24 × 2 cm 
and a weight of approximately 3.5 lb. It provides an effective permittivity of ereff = 13.13, 

(a) (b)

FIGURE 34-26 Radiation patterns of antenna printed on (a) dielectric and (b) metasubstrate (after  

H. Mosallaei and K. Sarabandi75 © IEEE 2007)
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and an effective permeability with resonant frequency obtained around 285 MHz. Although 
here a design for the operation in UHF band is presented, the metamaterial unit cell can be 
properly redesigned for operation at any frequency of interest.

A probe-fed microstrip patch antenna resonant at 250 MHz is built on the meta- 
substrate (see Figure 34-27). To resonant at 250 MHz, the patch dimensions are found to be 
9.3 × 9.3 cm. The measured return loss and radiation patterns are shown in Figure 34-28.  
A miniaturization factor of about 6.4 and efficiency around er = 20% are measured.

A better efficiency can be achieved if a thicker metallization is used. This will improve 
the magnetic loss tangent by a factor of 2. An additional source of loss is the dielectric 
loss tangent of the host dielectric material. Decreasing the host material dielectric loss 
tangent will significantly improve the efficiency of the dielectric medium, but not as 
strongly as improvements to the metallization would. To estimate the impact of changes in 
material loss tangent on antenna efficiency, the performance of a 250-MHz patch printed 
on a substrate with material parameters of er = 9.8, mr = 3.1, and tand = tande = tan dm is 
simulated in Figure 34-29. Obviously, the better material loss offers the better antenna 
radiation efficiency.

(a) (b)

FIGURE 34-28 (a) Measured return loss and (b) radiation patterns of the patch antenna printed on the 
fabricated metasubstrate (after Buell et al76 © IEEE 2006)

FIGURE 34-29 Radiation efficiency of a patch antenna at 
250 MHz versus substrate material loss tangent on modeled 
metamaterial substrate (after Buell et al76 © IEEE 2006)
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In summary, it must be mentioned that although metasurfaces and metasubstrates 
theoretically present promising advantages; in practice, achieving low-loss wideband 
metamaterial would be a challenge. It is anticipated that the development of all-dielectric 
metamaterials to address some of these engineering concerns might help.
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35.1 INTRODUCTION

This chapter gives an overview of the development history, key design methodologies, 
bandwidth issues, and applications for the reflectarray antenna, in particular the printed 
reflectarray.

The reflectarray is an antenna consisting of either a flat or slightly curved reflecting sur-
face and an illuminating feed, as shown in Figure 35-1. On the reflecting surface, there are 
many isolated elements (e.g. open-ended waveguides, printed microstrip patches, dipoles, 
or rings) without any power-division transmission lines. The feed antenna spatially 
illuminates these isolated elements, which are predesigned to re-radiate and scatter the 
incident field with electrical phases that are required to form a planar phase front in the 
far-field distance. This operation is similar in concept to the use of a parabolic reflector that 
utilizes its unique curvature to reflect and form a planar phase front when a feed is placed at 
its focal point. Thus the term “flat reflector” is sometimes used to describe the reflectarray, 
which utilizes both technologies of parabolic reflector and array. As shown in Figure 35-2, 
there are several methods for reflectarray elements to achieve a planar phase front. For 
example, one is to use identical microstrip patches with different-length phase delay lines 
attached so that they can compensate for the phase delays over the different paths from the 
illuminating feed. Another is to use variable-size patches, dipoles, or rings so that elements 
can have different scattering impedances and, thus, different phases to compensate for the 
different feedpath delays. With the third method, for circular polarization only, the reflect- 
array has all identical circularly polarized elements but with different angular rotations to 
compensate for the feedpath length differences.

Reflectarrays using printed microstrip elements have been developed to achieve low 
reflecting surface profile, small antenna mass, and low manufacturing cost. These reflectar-
rays combine some of the salient features of the traditional parabolic reflector antenna and 
the microstrip array technology. Similar to a parabolic reflector, the reflectarray can achieve 
very good efficiency (> 50 percent) for a very large aperture since no power divider is needed 
and thus very little resistive insertion loss is encountered here. On the other hand, very similar 
to an array antenna, the reflectarray can have its main beam designed to tilt at a large angle  
(> 50°) from its broadside direction. Low-loss electronic phase shifters can be implanted into 
the elements for wide-angle electronic beam scanning. With this beam scanning capability 

FIGURE 35-1 Configuration of a reflectarray antenna
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of the reflectarray, the complicated high-loss beamforming network and high-cost transmit/
receive (T/R) amplifier modules of a conventional phased array are no longer needed.

One significant advantage of the printed reflectarray is that, when a large aperture (e.g. 
10-m size) spacecraft antenna requires a deployment mechanism, the flat structure of the 
reflectarray allows a much simpler and more reliable folding or inflation mechanism to be  
accomplished than is possible with a specifically curved surface of a parabolic reflector. The 
flat reflecting surface of the reflectarray also lends itself to flush mounting onto an existing 
flat structure without adding a significant amount of mass and volume to the overall system 
structure. A reflectarray with hundreds or thousands of elements, in the form of a printed 
microstrip antenna, can be fabricated with a simple and low-cost etching process, especially 
when produced in large quantities. Another major feature of this antenna is that, with a large 
number of elements in a reflectarray having elemental phase adjustment capability, it can 
achieve a very accurate contour beam shape with a phase synthesis technique.

With all the above capabilities, there is one distinct disadvantage associated with the reflect-
array antenna: its inherent narrow bandwidth, which generally cannot exceed much beyond 
10 percent depending on its element design, aperture size, focal length, etc. This narrow band-
width behavior will be discussed further in a later section. Although the reflectarray has narrow 
bandwidth, due to its multitude of capabilities, the development, research, and application of 
the printed reflectarray antenna will continue throughout this century and beyond.

35.2 REVIEW OF DEVELOPMENT HISTORY

Although the reflectarray antenna has not been widely exposed to the antenna community 
until recently, it was invented more than 40 years ago. Since then, many interesting reflect-
array technologies have been developed. This section briefly reviews the development of  

FIGURE 35-2 Various reflectarray elements: (a) identical patches 
with variable-length phase delay lines, (b) variable-size dipoles or 
loops, (c) variable-size patches, and (d) variable angular rotations
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this antenna technology throughout the past several decades. This review will not only inform 
a reader about this technology’s evolution, but also may lead him or her, by combining old 
thoughts with new technologies, to other new discoveries.

Waveguide Reflectarray in the 1960s

The reflectarray antenna concept was first conceived in the early 1960s.1 Either open- 
or short-ended waveguide elements with variable-length waveguides, as illustrated in  
Figure 35-3, were used to demonstrate the capability of achieving co-phasal reradiated 
far-field beams. Because most wireless operations during this early time were done at 
relatively low microwave frequencies, the large-waveguide reflectarrays resulted in very 
bulky and heavy antennas, and thus this antenna concept was not pursued until more 
than ten years later. In addition, the efficiencies of these reflectarrays were not studied 
and optimized.

Spiralphase Reflectarray in the 1970s

In the mid 1970s, a very clever concept of “spiraphase” reflectarray was developed,2 where 
switching diodes, as illustrated in Figure 35-4, were used in a four-arm spiral or dipole 
element of a circularly polarized reflectarray to electronically scan its main beam to large 
angles from the broadside direction. This is possible because, by angularly rotating a cir-
cularly polarized radiating element, its propagating electrical phase will also change by 
an appropriate amount proportional to the amount of rotation. However, due to the thick 
spiral cavity (quarter-wavelength depth) and large electronic components, the spiraphase 
reflectarray was still relatively bulky and heavy. Its aperture efficiency was still relatively 
poor. Thus, no continued development effort was followed. It should be noted here that, 
in order to have good efficiency for the reflectarray, the intricate relations between the 
element beamwidth, element spacing, and focal-length/diameter ( f/D) ratio must be well 
designed; otherwise, a large backscattered component field or a mismatched surface imped-
ance would result.

FIGURE 35-3 Conceptual drawing of the very early reflectarray using 
open-ended waveguides as elements
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Microstrip Reflectarray in the 1980s

With the introduction of printable microstrip antennas, the technologies of reflectarray 
and microstrip radiators were combined, a typical configuration of which is illustrated in  
Figure 35-5. The first mention of using microstrip elements for reflectarray3 was in 1978. 
During the same year, the first attempt to analyze the microstrip reflectarray element using 
the infinite array approach was carried out.4 Since then, various printed microstrip reflect-
array antennas were developed in the late 1980s and early 1990s for the purpose of achiev-
ing reduced antenna size and mass. These printed reflectarrays came in various forms, 
as shown in Figure 35-2, and all had flat, low-profile, low-mass reflecting surfaces. The 
ones that used identical patch elements with different-length phase delay lines5–10 had their 
elements arranged similar to those shown in Figure 35-2a. The phase delay lines, having 
lengths on the order of half-wavelength long or less, were used to compensate for the phase 

FIGURE 35-4 Reflectarray using a four-arm spiral 
element with switching diodes at center to achieve a 
2-bit phase-shift system for circular polarization

FIGURE 35-5 Microstrip reflectarray with identical patches but 
different-length phase delay lines
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differences of different path lengths from the illuminating feed. The second approach, 
shown in Figure 35-2b, used elements that are made of printed dipoles with variable dipole 
lengths.11 Different dipole lengths will yield different scattering impedances, which then 
provide the different phases needed to compensate for the different path-length delays. 
Similarly, microstrip patches with variable patch sizes,12 shown in Figure 35-2c, were also 
developed. The concept of using circularly polarized microstrip patches with identical size 
but variable angular rotations,13,14 shown in Figure 35-2d, to form a co-phasal far-field 
reflectarray beam was conceived and developed.

Recent Developments

In addition to the various reflectarray elements shown in Figure 35-2, several other reflect- 
array or equivalent developments during the 1990s are worth mentioning here. Printed  
variable-length dipole elements, shown in Figure 35-6, were used to form a frequency-
scanned grating-reflector antenna with an offset feed.15 Printed annular rings of variable 
diameters arranged in Fresnel Zone configuration, as shown in Figure 35-7, were also used 
to focus the beam.16

In the 1996 Phased Array Conference, a 94-GHz monolithic reflectarray17 fabricated 
in a single waffle, using 1-bit PIN diode phase shifters, was reported to achieve wide-
angle (± 45°) electronic beam scanning. In the same conference, a 35-GHz reflectarray, 
using waveguide/dielectric elements with 3-bit ferrite phase shifters,18 was also reported 
to achieve ± 25º beam scanning. One proposed technique,13 although not yet developed, is 
worth mentioning here. By using the angular rotation technique with circularly polarized 
elements, as depicted in Figure 35-8, miniature or micro-machined motors could be placed 
under each element to achieve wide-angle beam scanning without the need of T/R modules 
and phase shifters. For application in the spacecraft area, a deployable and low-mass 

FIGURE 35-6 Printed dipole frequency-scanning 
grating-reflector antenna
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1-m-diameter inflatable reflectarray antenna19 at the X-band frequency was developed. 
Another unique spacecraft application of the reflectarray was conceived20 and developed21 
by using its many elements, with a numerical phase synthesis technique, to form a uniquely 
shaped contour beam.

From all the above developments, it can be seen that, at the end of the 20th century, the 
reflectarray antenna technology was becoming mature enough for possible applications 
throughout the microwave and millimeter-wave spectra.

FIGURE 35-7 Printed Fresnel Zone antenna with variable-
diameter annular rings

FIGURE 35-8 Miniature micro-machined motors used to achieve beam scan by employing the 
angular rotation technique with CP elements
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In the early 2000s, the development of reflectarray has mushroomed, and several per-
formance improvement techniques are worth mentioning here. One uses multilayer stacked 
patches, as shown in Figure 35-9, to improve the reflectarray bandwidth from a few percent 
to more than 10 percent.22 As an extension to the 1-m X-band inflatable reflectarray men-
tioned above, a 3-m Ka-band inflatable reflectarray consisting of 200,000 elements was also 
developed,23 which currently is the electrically largest reflectarray. An X-band amplifying 
reflectarray was developed24 for each element of the reflectarray, as shown in Figure 35-10, to 
amplify the transmitted signal and, thus, achieve very high overall radiated power. To achieve 

FIGURE 35-9 Multilayer reflectarray to achieve wider 
bandwidth

FIGURE 35-10 Unit-cell element of an X-band amplifying 
reflectarray
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good antenna efficiency, the most critical segment of the reflectarray design is its elements. 
The element performance was optimized by using the technique of genetic algorithm.25 The 
reflectarray using subreflector and array feed configuration to achieve fine beam scanning 
was also studied.26 To combat the shortcoming of narrow bandwidth, dual-band multilayer 
reflectarrays using annular rings27 and crossed dipoles28 are also being developed. Another 
development that is worth mentioning here is a folded reflectarray configuration,29 where 
two reflecting surfaces, as depicted in Figure 35-11, are used to reduce the overall antenna 
profile due to feed height of a conventional reflectarray.

35.3 ANALYSIS AND DESIGN PROCEDURES

The design and analysis of a reflectarray can be separated into four essential steps, which 
are separately discussed below.

Element Characterization

The most important and critical segment of the reflectarray design is its element charac-
terization. If the element design is not optimized, the reflectarray will not scatter the signal 
from the feed effectively to form an efficient far-field beam. Its beamwidth must correlate 
correctly with the reflectarray’s f/D ratio to accommodate all incident angles from the feed. 
Its phase change versus element change (patch size, delay line length, etc.) must be calibrated 
correctly. One of the most popular techniques for calibrating the phase is to use the infinite 
array approach12,30 to include local mutual coupling effect due to surrounding elements. It 
is not feasible for the current computer technology to have a complete rigorous solution to 
include all the mutual coupling effect of all different elements since the reflectarray generally 
consists of too many elements. The infinite array approach, which assumes all elements are 
identical, can be done by using the method of moments (MOM) technique12,30 or equivalently 
by using a finite difference time domain (FDTD) analysis on a unit cell of a single element.31 
A mathematical waveguide simulator, which simulates the infinite array approach, can also be 
adapted by using the commercial software—HFSS (a finite element technique)—to achieve 
the element phase information.

All of these techniques are used to derive the phase-versus-element-change curve, which 
is generally an S-shaped curve with a nonlinear relationship, as illustrated in Figure 35-12. 

FIGURE 35-11 Folded reflectarray to achieve a more compact antenna profile

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Reflectarray Antennas



35-10 CHAPTER THIRTY-FIVE 

The antenna designer should minimize the slope at the center of the curve so that the phase 
change will not be overly sensitive to the element change. If the curve is too steep, the ele-
ment change or fabrication tolerance may become an issue, in particular at high microwave 
frequencies.

Phase Delay Calculation

The path lengths from the feed to all elements are all different, which leads to different 
phase delays. To compensate for these phase delays, the elements must have corresponding 
phase advancements designed according to a unique S curve similar to that shown in 
Figure 35-12. The following gives an example of how the compensating phase is calculated 
for each element of a reflectarray with a broadside-directed beam. The differential path 
length for each element is given as

 ∆ Lm,n = Lm,n − Lo,o (35-1)

where Lm,n is the distance between the feed and the mnth element, which can be obtained by 
a simple geometry calculation. Lo,o is the distance between the feed and a reference point on 
the reflectarray surface, e.g. the center point. ∆ Lm,n is thus the differential feedpath length 
for the mnth element. To achieve a collimated radiation, the phase advancement ∆Φmn 
needed for the mnth element is given by

 ∆Φmn in degrees = [∆ Lm,n / lo − integer of (∆ Lm,n / lo )] × 360. (35-2)

The above indicates that the compensating phase can be repeated every 360° and that 
the portion that is an integer multiple of a wavelength, or 360°, can be deleted.

Pattern Calculation

With all elements’ compensating phases known, the far-field radiation patterns can be cal-
culated by the conventional array theory, where the radiation of all elements is summed 

FIGURE 35-12 A typical S curve of a reflectarray element phase change versus 
element change
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together as follows. Consider a planar array consisting of M × N elements that are nonuni-
formly illuminated by a low-gain feed at position vector 


rf . Let the desired beam direction 

be specified by unit vector ûo. Then the far-field pattern of the reflectarray in the û  direc-
tion will be of the form
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(35-3)

where F is the feed pattern function, A is the reflectarray element pattern function, rmn  is 
the position vector of the mnth element, and amn is the required compensating phase of the 
mnth element calculated by Eq. 35-2. Cosqq  factor is used for both F and A functions with 
no azimuth (f) dependence.

Geometry Design

To determine the geometry of a reflectarray is basically to determine its f/D ratio, which is 
governed by its desired aperture efficiency. The aperture efficiency (ha) can be defined as 
the product of the illumination (hI) and spillover (hs) efficiencies: ha = hI × hs. By integrat-
ing the pattern function of Eq. 35-3, the illumination efficiency for a center-fed reflectarray 
can be obtained in a close form32 as given by
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and the spillover efficiency is given by

 η θs
q

e= − +1 2 1cos  (35-5)

where q is the exponent of the feed pattern function represented by cosqq, and qe is half 
of the subtend angle from the feed to the reflectarray aperture. The reflectarray element is 
approximated by a cosine function. Equations 35-4 and 35-5 are calculated by assuming 
a circular aperture only for the demonstration of the design procedures. Similar closed-
form equations can be easily obtained for square, rectangular, or elliptical apertures by 
performing proper integrations. To give an example of how Equations 35-4 and 35-5 can 
be utilized to optimize a reflectarray design, Figure 35-13 shows the calculated curve of 
spillover and illumination efficiencies versus the feed pattern factor q (feed beamwidth) 
for a 0.5-m 32-GHz reflectarray with a fixed f/D ratio of 1.0 (qe = 26.6°). It demonstrates 
that the maximum aperture efficiency is achieved at q = 10.5 or when the feed has a −3-dB 
beamwidth of 29°. Another curve, shown in Figure 35-14, gives aperture efficiency as a 
function of f/D ratio for the same 0.5-m 32-GHz reflectarray when the feed beamwidth is 
fixed at 33.4° with q = 8. In this case, the maximum aperture efficiency is achieved when 
the f/D ratio is 0.87. It can be seen that curves derived from Eqs. 35-4 and 35-5 are essential 
in obtaining an optimum efficiency design.

The above discussion has been limited to center-fed reflectarray. Offset-fed reflectarray 
can also be optimally designed by using equations similar to Eqs. 35-4 and 35-5.
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35.4 BANDWIDTH ISSUES

The bandwidth performance of a reflectarray13 is no match to that of a parabolic reflector, 
where, theoretically, infinite bandwidth exists. For a printed microstrip reflectarray, its band-
width is primarily limited by two factors. One is the narrow bandwidth of the microstrip patch 
elements on the reflectarray surface, and the other is the differential spatial phase delay.

FIGURE 35-13 Spillover and illumination efficiencies versus feed pattern 
shape

FIGURE 35-14 Aperture efficiency versus f/D ratio
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Limit by Element Bandwidth

The microstrip patch element generally has a bandwidth of about 3 to 5 percent. To achieve 
wider bandwidth for a conventional microstrip array, techniques such as using thick sub-
strate for the patch, stacking multiple patches,22 and using sequentially rotated subarray 
elements have been employed. Bandwidths of more than 15 percent have been reported.

Limit by Differential Spatial Delay

The second reflectarray limiting factor, the differential spatial phase delay, can be best 
explained by referring to Figure 35-15, where the differential spatial phase delay, ∆S, is 
the phase difference between the two paths S1 and S2 from the feed to the reflectarray 
elements. This ∆S can be many multiples of the wavelength (l) at the center operating 
frequency. It can be expressed as ∆S = (N + d)l where N is an integer and d is a fractional 
number of a free-space wavelength l. At each element location, d is compensated by an 
appropriate phase delay achieved by the reflectarray element design (achieved by variable 
patch size, variable phase delay line length, etc.). As frequency changes, the factor (N + d)l 
becomes (N + d)(l + ∆l). Since the design and the compensating phase for each element 
are fixed for the center frequency, a frequency excursion error will occur in the reradiated 
phase front. The amount of phase change in each path when compared to a reference path, 
say S1, is (N + d)∆l, which can be a significant portion of a wavelength (360°).

To reduce the amount of frequency excursion error, the integer number N must be 
reduced. There are several methods to reduce N. One is to design the reflectarray with a 
larger f/D ratio and hence to minimize the difference between paths S1 and S2. The second 
way is simply to avoid the use of a reflectarray with a large electrical diameter. The effects 
of f/D ratio and diameter on bandwidth performance were given previously in Figures 35-13 
and 35-14. The third method to reduce frequency excursion error is to use time delay lines 
or partial time delay lines instead of the phase delays. In other words, when using the phase 
delay line technique (not the variable patch size technique), instead of using d∆l for the 
delay line length, (N + d)∆l could be used for the delay line. Certainly, additional line inser-
tion loss and needed real estate for the lines are issues to be encountered.

Another method to increase the bandwidth is to use, instead of a complete flat reflect-
array surface, a concavely curved reflectarray with piecewise flat surfaces. This curved 

FIGURE 35-15 Differential spatial phase delay of reflectarray
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reflectarray will continue to have advantages over a completely curved parabolic reflector; 
for example, its beam is able to be scanned to large angles with a phase shifter inserted 
into each element, and, for a space-deployable antenna, the piecewise flat surfaces in some 
cases are more easily folded into a smaller stowed volume. To mitigate the bandwidth prob-
lem, a recent technique of using multilayer stacked-patch elements22 not only has increased 
the element bandwidth but also has reduced the effect of differential spatial phase delay. 
As a net result, the bandwidth has increased from a few percent to more than 10 percent. 
Multiband techniques can also be applied to the reflectarray. Recently, two dual-band tech-
niques have been developed for the X- and Ka-band frequencies. One uses double-layer 
membranes with two different-size rings and variable angular rotations,27 and the other 
also uses a double-layer approach with X-band crossed dipoles over Ka-band patches.28 
To summarize, although the narrow bandwidth characteristic is the primary shortcoming 
of a reflectarray, there are several techniques that can be employed to alleviate the problem 
associated with the bandwidth issue.

35.5 APPLICATIONS AND RECENT DEVELOPMENTS

In addition to the possible reflectarray applications mentioned in the introduction and 
review sections, it is worthwhile here to present some details of several important applica-
tions and recent developments.

Inflatable Reflectarray

A Ka-band circularly polarized inflatable reflectarray23 with a 3-m-diameter aperture was 
developed by the Jet Propulsion Laboratory (JPL) and ILC Dover, Inc. for NASA’s future 
spacecraft communication antenna application. As shown in Figure 35-16, the antenna 

FIGURE 35-16 A 3-m Ka-band inflatable reflectarray (the shining structure in front 
of the aperture is the surface flatness measurement device). The second photo shows the 
expanded view of reflectarray elements on thin membrane.
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uses a torus-shaped inflatable tube to support and tension a 3-m-thin membrane reflectar-
ray surface. This circularly polarized reflectarray, having approximately 200,000 elements 
using the variable angular rotation technique,13,14 is considered to be electrically the largest 
reflectarray ever built. It is much easier for the reflectarray, having a “natural” flat sur-
face, to maintain its required surface tolerance (0.3-mm rms in this case) by the inflatable 
structure than a “nonnatural” parabolic surface; in particular, for long space flight. This 
inflatable antenna was later improved to equip it with rigidizable inflatable tubes23,33 in 
order to survive the hazardous space environment, such as bombardment by space debris 
and strenuous thermal effect. This reflectarray achieved an aperture efficiency of 30 percent 
with room for improvement and excellent far-field pattern shape with average sidelobe and 
cross-polarization levels below –40 dB, as shown in Figure 35-17.

Shaped Contour Beam

A second important development of the reflectarray is the achievement of a shaped contour 
beam by using phase synthesis technique. This reflectarray, shown in Figure 35-18, was 
developed by the University of Massachusetts21 for a commercial application to provide 
Earth contour beam coverage. A typical calculated contour beam of this antenna, by using 
phase synthesis technique, is given in Figure 35-19. Since a reflectarray generally has more 
than thousands of elements, it thus has many degrees of freedom in design to provide an 
accurate and uniquely required contour beam. However, this capability of beam shaping is 
limited by its frequency bandwidth. A more recent reflectarray development34 using triple-
layer stacked patches achieved a specified contour beam shape within a relatively wide 
bandwidth of 10 percent.

Dual-band Cassgrain Reflectarray

A third important development is a dual-frequency reflectarray, where the two frequen-
cies are widely separated, such as the X- and Ka-bands. The developed prototype antenna, 

FIGURE 35-17 Measured radiation pattern of the 3-meter Ka-band inflatable reflectarray
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shown in Figures 35-20 and 35-21, is circularly polarized and uses variable angularly 
rotated annular rings.14,27 It was developed by Texas A&M University for JPL/NASA’s 
future space communication application. This antenna, with a Cassegrain offset feed and 
an aperture diameter of 0.75 m, uses a multilayer technique where the X-band annular rings 

FIGURE 35-18 Ku-band reflectarray with shaped 
contour beam capability (Courtesy of Professor Dave 
Pozar, Univ. of Massachusetts)

FIGURE 35-19 A measured contour beam plot of the reflectarray shown in 
Figure 35-18
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are placed above the Ka-band rings and serve as a frequency-selective surface to let the 
Ka-band signal pass through. The measured results indicate that there is very little impact 
on the X-band performance due to the presence of the Ka-band elements. The measured 
radiation patterns at the X-band and Ka-band frequencies are shown in Figures 35-22 and 
35-23, respectively. These patterns show excellent behavior with relatively low sidelobe 
and low cross-polarization levels. However, the measured Ka-band gain of the dual-
frequency dual-layer antenna is about 1.0 dB lower than the Ka-band-alone antenna. The 
Ka-band-alone reflectarray has a measured aperture efficiency of 50 percent, while the 
dual-frequency dual-layer antenna has a Ka-band efficiency of about 40 percent. In other 
words, the X-band annular rings did impact somewhat the Ka-band performance. Efforts 
need to be carried out in the future to minimize this impact.

FIGURE 35-20 X/Ka dual-band Cassegrain reflectarray antenna 
(0.75-m diameter) using annular ring elements

FIGURE 35-21 Sketch and photo of the X/Ka dual-band reflectarray antenna showing two membranes 
with annular ring elements
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Foldable Piecewise-Flat Globally Curved Reflectarray

A recent development that is worth mentioning is a reflectarray having a rectangular aperture 
that is intended for NASA/JPL’s Wide Swath Ocean Altimeter (WSOA) radar application. 
This reflectarray uses variable-size patches as elements. The required rectangular aperture, 

FIGURE 35-22 Measured X-band radiation pattern of the X/Ka dual-band reflectarray

FIGURE 35-23 Measured Ka-band radiation pattern of the X/Ka dual-band reflectarray
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as shown in Figure 35-24, consists of five flat subapertures that are connected together to 
form a curved reflectarray.35 The curving of the long dimension of the rectangular surface is 
to minimize the incident angles from the feed for the end elements and, thus, to optimize the 
radiation efficiency for all elements. The radiation efficiency here indicates the measure of 
the amount of energy of each element that is reradiated in the desired main beam direction. 
The advantage of using reflectarray with flat subapertures is to allow mechanical folding 
of the flat panels into a compact structure for spacecraft launch-vehicle stowage. Test data 
indicates that this reflectarray is functioning properly with good radiation patterns and an 
aperture efficiency above 50 percent.

Beam Scanning Reflectarray

One of the key advantages of a reflectarray is that its elements can be implanted with low-
loss phase shifters and achieve wide beam scanning without the use of a complicated beam-
former (power divider) and expensive T/R amplifier modules. As mentioned in Section 
35.2, in the mid 1990s a 94-GHz monolithic reflectarray17 fabricated in a single waffle, 
using 1-bit PIN diode phase shifters, achieved wide-angle (±45°) electronic beam scanning. 
Also, a 35-GHz reflectarray, using waveguide/dielectric elements with 3-bit ferrite phase 
shifters,18 was reported to achieve ±25° beam scanning. More recent developments in this 
area include ferroelectric thin-film phase shifters36,37 for reflectarray. Interest in ferroelectric 
thin-film circuits developed because of their high power-handling capability, negligible 
DC power consumption, small size, and potential for low cost. Current research effort is to 
reduce the phase shifter’s relatively high insertion loss (from many decibels to 1 or 2 dB), 
in particular at the millimeter-wave frequency band.

Another development worth mentioning here is the use of a miniature motor to rotate 
each element of a circularly polarized reflectarray. This concept was proposed in 199513 
and has not been investigated in detail until recently, in which case two miniature motors 
with two annular-ring reflectarray elements were used in a waveguide simulator38 as well 
as a 5 × 1–element array39 to demonstrate the beam scan.

A third recent important development is the use of the tunable varactor diode40,41,42 to 
control the phase change, as illustrated in Figure 35-25. The phase is analog controlled by 
its variable control voltage. It not only provides more precision phase but also minimizes 
the number of control lines when compared to the conventional quantized switched-line 
phase shifters. For instance, a tunable varactor diode only needs a single variable-voltage 
control to achieve a full 360° of phase variation, while a 3-bit switched line needs 12 con-
trol lines with 45° of quantization error. It is important to minimize the number of control/
bias lines in a reflectarray system where generally a huge number of elements is involved.

FIGURE 35-24 Piece-wise flat reflectarray for space application
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35.6 SUMMARY

The reflectarray antenna technology has come a long way. However, its development 
and application had not been widely adapted until about a decade ago when the printable 
microstrip reflectarray was introduced. Except for its narrow bandwidth characteristic, the 
reflectarray has many advantages over a parabolic reflector antenna type. The main beam 
of a reflectarray can be designed to tilt to a large angle from its broadside direction. Phase 
shifters can be implanted into the elements for wide-angle electronic beam scanning. For 
large-aperture spacecraft antenna applications, the reflectarray’s flat surface allows the 
antenna to be made into an inflatable structure with relative ease in maintaining its surface 
tolerance compared to a curved parabolic surface. Its flat surface also can be made of mul-
tiple flat panels for ease in folding into a more compact structure for launch vehicle stow-
age. Very accurate contour beam shape can be achieved with phase synthesis technique for 
Earth coverage application. Due to these multitudes of capabilities, the door has just opened 
for the development, research, and application of the printed reflectarray antennas. Major 
areas that need continuing improvement of the reflectarray performance are its bandwidth, 
radiation efficiency, and beam scanning capability.
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36.1 IMPACT ON ANTENNA DESIGN

Antenna engineering design has many interesting and surprising features, not least of which 
is its ability to reinvent itself if the demand arises. Such has been the impact of mobile com-
munications on antenna design, resulting in unbelievably compact and densely packaged 
dipole-like handset antennas housed entirely within the mobile phone case itself.

The dipole and monopole were some of the first antennas developed and, together with 
fundamental electromagnetic theory, have been well established over the past century. Yet 
new versions of these generic radiators continue to be analyzed, simulated, developed, and 
even researched today as is evident from the research journals worldwide. Quite simply, prod-
uct demand is the driving force for this seemingly endless creation of different physical real-
izations of what is essentially an antenna capable of giving a dipole-like radiation pattern.

While the vectorial radiation field of an antenna is uniquely defined by the antenna 
itself, this is not so for typical engineering radiation patterns specified as the modulus of the 
radiation field whereby phase information is not retained. Furthermore, this specification 
is often made even less restrictive by only stating limiting values of sidelobes and other 
pattern features, between which the measured pattern must lie. Bandwidth specifications 
are similarly pinned down with only a simple limiting level on the S11 response, hence 
little information is demanded about the shape of the bandpass characteristic itself. The 
nonuniqueness of such specifications thus leaves plenty of scope to recast the antenna in a 
very different form.

The dipole antenna family, and in fact most other types of antennas, can be reinvented in 
a different physical form to satisfy the demands of new equipment products. An outstanding 
example is the microstrip patch antenna, made possible with printed antenna technology. 
When compared with conventional monopoles and loop antennas, the printed version can be 
expected to have a somewhat lower radiation efficiency but it has opened the door to many 
innovative new products requiring a very low profile dipole-like radiator that is compatible 
with cost-cutting manufacturing processes.

The previous example not only illustrates how new and very different physical realiza-
tions can be developed with similar radiation pattern characteristics but also highlights the 
need for a system’s design approach whereby the performance of individual components 
is not the main criterion but rather the satisfactory performance of the entire system. The 
deployment of a system approach has gradually become more evident in mobile handset 
antenna design over some two decades.

The initial thinking was to mount a conventional antenna on the mobile phone case 
itself, and early examples were physically large and included balanced fed dipoles, mono-
poles, and loops. The astronomical demand for mobile phones together with the pull of user 
preference has resulted in the present-day integral handset antenna. Seldom does one ask of 
the performance of the antennas in isolation where it is understood that the matching and 
radiation efficiency data may be less impressive than that of conventional antennas. What 
matters is how it all functions together as a system.

36.2 CELLULAR HANDSET  
ANTENNA DESIGN ISSUES

Without doubt, integral handset antenna design is very complicated and presents the 
designer with perhaps the most formidable antenna design criteria demanded by a product. 
There are numerous design issues for cellular operation that are summarized next, but the 
integration as a system further complicates matters, and many, if not most, of the design 
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issues are interrelated, thus there is a high degree of iteration in the design work. The 
requirements for a global roaming satcom handset antenna have different constraints and 
are considered separately in Section 36.9.

Antenna Electrical Size

What constitutes an electrically small antenna is well established and seminal contribu-
tions include Wheeler,1 Chu,2 and Collin and Rothschild.3 The radian sphere4 of radius a 
is defined as

 a = λ
π2

 (36-1)

where l is the free-space wavelength. If an antenna’s physical structure lies within this 
sphere, then electrically small antenna characteristics will be evident. The effect of shape 
and volume of the antenna structure has also been considered by Wheeler.1

For a lossless antenna, the effects are (i) a high Q factor and hence small bandwidth, 
(ii) a small radiation resistance resulting in a low radiation efficiency, and (iii) likely 
greater antenna sensitivity to mechanical and electrical tolerances. When the antenna has 
intrinsic losses, the bandwidth is less narrow.

It is widely acknowledged5 that for diminishing a

 Q ∼ 1 / (ka)3 (36-2)

where k = 2p /l. From an antenna engineering standpoint, the interest6,7 over many years 
has centered on realizing a small antenna in practice that lies on or exceeds the perfor-
mance limits represented by the Q formula. This topic has been vigorously revisited 
recently7,8 with the upsurge of activity in small antenna design for both mobile and wire-
less applications.

For handset antennas, it is the lower bands that enforce antenna electrical size con-
straints. For instance, at 800 MHz, a = 5.97 cm and the dimensions of a typical handset 
are 1 × 4 × 10 cm, so if the antenna has dimensions of 1 × 2 × 4 cm, it lies within the 
radiansphere. At 1800 MHz, a = 2.64 cm, so the situation is less critical. An unknown 
factor is, of course, the extent to which a given handset antenna couples to the handset 
circuit components and battery, etc., because this will in effect increase the electrical size 
of the antenna.

Ground Plane Electrical Size Effects

When a monopole is mounted on a horizontal ground plane (GP) of finite extent, the dipole-
like radiation patterns can be corrupted with a variety of pattern effects depending on the 
electrical size of the GP. An excellent theoretical illustration with measurements has been 
given9 showing the increase in pattern distortion as a function of reduced GP electrical size. 
The mobile handset GP is enforced mainly by the metallized assembly consisting of the 
circuit board and its components, which as mentioned above is typically 4 × 10 cm. Any 
plastic outer case will have little effect.

Neglecting hand effects, such a GP could act as an electromagnetic counterpoise to a 
10-cm monopole mounted in the same plane as the GP at 750 MHz. Operation at a lower 
frequency is possible using a monopole version of the sleeve dipole10 to isolate the handset 
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case, but the resulting antenna has greater height and is not acceptable today where the 
antenna element is usually mounted on the GP itself. The GP extent in one direction is only 
4 cm and some degree of radiation pattern perturbation is likely to be experienced at the 
lower mobile bands. Consequently, it is common practice in research papers and manufac-
turers’ data sheets to show measured and/or simulated handset antenna radiation patterns 
with the antenna embedded on the GP.

There continues to be much interest in creating a stand-alone chip type antenna11 that 
is immune to the proximity of the GP and its components. Another way of addressing the 
latter requirements concerns a balanced feed arrangement,12 but since this concept requires 
two identical antennas in phase opposition, its application13 so far has been confined to the 
higher mobile bands due to size limitations.

Time Varying Pattern Effects

Cellular handset antennas have to function in a rich multipath propagation environment 
which allows the use of antennas with polarization properties that are not tightly specified. 
Hand and head movement, together with the angular movement of the handset, creates 
further time varying effects which, together with multipath effects, are mainly beyond the 
designer’s control. At the lower mobile bands below 1 GHz, the antenna’s constrained elec-
trical size commits it to smoother dipole-like patterns with few nulls and thus time varying 
effects can be better tolerated than at progressively higher frequencies where additional 
pattern nulls appear. The situation is further assisted by the self-correcting adaptivity of 
speech communication.

Increasing Band Coverage

It is generally thought that phone users have an appetite for mobile phones having addi-
tional functions that can obtain wider news and sales information and provide more games 
and a host of other facilities like GPS and wireless links. Financial returns from such a 
multimedia operation are likely to be very significant but at the same time the cost of the 
mobile handset must be constrained.

Not surprisingly, handset manufacturers aim to achieve several bands from one central 
antenna not only to maintain cost levels but also because there is little available space to do 
otherwise. A multifunction antenna is now commonly the stated requirement, and antenna 
designers have responded with a variety of configurations that demonstrate design concepts 
and feasibility. Just how far this concept can be extended remains to be seen, but antennas 
with three bands have been demonstrated.14 It is evident that the multiband operation may 
require some trading of other performance parameters such as radiation efficiency and 
antenna input match levels. This will limit the number of bands that can eventually be 
obtained from a single antenna.

Radiation Efficiency

Whatever type of antenna is chosen to embed in the handset, the designer will strive to 
minimize the power lost to dissipation in the antenna itself. A measure of the losses is the 
antenna radiation efficiency ha defined by

 ha = Prad / (Prad + Ploss ) (36-3)
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where the radiated power is Prad   and the power dissipated in the antenna is Ploss. In practice 
the antenna is likely to need a matching network, and losses in the latter are expressed as a 
matching network efficiency hm where

 hm  = ha Qm  / (Qm + Qa )  (36-4)

where Qm = matching network Q factor and Qa = antenna Q factor. The combined effi-
ciency of the antenna and its matching network is then ha hm.15 Further losses are of course 
incurred when the antenna is embedded in the handset, due to coupling to handset compo-
nents, and finally when operating with the hand and head present, which account for much 
of the additional power loss.

36.3 HELICAL WIRE ANTENNAS AND VARIANTS

The remarkable property of wire antennas, or indeed any form of linear metal conductors, is 
that the resonant frequency is mainly determined by the electrical length of the current path. 
As such, a wire monopole (or dipole) can be compacted into an electrically smaller size. 
The antenna bandwidth, however, is more affected and increases for compacted structures 
occupying a greater volume.

A common example where the wire monopole is partially wound into a coil at some 
location on the wire16 is shown in Figure 36-1a. For handset applications, a spiral coil 
of wire alone constitutes the antenna (see Figure 36-1b) and for small diameters is 
known as the normal mode helical antenna (NMHA). The device gives dipole radiation 
patterns when placed on an electrically large GP but has circularly polarized radiation 
characteristics when the spiral diameter exceeds about one wavelength. The bandwidth, 
radiation efficiency, and radiation resistance at resonance are significantly reduced but 
the latter can be restored by tapping into the spiral, as shown in Figure 36-1c, at the 
expense of a more complicated construction. There are a multitude of variations, and 
in Figure 36-1d a second spiral coil is wound in antiphase directly on top of the first 
spiral coil, creating a large bandwidth but very poor radiation efficiency. This is referred 
to as the double wound antenna.17 Figures 36-1e and f show zigzag-like versions and 
other designs that can be configured in fractal form or generated by genetic algorithms. 
Some performance details for spiral antenna devices are compared to those of a wire 
monopole in Table 36-1.

A compact manufactured NMHA is illustrated in Figure 36-2 where the conducting path 
is printed into a groove in the cylindrical plastic former to avoid the increased production 
cost of winding on a wire.

Antenna  
Type

Resonance 
(MHz)

Bandwidth 
(MHz)

Loss 
(dB)

Efficiency 
(%)

Normalized 
Size

Resistance 
(Ω)

Monopole 150 ∼20 ∼0 ∼100 1 25

NMHA 142 ∼1.5 1.04 81 0.22 5

Double wound 150 ∼9 7.8 16 0.18 21

TABLE 36-1 Performance of Spiral-type Antennas Compared with Monopole Antenna
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(a) (b) (c)

(d) (e) (f)

FIGURE 36-1 (a) Coil loaded whip antenna; (b) NMHA;  
(c) NMHA with tapping connection for matching; (d) double 
wound spiral antenna; (e) and (  f  ) zigzag antennas. (Figures 16-1a  
to 1d reproduced by permission of K. Fujimoto and J. R. James11 
© Artech House, Inc. 2001.)

FIGURE 36-2 Example of typical NMHA mounted 
on a handset case showing construction11 (Courtesy of 
Nippon Antenna Co. Ltd.)
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The zigzag antenna configurations have an outstanding manufacturing advantage over 
the spiral devices because they can be printed on thin dielectric films and then rolled into 
a cylindrical or other three-dimensional shape. Such assemblies have less size reduction 
than the spiral types but have attracted use both mounted on a handset case, as shown in 
Figure 36-3, and embedded within the handset interior as a planar structure. Two printed 
films designed for different resonant frequencies can also be connected in parallel to obtain 
a dual-band antenna, and this is more difficult to achieve with spiral conductors.

36.4 EVOLUTION OF THE PIFA  
AND ITS VARIANTS

The planar inverted F antenna (PIFA) has come into prominence due to its common use in 
mobile phone handsets. In fact, the PIFA is often regarded as a generic antenna in its own 
right, but from physical fundamentals it is seen to be a derivative of both wire antennas 
and printed patch antennas. For instance, a low profile inverted L antenna (ILA) has a low 
radiation resistance, but by tapping the feed connection along the wire, it can be increased, 
which is the inverted F antenna (IFA), as shown in Figure 36-4a. This antenna is useful for 
low profile applications where only a thin wire can be used. Where space is available, the 
L-shaped wire can be replaced by a planar conductor of width L1, as shown in Figure 36-4b. 
The planar conductor increases the radiation resistance and offers a two-dimensional choice 
of feed position to facilitate matching. The end shorting plate of height H need not occupy 
the entire plate width, as shown in Figure 36-4b.

FIGURE 36-3 (a) Printed zigzag antennas printed on dielec-
tric films11 (Courtesy of Allgon); (b) The structure rolled into  
a cylindrical shape mounted on a plastic former with and without 
the cover in place

(a)

(b)
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Examination of Figure 36-4 also reveals that the PIFA can be regarded as a quarter-wave 
patch antenna18 with an air-spaced substrate. The PIFA has both vertical and horizontal radia-
tion surfaces, and the radiation patterns can be expected to contain significant cross-
polarization, which is not a problem for cellular mobile phones since they have to 
operate in a high multipath environment. Being purely a simple bent metal antenna with 
no lossy substrate, the PIFA has good radiation efficiency. However, it is sensitive to its 
environment, and when embedded in a handset with the presence of the hand and head, 
the radiation efficiency reduces drastically.19 The radiation patterns are also significantly 
perturbed by the hand and head movement and appreciable power is dissipated in the 
head. However, the simplicity of the PIFA and the low manufacturing cost remain out-
standing advantages that are attractive to an industry where cost-cutting is a paramount 
consideration.

The demand for multiband operation at no additional antenna cost has inspired the 
creation of the multiband PIFA; a dual-band example is shown in Figure 36-5. The sim-
plicity of this antenna is remarkable and there would appear to be an unlimited number 
of ways of configuring the current paths on the top plate of the PIFA or indeed to other 
metal-plate antennas. This concept has been extended to the tri-band version shown in 
Figure 36-6.

FIGURE 36-4 (a) Inverted F wire antenna and (b) typical PIFA

(a) (b)

FIGURE 36-5 (a) Dual-band PIFA (after Y.-X. Guo et al20 © IEEE 2004) and (b) bandwidth characteristics 
of dual-band antenna

(a) (b)
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As already mentioned, radiation patterns having a high cross-polarization content can 
be expected, and examples of radiation patterns for the tri-band antenna of Figure 36-6 are 
shown in Figure 36-7.

Similar performance can be obtained with the meander-line concept, which allows 
a printed zigzag conductor to be printed on a thin planar dielectric film prior to folding 
into the rectangular 6 × 6.5 × 25 mm3 box shape illustrated in Figure 36-8. This tri-band 
antenna is very compact and covers the GSM (900 MHz), DCS (1800 MHz), and PCS 
(1900 MHz) bands.

The large degree of design freedom offered by these simple metal antenna struc-
tures has enabled manufacturers to generate their own in-house low-cost designs. Further 
compacting of these antennas can be achieved by loading the low-frequency resonant 
zones of the structure with a high-permittivity dielectric slab, albeit at the expense of a 
somewhat lower radiation efficiency and bandwidth for the low band and the extra cost 
of the ceramic material.

(a) (b)

FIGURE 36-7 (a) Radiation patterns of the tri-band antenna at 900 MHz (after G.-Y. Lee and K.-L. Wong21 

 © Micro. Opt. Technol. Lett. 2002); (b) Radiation patterns of the tri-band antenna at 1800 MHz

FIGURE 36-6 (a) Tri-band monopole (after G.-Y. Lee and K.-L. Wong21 © Micro. Opt. Technol. Lett. 2002); 
(b) Side view of monopole antenna mounted on the handset GP; (c) Measured and simulated bandwidth char-
acteristics of tri-band antenna

(a) (b)
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FIGURE 36-8 (a) The assembled and mounted tri-band meander-line antenna (after P.-L. Teng 
and K.-L. Wong22 © Micro. Opt. Technol. Lett. 2002); (b) The meander-line antenna before assem-
bly; (c) Measured and simulated bandwidth characteristics of the tri-band meander-line antenna

(c)

(b)

(a)
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36.5 CERAMIC CHIP  
AND RESONATOR ANTENNAS

A major manufacturing problem with PIFAs and other air-spaced antennas embedded in 
the handset is that they are not stand-alone electronic components. These antennas couple 
to the handset components, and a previously proven antenna cannot be simply embedded 
into a new handset configuration without further design adjustments. The ceramic chip 
antenna concept goes some way toward alleviating this coupling problem and also reduces 
the antenna size at the expense of additional material costs. The fields are intensified within 
the ceramic material, and unwanted characteristics are the narrowing of the bandwidth 
together with some lowering of the radiation efficiency even though the intrinsic material 
loss (tande  ) is low. Numerous chip antenna designs have been described whereby a high-
permittivity ceramic material is associated with a meander-line23 or helical configurations.24 

The conducting lines can be readily printed onto the outer surface of the ceramic material. 
An example of a helical construction is illustrated in Figure 36-9a and its deployment as an 
antenna embedded in a handset is shown in Figure 36-9b together with radiation patterns.

The typical ceramic chip antenna is likely to be too small to permit resonant modes within 
its interior. In contrast, the dielectric resonator antenna (DRA)25 relies on a mode being excited, 
which can be achieved by a small probe or coupled slot. Although the concept of a DRA was 
introduced by Richtmyer26 in 1939, the practical versions were not investigated until the 
1980s, no doubt due to the new availability of high-permittivity, low-loss, temperature-stable 
ceramic materials at that time. The feasibility of embedding a DRA within a handset has 
been investigated27 but single mode operation has the characteristic narrow bandwidth which 

(a)

(b)
FIGURE 36-9 (a) Constructional view of helical ceramic chip antenna11 
(Courtesy of Murata Manufacturing Co.) and (b) the chip antenna embedded 
in a handset and the radiation patterns
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limits its application. In another development28 a quadrifilar-type 
antenna structure is plated onto a high-permittivity dielectric cyl-
inder. A balun structure at the base isolates the antenna from the 
GP, and there is a radiation null at broadside, thus reducing radia-
tion exposure to the head. The bandwidth as anticipated is very 
narrow. The antenna is illustrated in Figure 36-10.

The demand for multiband handset antennas has prompted 
designers to develop DRAs that have more than one mode 
excited, thus providing bandwidth windows that correspond to 
the required cellular bands. This is not difficult if the resonator is 
not restricted in size, but for handset installation the DRA thick-
ness must be < 10 mm, while the handset width and limited space 
allocation place severe constraints on the other dimensions. Such 
a multimode DRA has been described29 and the mode generation 
is governed by the excitation mechanism, which is commonly a 
coupling strip plated on the dielectric surface. Additional con-
ductors can be plated on the dielectric surfaces to provide addi-
tional bands, and the nature and location of the conductors are 
mainly determined by experiment and/or simulation.

The electrical compactness of DRAs, at least for the higher 
mobile bands, allows provision of balanced pairs12 to reduce  
currents in the handset GP and hence reduce hand and other envi-
ronmental effects. An example is given in Figure 36-11, which 

FIGURE 36-10 Dielect-
rically loaded, balanced 
quadrifilar-type antenna 
(Courtesy of Sarantel Ltd.)

(a)

(b) (c)

FIGURE 36-11 (a) Balanced ceramic antenna on GP30 (Courtesy of Antenova Ltd.); (b) The 900-MHz 
bandwidth characteristic; (c) The 1800- and 1900-MHz bandwidth characteristics
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covers the 900-, 1800-, and 1900-MHz bands.30 The 900-MHz band remains unbalanced 
while the two higher bands are balanced. It is also claimed that there is less radiation expo-
sure to the head.

The use of ferrite material to reduce the electrical size of wire monopoles and other 
antennas has received some attention31 over the past 60 or so years but has remained a 
specialized technique for a few applications. More recently32 its application to DRAs 
has emphasized the enhancements in antenna performance that can be achieved, these 
being a significant increase in bandwidth and the radiation efficiency. Best performance 
is obtained when there is approximate equality between the real parts of the material’s 
complex permittivity and permeability. Theory and simulations33 have established the 
performance benefits of applying this technique to handset antennas. An example34 is 
given in Figure 36-12a, which shows a ferrite-loaded monopole antenna covering the 
four bands 1800 MHz (GSM), 1900 MHz (GSM), 2100 MHz (UMTS), and 2450 MHz 
(Bluetooth). The conducting rings facilitate the adjustment of the band shape. The quad-
band bandpass characteristics are shown in Figure 36-12b together with a previous tri-
band characteristic which did not cover the UMTS band.

(a)

(b)

FIGURE 36-12 (a) View of ferrite antenna on GP (after M. I. Kitra et al34 © IEEE 
2007) and (b) the bandwidth characteristics
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A summary of the simulated performances for various material properties is given in 
Table 36-2.

The complex permeability and permittivity of the material are defined as

 mr = m ′ +  jm ″ ;      tandm  = m ″/m ′ 
(36-5)

 er =  e ′ +  je ″ ;      tande =  e ″/e ′ 

Simulation using a commercially available ferrite material designed for screening pur-
poses with m ′ = 2, tandm = 0.06, e ′ = 24.1, and tan de  = 0.0001 established that a quad-band 
performance was obtainable. The low radiation efficiency may be improved with the devel-
opment of a ferrite material specifically for antenna rather than screening applications.

36.6 SAR MEASUREMENT AND MINIMIZATION

This section examines the effects on the user’s health when using a mobile communications 
device. Methods for reducing the radiation absorbed in the head are also presented.

Radiation Exposure

The public has been concerned for many years about the electromagnetic radiation effects 
from microwave ovens, overhead power lines, and household electrical installations even 
though no established evidence of harm has emerged. Non-ionizing electromagnetic waves 
in the microwave and lower frequency bands create thermal effects in tissues when the water 
molecules and dissolved ions are made to vibrate. The water content is therefore an indication 
of the level of absorption. Nonthermal effects are due to the interaction of the applied field 
with the molecules where it is considered that the latter align themselves along the electric 
field to minimize potential energy.35 Elegant theories and mathematical models have been 
published, for instance, “perturbation of DNA due to soliton waves,” “effects on body organs 
and glands,” and “acceleration and retardation of seed growth at specific millimeter wave 
frequencies.” There remains a large amount of literature globally on this topic, but the results 
are often ambiguous and no clear evidence appears to have emerged so far.36

tande   = 0.03 
tandm  = 0.03

tande  = 0.0001 
tandm  = 0.06

e ′ 6 6.38

m ′ 6.6 6.18

Monopole length (mm) 4.5 4.5

Coverage at 1800, 1900, 2100, 
and 2450 MHz at −6 dB level

Achieved Achieved

Efficiency (%) with the head 
present at 1800, 1900, 2100, 
and 2450 MHz, respectively

35.05, 32.6, 15.15, and 22.34 38.5, 34.9, 19.2, and 22

TABLE 36-2 Performance of Ferrite Handset Antenna (after M. I. Kitra et al34 © IEEE 2007)
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It is not surprising, therefore, that the astronomical growth of mobile phone usage has 
been accompanied by much public concern, particularly as the handset is held close to 
the head and earlier analog handsets could dissipate a watt of power in the brain. Despite 
extensive worldwide research and strong support from governments for over a decade, no 
evidence of a heath risk has been uncovered so far. Protests about the sitting of base sta-
tion masts and power lines are continuing, but at the present time the situation with mobile 
phones remains calm and stable, with most users aware that minimizing handset use is 
desirable, particularly for children. Text messaging has escalated for children and eases the 
exposure problem.

Manufacturers for their part have reduced exposure levels with the introduction of digi-
tal systems and continue to be responsibly mindful of the situation. On the research front, 
the electromagnetic exposure to the head and other body regions continues to be of major 
interest, such as the development of low SAR handsets (as described later in this section), 
the effect of metal spectacles,37 body-worn jewelry,38 metal spectacles on the mucous mem-
branes,39 the exposure to passengers in automobiles when using mobile phones,40 to men-
tion but a few. Below we give background details of some current work in this field.

Radio Frequency Dosimetry

With the concern about mobile phone exposure to the human body and particularly the 
head, it was evident that a regulatory process was urgently needed. The radiation exposure 
to any part of the human body is now assessed by the Specific Absorption Rate (SAR), 
which is defined by

 SAR = (s / 2r ) | E |2  W/kg (36-6)

where s  = tissue conductivity, r  =  tissue density, and | E |2  = the square of the electric field 
intensity in the tissue. Background details are given in Fujimoto and James11 (Chapter 6, 
Section 6.5, and Chapter 7). Radio frequency dosimetry in the human body is very complex 
due to many factors that affect the absorption rate in tissues. Safety guidelines recommend 
that the 1g averaged peak SAR should not exceed 1.6 W/kg and the whole body averaged 
peak SAR should be less than 0.08 W/kg. The 1g averaged peak SAR is preferred because 
it represents local variations more accurately. Each mobile phone user has a usage profile 
ranging from those who use their mobile phone occasionally to those in a busy occupation 
necessitating many hours of continuous phone use each day. An idea of how SAR needs to 
be interpreted is given in Fujimoto and James11 (Chapter 6, Section 6.5). To determine the 
likely SAR for a mobile phone, it must be measured in as near a natural scenario as pos-
sible together with a model of the human head composed of representative artificial tissue. 
Table 36-3 summarizes the electrical properties of some common tissues.

Purpose-built equipment is available to assist in standardization, but computer model-
ing has played a major role in rapidly evaluating different human body and handset situa-
tions; these aspects are detailed below.

Measurement of SAR

Although computer modeling has proliferated, the direct practical measurement of SAR 
in a phantom head and body is regarded as an important complementary tool. Handset 
manufactures have now built up their bespoke practical measurement equipment over sev-
eral years with phantom models comprised of tissue simulating fluid with the appropriate 
electrical parameters as listed in Table 36-3. Elaborate three-dimensional electrically small 
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probes are positioned within the phantom fluid by sophisticated control systems, enabling 
the SAR to be rapidly assessed within a few minutes. The homogeneous tissue fluid enables 
a bulk SAR assessment to be performed but cannot represent the layering of different tis-
sues and the presence of organs and glands. It does, however, allow the rapid comparison 
of different handset antennas and the effects of different handset orientations and separation 
distance from the body region. Most of the measurements are concerned with the absorp-
tion in the head, with or without a phantom 
hand model, and the variation in SAR for 
the same handset can be up to 100 percent 
depending on the measurement condi-
tions.41 Consumer groups have published 
league tables of SAR head absorption for 
commercially available mobile phones 
but its influence on customer purchasing 
preference is not very apparent, maybe 
because of the strong fashion element 
associated with phones, particularly with 
younger people.

A photograph of a measurement sys-
tem is given in Figure 36-13, showing 
the phantom in the forefront undergoing 
probe measurements in its right ear region. 
Details of the probes and control appara-
tus are given in Fujimoto and James11  
(pp. 338–340).

There is also some demand from uni-
versities and research establishments for 
ready-made commercially available SAR 
measurement equipment. One such exam-
ple is the SPEAG Dosimetric Assessment 
System (DASY 4), which provides a six-
axes robotic arm scanning the inside of 
a phantom head with facial features that 
are filled with tissue simulating liquid.42 

Frequency (MHz) Relative Permittivity e ′ Conductivity s (S/m)

300 45.3 0.87

450 43,5 0.87

835 41.5 0.90

900 41.5 0.97

1450 40.5 1.20

1800 40.0 1.40

1900 40.0 1.40

2000 40.0 1.40

2450 39.2 1.80

3000 38.5 2.40

TABLE 36-3 Electrical Parameters of Human Body Tissues

FIGURE 36-13 View of phantom measurement 
equipment (after K. Fujimoto and J. R. James11  
© Artech House, Inc. 2001)
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The system is computer controlled, enabling measurement of SAR to be performed in a 
short time. A photograph of the equipment is shown in Figure 36-14.

Techniques for Minimizing SAR

A variety of earlier attempts sought to reduce the handset antenna radiation to the hand and 
head regions. A pull-up metal mesh shield around the handset case was manufactured but, 
as might have been expected, it interfered and reduced the handset transmitted and received 
power. This idea has very recently been revisited with success using a metamaterial shield43 

and a view of the latter in position on the handset case is shown in Figure 36-15.
A way of reducing SAR in the head has been described44 that is based on the presence 

of a ferrite material screen. The research was simulated using FDTD with a detailed head 
model. It is claimed that provided the handset GP currents are not perturbed, then the SAR 
in the head is reduced without a reduction in radiation efficiency. An early attempt to reduce 
the head SAR by creating a radiation pattern null in the direction of the head involved a 
slot/patch combination.45 A layered spherical head constituted the simulation model. The 
antenna was bulky and unlikely to be applicable to present-day handset requirements, par-
ticularly with the demand for single multiband antenna operation.

Computer modeling is now a foremost tool associated with the minimization of SAR, 
particularly for the head region. The models have ranged from simple homogeneous 
cube blocks, spheres, and layered spheres to complex, more-realistic head models exhib-
iting the heterogeneous regions of the head and brain. These anatomical models are 
very detailed and thus escalate computer processing requirements. Some models can be 
freely downloaded on the Web. Two different anatomical models46,47 are illustrated in  
Figures 36-16a and b.

FIGURE 36-14 DASY 4 SAR measurement system by SPEAG
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Much research has been carried out on the comparison of different head models and 
it has been deduced that even though a heterogeneous head model will affect the SAR 
distribution within the head, it has little effect on the maximum integrated SAR, which is 
determined mainly by the antenna itself and its distance from the phantom.48–50 It is con-
cluded that the maximum averaged SAR is lower in most cases in a heterogeneous head 
model compared to a homogeneous head model and that a spherical head can be used to 
give a reasonable, slightly pessimistic assessment.50–52

FIGURE 36-15 Metamaterial shield on a handset 
case (after G.Goussetis et al43 © URSI 2005)

FIGURE 36-16 (a) Visible human head (after U. Tiede et al46 © IEEE 1996); (b) 1.1-mm resolution image 
of human head with 26 tissue types (after W. Whittow47 © Sheffield University 2004)

(a) (b)
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Currently, the IEEE Standards Coordinating Committee 34, Subcommittee 2, Work 
Group 2 is proposing new FDTD computational techniques for determining the SAR in the 
human body.53 It is expected that this standard will provide better guidelines for simulations 
involving heterogeneous heads.54

A layered spherical head has been investigated using the eigenvalue expansion method, 
and an interesting example of the results is shown in Figures 36-17a and b (Fujimoto and 
James11 pp. 373–374). The result demonstrates that the absorption in the skin exceeds that 
in the CSF at higher frequencies.

The majority of head model simulation research appears to mainly involve the use of 
PIFAs and other handset antennas that couple strongly into their environment, as described 
earlier in this chapter. The head SAR levels can therefore be near the recommended SAR 
limits.19 The ferrite-loaded handset antenna described in Section 36.5 represents a signifi-
cant advance in techniques for reducing the head SAR, and the reductions in SAR are 
very significant. Table 36-4 gives details of the SAR in the head for this ferrite antenna. 
A spherical homogeneous head model was used in this research.

(a) (b)

FIGURE 36-17 (a) Far-field gain patterns of the half-wavelength antenna with and without the six-
layered spherical head (after K. Fujimoto and J. R. James11 © Artech House, Inc. 2001); (b) 1g averaged 
and unaveraged SAR distributions along z axis at 900 MHz (BR = brain, C = cerebrospinal fluid [CSF],  
D = dural, BN = bone, F = fat, and S = skin)

Handset Antenna Frequency Band Coverage (MHz) SAR in the Head (10g [W/kg])

Ferrite antenna
(Figure 36-12)

1800, 1900, 2100, and 2450, 
respectively

0.076, 0.11, 0.06, and 0.0006, 
respectively

TABLE 36-4 SAR in the Head for Ferrite Handset Antennas35
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The excellent low SAR in the head is brought about by the use of an antenna monopole 
excitation probe, the orientation of the probe, and the use of ferrite material, and, for the 
balanced version, the deployment as well of two coupled antennas in phase opposition. As 
far as we are aware, these ferrite handset antennas are probably the only way of effectively 
reducing the SAR in the head while maintaining good prospects for realistic manufactur-
ing potential.

36.7 PROVISION FOR GPS AND BLUETOOTH

The provision for GPS and Bluetooth services in recent years was the commencement of 
adding value to mobile phones. Handset manufacturers are clearly influenced by the rela-
tive ease of embedding additional software processing chips within the handset. Additional 
bulky sensors are invariably required to input, output, and display the information, and this 
has not been an insurmountable obstacle for TV reception and camera phones where the 
display panel and camera can protrude somewhat outside the case. The clamshell handset 
also eases the space problem. The power of the chips continues to increase significantly 
while chip prices continue to fall. In keeping with this trend, handset manufacturers are 
deterred from increasing the number of antennas within the handset, both for cost reasons 
and because of the acute shortage of space. Therefore, we can expect to have only one 
multiband handset antenna that will encompass the new bands in addition to the established 
original bands. The isolation between adjacent bands needs to be small to avoid additional 
software filtering.

We have already shown in this chapter that some of the multiband antennas are in fact 
able to include the Bluetooth transceiver band at 2450 MHz. One thing in the designer’s 
favor is that at this higher frequency, the Bluetooth antenna is less electrically small with a 
quarter-wave length of 3.06 cm. For GPS receiver provision in the L1 1575.42-MHz band, 
the antenna size limitation is more critical with a quarter-wave length of 4.76 cm. Both GPS 
and Bluetooth are low-level signal devices and consequently they involve no SAR issue.

A way of reducing the GPS antenna length has already been demonstrated19 and involves 
an IFA plated onto a dielectrically loaded PIFA. The dielectric loading condenses the IFA 
fields and hence the antenna length. This example is illustrated in Figures 36-18a and b, show-
ing a view of the dielectric loaded PIFA and the isolation between the PIFA and the IFA.

FIGURE 36-18 (a) View of dielectric loaded PIFA with mounted IFA (after Z. Li and  
Y. Rahmat-Samii19 © IEEE 2005); (b) Isolation between the PIFA and IFA antennas

(a) (b)
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How handset manufacturers continue to provide for GPS and Bluetooth depends very 
much on their own preferred handset and antenna designs, but the examples shown in this 
section illustrate the feasibility of adding these two services to mobile phones.

36.8 MEASUREMENT OF HANDSET ANTENNAS

The mobile phone handset is a remarkable electronic product: it is packed with communi-
cation circuitry that must fit in the handset case, and it must be affordable by the public at 
large. The complexity of handsets has demanded new thinking about not only how to mea-
sure the circuit functions during the manufacturing process but also its overall performance 
when assembled. All of this must be accomplished in a cost-effective way. The situation 
is further complicated by the continually increasing processing speeds and the associ-
ated high-frequency EMC difficulties within the handset. Instrument manufacturers have 
responded in earnest and numerous suites of sophisticated instruments are now available to 
handset manufacturers to automate their component and subsystem production lines.

Measuring the performance of the finished product is a somewhat less-well-defined 
task because it has to embrace the relationship of the handset with its environment. This 
includes not only radio propagation effects in the everyday urban scenario but, as already 
discussed in this chapter, the absorption of waves by the operator’s body and, in particular, 
head. To what extent these issues are addressed will depend on the handset manufacturers 
but the cost of testing will be a major consideration and it has to be assumed that some 
sampling of the manufacturing output will take place.

The performance of an antenna in cellular operation can be defined and related to a 
particular route. Multipath reflections from moving vehicles, people, airplanes, doors in 
buildings, etc., create random fluctuations in the propagating radio wave polarization and 
signal strength. For measurement purposes, the wave polarization can be resolved into 
vertical polarization (VP) and horizontal polarization (HP), so upon moving the mobile 
handset along a particular urban route, the mean powers Pv and Ph, respectively, associated 
with these polarized components can be measured. The antenna will not be able to capture 
all the polarized power, and Pr < (Pv + Ph), where Pr is the mean antenna power that would 
have been received over the same route, in the same time period. The antenna performance 
is defined55 by its mean effective gain (MEG), where

 MEG = Pr / (Pv + Ph) (36-7)

MEG = [ + , ) ( , ) + +
0
∫ P P P G P P P Pv v h h v h/ ( ) ( / ( )θ

π

θθ φ θ φ GG P d dφ φ

π

θ φ θ φ θ θ φ( .sin, ) ( , )]∫
0

2

(36-8)

where (q, f ) are spherical angular coordinates, Gq      (q, f)  and Gf (q, f) are the q  and f com-
ponents of the antenna power gain pattern, respectively, and Pq  (q, f) and Pf (q, f) are 
the q  and f components of the angular density functions of the incoming plane waves, 
respectively.

The recent trend toward extreme handset compactness and internal integrated antennas 
does not allow the handset antenna to be evaluated in isolation from the handset itself. In 
principle the MEG assessment could be applied to the handset itself, but it is clearly not 
affordable as a production test. Measurements on handset reception and transmission are 
also carried out56 in a controlled environment, such as an anechoic chamber, but the process 
can again be very time-consuming and indeed costly.
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The use of a reverberation chamber to test antennas in Rayleigh fading propagation 
conditions is well established, but its recent application57 to mobile handset testing appears 
to offer manufacturers an efficient, low-cost method of assessing handset performance. 
An anechoic chamber requires highly absorbent walls, but a reverberation chamber is a 
large, metal-walled cavity capable of supporting many modes, which are then greatly per-
turbed by rotating reflectors within the excited chamber. This mode-stirring action is ran-
dom enough to create a Rayleigh distributed transfer function between the receiving and 
transmitting antennas inside the chamber: in this application, these are the radiating handset 
and the receiving wall probe. The Rayleigh distribution model is a useful approximation of 
realistic mobile propagation conditions, and a demonstration chamber has been described57 

that has many attractive features. For instance, a phantom tissue head model can be placed 
in close proximity to the handset under measurement to enable the actual operating radia-
tion efficiency to be obtained. The chamber can also test the addition of diversity functions 
and the newly emerging MIMO systems. The installation costs and operating times are low 
and compatible with handset manufacturing requirements.

36.9 SATCOM HANDSET ANTENNAS

Unlike cellular phones, satcom phone systems have had a very uncertain start due to the inade-
quate public takeup, which has led to financial difficulties for manufacturers. The systems have, 
however, survived in a leaner, more responsive form and a stable market has been developed. 
Around 1998 the systems under development were Iridium, Globalstar, ICO, and Thuraya.  
A summary of their salient technical details are listed in Mobile Antenna Systems Handbook11 
(p. 582). Iridium, Globalstar, and ICO are based on LEO, LEO, and MEO constellations, 
respectively, while Thuraya has a GEO satellite. Phased-array antennas directing spot beams 
to earth are used on all systems. Global roaming is provided by satcom phones, enabling the 
user to communicate from any place on earth. The user community includes military, business 
people, politicians, emergency services, those working in remote parts of the world or at sea, 
and so on, and this service differs greatly from that of the cellular phone system. A point in 
favor of the handset manufacturers is that the handset cases are less restricted in size than cel-
lular phones, cost is not such a limitation, and the handset antenna can protrude well above the 
handset case. It was evident58 in 1998 that the perceived market may not be adequate although 
the global roaming capability would attract support from the defense sector.

These satcom systems introduced new problems for handset antenna designers 
because of the low signal margins and 
the need for circular polarization.58 The 
quadrifilar helix antenna (QHA) is exten-
sively used, and reduced-diameter ver-
sions have been developed, giving some 
loss of bandwidth capability while ensur-
ing compact user convenience. QHAs are 
fitted with a balun to feed the spiral arms 
from an unbalanced feeder, and various 
designs exist. A more conventional QHA 
is shown in Figure 36-19.

The current Iridium 9505A handset 
has a size of 158 × 62 × 59 mm and has 
many added-value features including fax 
and data; an auxiliary handset antenna 
is also supplied. The Globalstar SAT600 

FIGURE 36-19 Quadrifilar helix antenna (QHA) 
(after C. Kilgus59 © IEEE 1964)
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handset has a size of 177 × 58 × 39 mm and offers a dual-mode facility combining cellular 
GSM900 and the satcom channel. Add-on facilities for the Internet are also available. The 
Thuraya 7101 handset, shown in Figure 36-20, offers data, fax, and GPS facilities; its size is  
146 × 53 × 27 mm.

As already mentioned, the QHA is constructed so that it can be pulled up out of the hand-
set’s case for use, thus giving it an elevated position clear of the user’s head. Construction 
details for the Thuraya handset antenna are given in Figure 36-21, which shows the narrow-
diameter QHA with the GSM NMHA mounted on its tip.

FIGURE 36-21 Constructional details of the Thuraya handset antenna11 
(Courtesy of Allgon)

FIGURE 36-20 Thuraya 
7101 handset11 (Courtesy 
of Thuraya)
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The Thuraya earth-to-space link is 1626.5–1660.5 MHz with a space-to-earth link of 
1525.0–1559.0 MHz. The Thuraya passband characteristics are shown in Figure 36-22a, 
and the antenna elevation radiation pattern is shown in Figure 36-22b.

36.10 FUTURE  TRENDS

The mobile communications market will continue to grow fueled by user demand for 
increased functionality, aesthetics, smaller handsets, longer battery life, and ubiquitous 
access. Some future trends are presented next.

● In the immediate future, handset manufacturers will continue to add value to handsets by 
way of low-cost processing software. This of course will be dependent on the consumer 
takeup, which from past experience is dictated by individual requirements, fashion, and 
quite likely other serendipity factors. When the new services require extended band cov-
erage, handset antenna innovation will continue to be much in demand.

● The system design approach will continue to be much in evidence in handset antenna 
design. This takes a holistic view of how all the components function together even 
if their individual performance may be degraded. When compared with conventional 
antennas, present-day handset antennas, with their low efficiency and proximity to other 
components, would have been seen as very poor radiators a few decades ago.

● Increasing the data rates of mobile phones will continue to receive research attention as 
more services are sought. New processing algorithms and techniques are being addressed, 
including the use of multiple antennas and quantum computing.60

● The clamshell type of mobile handset has provided more space on handsets for facilities 
and displays while allowing the handset to be compacted when not in use, but addi-
tional antenna design problems are invoked.61 Other types of handset case designs can be 
expected as services increase.

● The quest for a single multiband handset antenna that will cover all the band requirements 
for new services is inhibited by well-established fundamental antenna action whereby 
antenna resonances are necessary to achieve good matching, bandwidth, and radiation 
efficiency. Resonance is determined by the length of current paths and sets constraints 

(a) (b)

FIGURE 36-22 (a) Thuraya handset antenna passband characteristics11 (Courtesy of Allgon); (b) Thuraya 
handset antenna’s LHCP and RHCP elevation radiation pattern
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on antenna size even if material loading and other compacting techniques are used, as 
described in this chapter. A future breakthrough in antenna design cannot be ruled out. 
Much attention has been focused recently on how materials can be synthesized using 
metamaterials62 but to date the cell sizes of the latter remain too large for the synthesis of 
an electrically small antenna.

36.11 SYMBOLS

A radius of minimum sphere

DRA dielectric resonator antenna

GP ground plane

GPS global positioning system

IFA inverted F antenna

K free-space wave number

LEO low earth orbit

MEG mean effective gain

MEO medium earth orbit

NMHA normal mode helical antenna

ha antenna radiation efficiency

hm matching network radiation efficiency

PIFA planar inverted F antenna

Q Q factor

Qa antenna Q factor

Qm matching network Q

QHA quadrifilar helix antenna

SAR specific absorption rate

UMTS universal mobile telephone system

tandm permeability loss tangent

tande permittivity loss tangent

mr = m ′+ jm ″ complex permeability

er = e ′ + je ″ complex permittivity
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37.1 INTRODUCTION

High data speeds and multiband operations of modern wireless communication systems 
have significantly increased the demand for broadband antennas that are capable of 
supporting such requirements. In general, the systems need low-cost solutions with desired 
performance in terms of impedance bandwidth, polarization, and gain. Owing to unique 
merits such as small volume or low profile, low manufacturing cost, and easy integration 
into planar circuits, planar antennas are playing important roles in various wireless 
communication applications.

The planar antennas can usually be categorized in terms of radiation performance into 
microstrip patch antenna, suspended plate antenna (SPA), planar inverted-L/F antenna, and 
planar monopole/dipole antenna.1 Usually, they are attractive to antenna engineers due to 
their low profile and/or small volume. The changes in such antenna design are, in general, 
from the specific requirements of applications. For example, the microstrip patch antenna 
in its basic forms has a low profile, which is conducive to conformal design, but suffers 
narrow impedance bandwidth on order of 1 percent. In contrast, the planar monopoles 
usually have a high profile above a ground plane but enjoy broad bandwidth.

Making a trade-off between antenna profile and impedance, as well as radiation 
performance, the SPAs are good options for fixed base stations in wireless communication 
systems, and planar monopoles/dipoles for mobile wireless terminals. Accordingly, a variety 
of techniques have long been developed to further enhance the broadband performance of 
the SPAs and planar monopoles. Due to the merits of acceptable performance, low profile, 
and, in particular, low manufacturing cost, the SPAs and planar monopoles have widely 
been applied in high-speed wireless communication systems.

This chapter is divided into two parts, suspended plate antennas, and planar monopoles 
for high-speed wireless communications. The basic characteristics of the antennas will be 
introduced. The state-of-the art designs will be covered, and the important issues for the 
antenna applications will be addressed.

37.2 SUSPENDED PLATE ANTENNAS

In this section, the SPAs will be introduced as base station antennas for modern broadband 
wireless connections such as high-speed wireless local area networks (WLANs) based on 
IEEE 802.11. The impedance and radiation characteristics of the SPAs are described first. 
Then, the techniques used to broaden the impedance bandwidth of the SPAs are addressed. 
After that, the techniques for enhancing the radiation performance of the SPAs are introduced. 
Finally, the applications of the SPAs to WLANs will be exemplified as a case study.

Definition

An SPA with a thick, low-permittivity dielectric substrate can be considered as a varia-
tion of microstrip patch antenna, as shown in Figure 37-1.1 The planar radiator may be of 
any shape and placed above a ground plane. The planar radiator may be supported by a 
dielectric substrate with very low permittivity. Besides air, the dielectric substrate may be 
low-loss dielectric foam with a relative dielectric constant, er of ~ 1. The dielectric substrate 
may be multilayered partially with air. The substrate thickness h is usually around 0.06 
times the operating wavelength. The antenna may be fed in various ways. In Figure 37-1 
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the SPA is fed by a coaxial probe at a distance d away from the edge of the radiator. The 
operating frequency fo of the SPA can be estimated by

 f
c c

l hr
o

o
= =

+λ ε2 ( )
 (37-1)

where lo denotes the operating wavelength at the frequency fo, c is the speed of light 
(299,792,458 m/s), and er designates the relative dielectric constant. The length l, width w, 
distance d, and thickness h are in meters.

The SPAs can be fed in many ways like microstrip patch antennas. Typically, the SPAs can 
be excited by a microstrip line, a probe, and an aperture-coupled feeding structure, as shown 
in Figure 37-2.

Figure 37-2a describes the very popular feeding structure of the planar antennas, where 
a stripline is directly connected to the edge of the SPA.2 Different from the microstrip patch 
antenna with a thin dielectric substrate supporting the radiator, the stripline for the SPAs is 
usually suspended above a ground plane with a large thickness. The large spacing between the 
feeding stripline and ground plane causes a wide stripline of characteristic impedance of 50 Ω. 
For example, within a frequency range of 1–10 GHz, the width of a stripline is 5.1 mm for 
h = 1 mm and 10 mm for h = 2 mm. Therefore, a coaxial probe, namely the inner conductor of 
a coaxial connector, is used to vertically (not horizontally) excite the end of the stripline. As a 
result, the frequency-dependent input impedance of the probe is observed.

FIGURE 37-1 Coordinate system and geometry of a probe-fed SPA above air: (a) three-dimensional view 
and (b) side view
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FIGURE 37-2 Three types of feeding structures for SPAs
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In Figure 37-2b, the SPA is fed by a coaxial probe attached to the radiator directly 
while its outer conductor is connected to the ground plane.3 This configuration greatly 
simplifies the feeding structure. Due to the large spacing between the radiator and ground 
plane, this is a proper solution for the SPAs. The feeding probe can also be used to support 
the radiator when no dielectric substrate is used below the radiator. However, both the 
stripline and coaxial probe feeds may cause narrow impedance bandwidth due to the 
narrowband impedance transition between the stripline or probe and radiators. Moreover, 
such asymmetric feeding structures degrade the radiation performance, especially at higher 
frequencies with high cross-polarization radiation levels and/or squinted radiation from the 
boresight axis (beam-squint effect).

Figure 37-2c shows an electromagnetically coupled feeding structure,4 where a 
microstrip line centrally feeds the radiator through a nonresonant slot right below the 
radiator, which is cut from the ground plane. The symmetric configuration of the antenna 
to some degree alleviates the degraded radiation performance problems by suppressing 
the high cross-polarization radiation and the severe beam-squint effect. The nonattaching 
transition structure also improves the impedance bandwidth to some extent.

Important Features

Consider the SPA and coordinate system shown in Figure 37-1 again. The radiator is a 
square with a length l = 58 mm. A coaxial probe feeds the radiator with a distance d away 
from the radiator edge. Figure 37-3 shows the input impedance of the probe when the 
thickness h is 5, 8, and 11 mm. The start and stop frequencies are 2 and 3 GHz, respectively. 
From the Smith chart in Figure 37-3, the variation of the input impedance for varying 
thickness h is clearly observed. When the thickness becomes larger, the input impedance 
becomes larger, in particular, with larger inductance. This is an important feature of the 
SPAs. Therefore, to achieve a broad impedance bandwidth, it is necessary to employ the 
techniques to compensate for the large inductance.

FIGURE 37-3 Input impedance of the probe-fed SPA shown in 
Figure 37-1 with d = 0 mm, l = 58 mm, and h = 5, 8, and 11 mm
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Figure 37-4 shows the return losses of the SPA shown in Figure 37-1. The location 
of the feed point is optimized for good impedance matching as h = 5 mm. The achieved 
impedance bandwidths for –10-dB return loss are, respectively, 4.7 percent, 7.1 percent, 
and 6.2 percent at h = 5, 8, and 11 mm. The larger the thickness, the broader the impedance 
bandwidth. However, for the larger thickness, such as 11 mm, the good matching cannot be  
achieved by changing the position of the feedpoint, so that the achieved impedance 
bandwidth is not larger as expected. Therefore, the impedance-matching techniques should 
be applied for broad impedance bandwidth.

Owing to the large thickness, the radiation performance of the SPAs is slightly different 
from that of the conventional microstrip patch antennas. Figure 37-5 shows the radiation 
patterns in both E and H planes at the lower-edge, center, and higher-edge frequencies of the 
impedance bandwidth. In the E planes, the cross-polarization radiation levels are very low 
and thus can be ignored. With the increase in operating frequency, the sidelobe levels greatly 
increase, and the beam-squint effect can be observed at the higher-edge frequency due to the 
asymmetric configuration of the antenna. In the H planes, the copolarized radiation patterns 
are hardly changed. However, the cross-polarization radiation levels increase by 5.4 dB when 
increasing the frequency.

In short, the longer probe results in higher impedance, in particular, inductance. The 
larger antenna thickness offers potential for a broad impedance bandwidth but degrades 
the radiation performance with higher cross-polarization radiation levels in the H planes 
and higher sidelobe levels as well as the beam squinting in the E planes. As a result, it 
is necessary to develop the techniques to broaden impedance bandwidth and enhance the 
radiation performance in the applications of the SPAs in wireless communication systems.

Techniques for Broad Impedance Bandwidth

In the SPA design, the large thickness and low permittivity of the substrate provides the 
potential for a broad impedance bandwidth due to low antenna Q values. For example, the 
probe-fed SPAs in their basic forms with air as their substrate usually can achieve around  
7 percent impedance bandwidth for –10-dB return loss.1 The achieved bandwidth is limited 
by the high impedance caused by the longer feeding probe. To further broaden the impedance 
bandwidth, the techniques for impedance matching have been developed and applied.1

FIGURE 37-4 Return losses of the SPA shown in Figure 37-1 
with l = 58 mm and h = 5, 8, and 11 mm.
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Figure 37-6 shows the techniques for broadening impedance bandwidths of the probe-
fed SPAs, which are extensively used in wireless communication systems. Figure 37-6a 
shows the method to offset the large inductance caused by a longer probe.5 An annular 
slot is cut around the feedpoint so that the radiator is fed through capacitive coupling. The 
capacitive loading can also be introduced between the radiator and feeding probes in other 
ways.6–8

Figure 37-6b illustrates the technique to counterbalance the large inductance and 
achieve a broad bandwidth by slotting the radiator.9 The slot cut from the radiator acts as an 
impedance-matching network across a broad bandwidth. The slot can be of other shapes.10 
Such a technique can be applied without any increase in the size of antenna and can easily 
be fabricated at a low cost; two factors that make the applications of planar antenna arrays 
appealing.

The introduction of strong electromagnetic coupling between the feeding probe and 
radiator is an important and effective way to achieve broadband impedance matching.11 
The idea has been applied to the SPAs with great success, as shown in Figure 37-6c. Due 
to the application of the L-shaped feeding probe, the impedance bandwidth can reach up 
to more than 36 percent.12

FIGURE 37-5 Radiation patterns for the probe-fed SPA shown in Figure 37-1 with l = 58 mm and h = 8 mm 
at (a) lower-edge frequency, 2.28 GHz; (b) center frequency, 2.36 GHz; (c) higher-edge frequency, 2.44 GHz

(a) (b)

(c)
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The key to achieving the broadband impedance response of the SPA is the broadband 
transition between the feeding probe and the radiator. Figure 37-6d shows the other way to 
modify the transition, where a vertical conducting sheet is used between the feeding probe 
and the radiator.13 The vertical sheet basically acts as a broadband impedance-matching 
network.

As an example, an SPA fed by an L-shaped probe is designed that operates at 2.4 GHz. The 
geometry of the SPA is shown in Figure 37-7a, where a rectangular stub (25×4 mm) forms the 
horizontal portion of the L-shaped probe and is vertically excited by a probe with a radius of 
0.65 mm. By adjusting the length and height of the vertical portion of the L-shaped probe as 
well as the height of the radiator, the impedance locus forms a tight loop around the center of 
the Smith chart, as shown in Figure 37-7b. The strong electromagnetically coupled structure 
functions as a broadband impedance-matching network. Therefore, the well-matched bandwidth 
for –10-dB return loss reaches up to 25 percent, ranging from 2.04 GHz to 2.62 GHz.

FIGURE 37-6 Techniques for broadening impedance 
bandwidth of the SPAs
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FIGURE 37-7 (a) Geometry of an L-shaped probe-fed SPA and (b) impedance in Smith chart
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Figure 37-8 shows the radiation patterns in both E and H planes at frequencies 2.3 and 
2.6 GHz. With the increase in frequency, the copolarization sidelobe levels in the E planes 
increase by 5.2 dB. The beam-squint effect is observed at the higher frequency of 2.6 GHz. 
In the H planes, the cross-polarization radiation levels become high also by 5.2 dB at 2.6 GHz. 
The ratios of co- to cross-polarization radiation levels are reduced from 15.8 dB at 2.3 GHz to  
10.4 dB at 2.6 GHz. Therefore, the L-shaped probe-fed SPA features a broad impedance 
bandwidth but suffers the degraded radiation performance.

Techniques for Enhanced Radiation Performance

For base station antennas in wireless communication systems, the pure radiation polarization 
and stable maximum radiation direction are often required to avoid possible interference 
between different wireless systems and to save radiation power. The techniques to enhance 
the radiation performance of the broadband SPAs have been developed. As mentioned in 
Broadband Planar Antennas: Design and Applications,1 the structurally asymmetric and 
electrically unbalanced antenna design usually suffers high cross-polarization radiation 
levels and beam-squint effects. Consequently, the solution to alleviate the degraded 
radiation performance problem is to modify the feeding structure of the SPAs to keep the 
antenna geometry symmetric and feeding structure balanced.

Figure 37-9 demonstrates some of the solutions that can be easily applied to the SPA 
design with the enhanced radiation performance. First, a dual-probe feeding configuration 
is illustrated in Figure 37-9a.14 Two feeding probes are used to excite the symmetric radia-
tor simultaneously. The probes are symmetrically located in the E plane with respect to 
the H plane so that the antenna configuration is kept geometrically symmetric. The out-of-
phase RF signals from the two probes form an electrically balanced feeding structure. As 
a result, the currents that distribute symmetrically and in balance at the radiator effectively 
suppress the cross-polarization radiation levels in the H planes and beam-squint effect in 
the E planes.

However, the dual-probe feeding scheme needs a broadband feeding network to form 
a feeding system with two anti-phase probes, although this can be eased in array design.15 
To simplify the dual-probe feeding structure, a single-probe scheme is presented in 
Figure 37-9b.16 The radiator is fed by a probe through a half-wavelength strip. The probe 

FIGURE 37-8 Radiation patterns for gain of the L-shaped 
probe-fed SPA.
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vertically excites one of the ends of the strip. The horizontal portion of feeding strip is  
half-wavelength long at the center operating frequency. Another end of the strip is vertically 
attached to the planar radiator. The RF signals in the two ends are expected to be out of 
phase. There is strong electromagnetic coupling between the horizontal portion of the strip 
and radiator, which achieves a good impedance matching within a broad bandwidth of 
20 percent. Due to the balance-like feeding configuration, the cross-polarization radiation 
levels are effectively reduced so that the ratio of co- to cross-polarization levels is higher 
than 20 dB across the whole bandwidth.

The beam-squint effect in the E planes is, however, observed due to the asymmetric 
geometry caused by the feeding structure. A modified dual-probe feeding structure 
is used to enhance the radiation performance, as shown in Figure 37-9c, where the 
two out-of-phase probes are positioned around the center of the radiator, and a narrow 
slot is used to separate two feeding points.17,18 The separation between the two probes 
is small. Varying the length of the center slot can shift the resonant frequency and 
improve impedance matching. As discussed in Broadband Planar Antennas: Design and 
Applications,1 the current distribution at the radiator will be kept symmetric so that the 
cross-polarization radiation is effectively suppressed in all directions. Such a structure 
also needs a feeding network in the single element design similar to the conventional 
dual-probe scheme. A modified version was proposed and used as shown in Figure 37-9d,  
where a grounded pin is used to replace the second probe. The radiation performance 
of the SPAs with such a simplified feeding scheme is comparable with that shown in 
Figure 37-9c.19

Applications in High-Speed Wireless Communications

As mentioned in previous sections, the SPAs feature broad impedance bandwidth and acceptable 
radiation performance. One more important merit is that the SPAs have a cost-effective design, 
because they can be readily fabricated with conducting sheets partially or completely without 
use of any expensive dielectric substrate. Such an advantage enhances the competence of such 

FIGURE 37-9 Feeding schemes applied to SPAs for 
enhancement of radiation performance: (a) dual-probe; 
(b) probe-fed half-wavelength strip; (c) dual-probe-fed  
center slot (d ) simplified dual-probe-fed center slot scheme.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Broadband Planar Antennas for High-Speed Wireless Communications



37-10 CHAPTER THIRTY-SEVEN 

an antenna technology in the massive wireless market. The application of the SPA in wireless 
communication systems, for example, the access point (AP) of WLANs, is exemplified with 
an actual product design.

As is well known by now, wireless networks can offer many advantages over wired 
networks due to mobility. With wireless networks, users are free from the tether of an 
Ethernet cable at a desk. Also, the wireless networks are flexible, fast, and easy to use, 
deploy, and maintain. The WLAN is a mature option for wireless networks, which are based 
on the IEEE 802.11 protocol and widely used. One of the WLAN’s operating frequency 
bands (IEEE 802.11b) is the 2.4-GHz band (2.4–2.4835 GHz for North America and Europe; 
2.471–2.497 GHz for Japan; 2.4465–2.4835 GHz for France; and 2.445–2.475 GHz for 
Spain). Thus, the antennas for the WLANs should cover the band of 2.4–2.5 GHz as well.

Figure 37-10a shows a photo of one design that has been successfully applied in the APs 
of WLANs as a product. The SPA was formed by a piece of copper sheet and supported 
by two stands above a 100×100-mm ground plane at a distance of 7.5 mm, as shown in  
Figure 37-10b. The stands were symmetrically cut and bent from the radiator and separated 
by a center slot. One stand was grounded as a shorting pin and the other was fed by a 50-Ω 
microstrip line through the ground plane. Adjusting the length of the slot can change the 
operating frequency and improve impedance matching. The detailed optimized parameters 
are shown in Figure 37-10b. The antenna is embedded in a casing of the APs for indoor 
WLAN wireless access applications.

Figure 37-11 shows the measured return loss and radiation patterns for the SPA. The 
bandwidth for –15 dB can cover the operating band of 2.4–2.5 GHz very well, as shown in 
Figure 37-11a. The measured radiation patterns in both the E and H planes at 2.4 and 2.5 GHz  
in Figure 37-11b and c show the gain in the boresight direction is higher than 8.5 dBi.  
The wider coverage of 76o in the H planes and slight tilt beam direction of 5–10o in the E 
planes are conducive to application of the SPA design in the indoor WLAN AP applications, 
where the APs are operating at the mode of point-to-multiple point.

It is concluded that the suspended plate antenna is one type of broadband microstrip 
antenna but with many unique features such as larger antenna thickness, broader impedance 
bandwidth, more easily degraded radiation performance, and lower fabrication cost.  
A variety of the techniques for the enhancement of impedance and radiation performance 
have long been developed. The more cost-effective designs based on suspended plate 
antennas have been accepted by the massive wireless communication markets.

FIGURE 37-10 Geometry of an SPA embedded in a WLAN access point operating at 2.4 GHz
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37.3 PLANAR MONOPOLE ANTENNAS

In this part, the state-of-the-art planar monopole antennas will be introduced as embeddable 
terminal antennas for mobile ultrawideband (UWB) devices, for instance, wireless universal 
serial bus (USB) dongles. First, the state-of-the-art planar monopoles are briefly summarized. 
Unique design criteria for UWB antenna design are described. After that, the planar monopoles 
applied to wireless USB are introduced.

The State of the Art

In general, UWB antennas indicate frequency-independent designs, for instance, TEM horn 
antennas, as shown in Figure 37-12a.20–22 The antenna radiates linearly polarized TEM waves. 
Figure 37-12b shows a photo of a planar two-arm spiral antenna. The operating frequency range 
is determined by the inner and outer radii of the spiral. The radiated wave is a circularly polarized 
wave at the boresight. The spiral antenna is usually backed by a lossy or conducting cavity 
to improve impedance matching at low frequency and axial ratio by reducing the reflections 
from the end of the spiral arm. The phase center will change with operating frequency when 
a conical spiral antenna is used.23 Bi-conical antennas may be the earliest antennas used in 

FIGURE 37-11 Measured results for the SPA applied in the WLAN AP applications (a) return loss; copo-
larized radiation patterns in E and H planes (b) at 2.4 GHz and (c) at 2.5 GHz
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wireless communications because of their relatively stable phase centers and broad impedance 
bandwidths.24 Figure 37-12c displays an asymmetrical finite bi-conical antenna with a broad 
impedance bandwidths.25–27 Figure 37-12d shows a typical discone antenna.

The existing frequency-independent antennas having a constant performance at all 
frequencies also include self-complementary log-periodic structures, such as planar  
log-periodic slot antennas, bidirectional log-periodic antennas, log-periodic dipole arrays, 
two- and four-arm log spiral antennas, and conical log-spiral antennas.28

Furthermore, the cylindrical antennas can achieve broadband impedance characteristics 
by using resistive loading to form traveling wave along the dipole arms.29–31

However, the antennas mentioned above are seldom used in portable/mobile devices 
due to the constraints of bulky size and high manufacturing cost, although they have 
been widely used in radar systems, electromagnetic compatibility (EMC), and channel 
measurements, as well as base stations for wireless communications. Therefore, planar 
monopoles or disc antennas have been alternatively used in wireless communications 
because they have shown excellent performance in impedance and radiation and because 
they have the significant advantage of small size.32–35 The earliest planar dipole may be the 
bow-tie antenna invented by Brown-Woodward.36

Figure 37-13 reviews the planar trapezoidal designs.37–40 A general radiator with 
dimensions of Wu, Wb, H, and h that is installed above a large ground plane forms a planar 
monopole. The monopole antenna can be excited by a coaxial cable through a surface-
mounted adapter (SMA) connector. The triangular monopole antenna is the case with  
Wb = 0 or Wu = 0, which can be considered as the planar versions of bi-conical antennas.  

FIGURE 37-12 Frequency-independent antennas: (a) a TEM horn antenna; (b) a planar two-arm spiral 
antenna backed by a conducting cavity; (c) a bi-conical antenna; (d) two discone antennas

(a) (b)

(c) (d)
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The rectangular monopole antenna can be formed as Wb = Wu ≠ 0, which is the planar 
version of cylindrical monopole antenna. The frequency corresponding to the lower 
edge of impedance bandwidth of the planar trapezoidal monopole can be estimated by 
Equations 37-2 and 37-3.
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and all dimensions are in millimeters. Equation 37-3 is the modified version of Eq. 37-2 to 
estimate the frequency corresponding to the lower edge of the impedance bandwidth and 
has been used to estimate the frequency corresponding to the lower edge of the impedance 
bandwidth of a rectangular radiator as a special case of polygonal radiators.

The rectangular planar monopole antenna can be derived from the trapezoidal planar 
antenna, as shown in Figure 37-13.41–45 The monopole performance is mainly determined 
by the shape and size of the planar radiator as well as the feeding section. The overall size of 
the monopole and shape of the radiator dominate the frequency corresponding to the lower 
edge of the impedance bandwidth. The feed gap, the location of the feedpoint, and the shape 
of the radiator greatly affect the impedance matching.46–49 Figure 37-14 shows a rectangular  
planar monopole antenna and its modified versions. By modifying the shapes of the bot-
tom sides of the radiators, the impedance matching of the planar rectangular monopole can 
be further improved, as shown in Figure 37-14b, c, and d, where the impedance transition 
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FIGURE 37-13 Review of the planar trapezoidal monopoles
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between the coaxial probe and the radiator has been improved by using step transition, two 
branch feeding strips, and a beveled radiator.46,47,49–51 A broadband impedance transition 
will ensure an impedance matching across a broad bandwidth. A shorting pin can also be 
used to make the planar antenna more compact.52 The impedance and radiation perfor-
mance of four types of square planar monopole antennas were studied.48

By slotting the radiators of the planar monopoles, the impedance bandwidth of the monopole 
can be improved where the current distributions on the radiators are changed, as shown in 
Figure 37-14e and f.53–55 By adding a horizontal strip, the height of the planar monopole can 
be reduced because of the longer effective current path, as shown in Figure 37-14g.56

Theoretically, the radiators of the planar monopole antennas can be of any shape for 
broad operating bandwidth. The elliptical planar monopole antenna is one of the important 
types of planar monopoles in planar antenna design due to its broadband-even high-pass 
impedance performance. Figure 37-15 illustrates the elliptical monopoles in their general 
forms (Figure 37-15a), circular monopole (Figure 37-15b), semicircular monopole  
(Figure 37-15c), rectangular monopole with a semicircular bottom (Figure 37-15d), and 
annular monopole (Figure 37-15e).57–62

FIGURE 37-14 A rectangular planar monopole antenna and its modified  
versions

(b) (c) (d)

(e) (f) (g)
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FIGURE 37-15 Elliptical planar antennas and their variations
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However, in mobile wireless applications, the antennas are expected to be embeddable 
or easy to be integrated into wireless devices in system design. Therefore, the antennas 
directly printed onto a printed circuit board (PCB) are the most promising designs. Such 
antennas are usually constructed by etching the radiators onto the dielectric substrate of 
PCB stabs and a ground plane around the radiators.

Figure 37-16 demonstrates some prototypes of PCB antennas. It can be seen that the 
PCB antennas can be fed by a microstrip transmission line (Figure 37-16a–d ), a coplanar 
waveguide (CPW) structure (Figure 37-16e and h), or directly by an RF cable where the 
inner conductor is connected to the upper radiator and the outer conductor is grounded into 
a system ground (Figure 37-16f and g), as shown in Figure 37-16.

For the microstrip-fed cases, the ground planes are usually etched on opposite surfaces, 
which are connected into the system ground. The ground planes are etched close to the 
feeding strip on the same surface as the feeding strip for the CPW-fed PCB monopoles. 
The directly cable-fed monopoles are often used in scenarios where the PCB monopoles 
are not close to the main board and an RF cable is used to connect the antenna into the main 
board—for example, the antennas embedded into the cover of a laptop computer.

Antennas Applied in High-Speed UWB Wireless Communications

UWB is a technology for the transmission of information by using an extremely large 
operating bandwidth. Since the first Report and Order by the Federal Communications 
Commission (FCC) released the unlicensed use of UWB on February 14, 2002, the UWB 
technology has been expected to be the next-generation technology for short-range but 
high-speed wireless communications.63 The frequency range of 3.1–10.6 GHz has been 
allocated for such applications. The emission limit masks are regulated by regulators such 

FIGURE 37-16 The prototypes of printed PCB monopoles: (a) a microstrip-fed 
triangular monopole; (b) a microstrip-fed circular PCB monopole; (c) a microstrip-fed 
rectangle+semicircle PCB monopole; (d) a microstrip-fed rectangular PCB monopole; 
(e) a CPW-fed triangle+semicircle PCB monopole; (f ) a directly cable-fed rectangular 
PCB monopole with a strip; (g) a directly cable-fed circular PCB monopole with a slot; 
(h) a CPW-fed circular slot PCB antenna (from left to right and from the first to the 
second row).
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as the FCC for co-existence with other electronic systems, as shown in Figure 37-17. The 
emission power limits are lower than the noise floor in order to avoid possible interference 
between UWB devices and existing electronic systems. The masks may vary against regions or 
countries but the maximum emission levels are always kept lower than –41.3 dBm / MHz.

The extremely large spectrum provides room to use extremely short pulses on the order 
of picoseconds. Thus, the pulse repetition or data rates can be low or very high, typically 
up to giga pulse/second. The pulse rates are dependent on the applications.

Due to the unique requirements of UWB systems, the antenna design faces many 
challenges. Besides the requirements for conventional broadband antennas in terms of 
impedance bandwidth, gain, radiation patterns, and polarization, the special requirements 
for the UWB antenna in general include the following two points.

First, both the frequency and time domain responses of the UWB antenna should be taken 
into account due to the extremely wide bandwidth and direct pulsed signals. The frequency 
domain response includes all conventional parameters such as impedance, radiation, and 
transmission. The impedance bandwidth is measured in terms of return loss or voltage standing 
wave ratio (VSWR). Usually, the return loss should be less than –10 dB or VSWR < 2:1. 
An antenna with an impedance bandwidth narrower than the operating bandwidth tailors 
the spectrum of transmitted and received signals, acting as a bandpass filter in the frequency 
domain, and reshapes the waveforms of radiated or received pulses in the time domain. The 
radiation performance includes radiation efficiency, radiation patterns, polarization, and gain. 
The radiation efficiency is an important parameter especially for small antenna design, where 
it is difficult to achieve impedance matching due to small radiation resistance and large 
reactance. For the small antenna with weak radiation directivity, the radiation efficiency is of 
greater practical interest than the gain. The radiation patterns show the directions where the 
signals will be transmitted.

Second, the effect of the modulation schemes of the systems on the antenna design 
should be taken into consideration. The wireless communication systems based on UWB 
technology can be OFDM based or pulsed based. In an OFDM-based system, the whole 
UWB band is occupied by many sub-bands, where each sub-band having a few hundred 
megahertz (larger than 500 MHz) can be considered as broadband. Within the sub-bands, 
the effect of nonlinearity of the phase shift on the receiving performance can be ignored 
because the phase varies very slowly with frequency. Therefore, the design of the antenna is 
more focused on achieving constant frequency response in terms of the radiation efficiency, 

FIGURE 37-17 Emission limit masks for indoor and outdoor 
UWB applications
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gain, return loss, radiation patterns, and polarization over the operating band, which may 
fully or partially cover the UWB bandwidth of 7.5 GHz.

The pulse-based UWB systems usually require linear phase, impedance, and gain 
responses that can entirely cover the operating bandwidth or partially cover the bandwidth 
where the majority of the pulse energy is distributed. To prevent the distortion of the received 
pulses, a UWB antenna that can produce radiation fields of constant magnitude and a phase 
shift that varies linearly with frequency is desired.

In brief, an OFDM-based UWB system has almost the same requirements as those in 
a broadband system but with an extremely broad bandwidth, which usually varies from  
50 percent (for the lower UWB band of 3.1−5 GHz) to 100 percent (for the entire UWB 
band of 3.1−10.6 GHz). However, paying additional attention to pulse-based UWB systems 
is needed, where a UWB antenna usually acts as a bandpass filter that reshapes the spectra 
of the radiated /received pulses. To design a good UWB antenna, we should keep the fol-
lowing important design factors in mind:

● Enough impedance bandwidth to cover the operating bandwidth
● Steady directional or omnidirectional gain radiation patterns
● High and constant gain along desired direction(s)
● Linear phase, especially for pulse-based systems
● Consistent polarization
● Mobility with small size/low profile
● Low design complicity
● Low material /manufacturing cost

Based on these requirements, a circular planar dipole antenna is exemplified. Figure 37-18 
shows a pair of the circular planar dipoles, which are face-to-face positioned for transfer 
function (S21) measurement. The planar circle has a radius of 10.5 mm and feed gap 
of 2.2 mm. The identical antennas are used as transmit and receive antennas in the test setup 
shown in Figure 37-18, a pair of the planar dipole antennas with a separation of 100 mm and 
positioned in parallel and face-to-face.

FIGURE 37-18 A pair of circular planar dipole antennas
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Figure 37-19 demonstrates the return losses |S11| and the magnitude of the transfer function 
|S21| for the dipole shown in Figure 37-18. The circular planar dipole antenna demonstrates the 
broad impedance bandwidth covering the entire UWB band and broad transmission coverage 
2−8.5 GHz within a 10-dB variation. The results shown in Figure 37-19 are simulated.

Antennas in UWB-based Wireless USB

The most promising applications of UWB technology in the short-range and high-speed 
wireless interfaces may be wireless USB (WUSB), which replaces wired USB to match 
the data rate of USB 2.0 at 480 Mbps. The technology is a hub-and-spoke connection that 
supports dual-role devices in which a product such as a camera can act either as a device to 
a host laptop/desktop or as a host to a device such as a printer. In this section, a printed PCB 
antenna will be designed for a WUSB dongle, which is used in a laptop environment.

Figure 37-20a shows a printed PCB antenna on a dielectric substrate with a popular 
USB flash drive. The radiator and ground plane are etched on opposite sides of the PCB, 
as shown in Figure 37-20b. The radiator consists of a rectangular section and a horizontal 

FIGURE 37-19 (a) Return loss |S11| and magnitude of |S21|; (b) the phase response of |S21| of the circular 
dipole antenna
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FIGURE 37-20 A small PCB antenna for a WUSB dongle
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strip, which is used to reduce the length of the rectangular radiator.56 A rectangular notch 
was cut close to the horizontal strip.64 The effects of the ground plane on the performance of 
the printed PCB antenna have greatly been reduced because of the introduction of the notch. 
The radiator is fed by a microstrip line from the left side of the radiator. The excitation is 
located at the bottom end of the microstrip line. The gap between the radiator and the 
ground plane is typically around 1 mm. The ground plane has a size of a typical wireless 
USB dongle, where the system will be installed.

A WUSB dongle is placed beside a laptop. The laptop usually has a metallic and lossy 
cover and main body. To reduce the effects of the cover and body, the antenna is installed 
as far as possible from the cover and main body. As an example, the effect of the laptop on 
the radiation performance of the antenna is investigated. Figure 37-21 shows a dongle with 
a small printed PCB antenna installed at an IBM ThinkPad laptop under test. The keyboard 
panel of the laptop measures 250 × 300 × 25 mm. The screen measures 250 × 300 mm and 
is opened as if it is in use such that the angle between the screen and the keyboard panel 
is 100°. The antenna can be placed at different positions. Here, two different positions on 
the laptop for analysis are shown in Figure 37-21. The antenna can be placed at the right 
side of the back panel P1 and at the edge on the right-side panel P2. The size of the ground 
plane of the antenna does not affect the impedance and radiation performance significantly 
because the effect of the ground plane on the antenna performance has been significantly 
reduced.64 Therefore, no matter if the dongle is electrically connected to the metal casing 
or not, the performance of the antenna is unchanged.

Figure 37-22 plots the radiation patterns for the total fields in the horizontal (x-y) 
plane when the PCB antenna is placed at two positions on the laptop and in free space. 
The coordinate system is shown in Figure 37-20. By comparing the gain for the antenna  
in free space and at positions P1 and P2, it can be seen that the antenna at P1 has higher gain 
than that at P2 due to the blockage effect of the cover on the radiation from the antenna in 

FIGURE 32-21 (a) Placement of the antennas; (b) the antennas under test
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proximity of the laptop. The reflection from the cover leads to the stronger radiation from 
the antenna at P1 in the span of 160° –90° –0° –270° than that within the rest range. The 
radiation for the antenna at P2 is nearly omnidirectional but with several nulls and lower 
gain than that for the antenna at P1 in most of the directions, although the blockage of the 
cover on the antenna at P2 should be less than that on the antenna at P1.

In short, UWB is a promising technology for short-range high-speed wireless 
communications. To accommodate the special requirements for the antennas, the traits 
of UWB systems should be studied carefully and effects of the installation environments 
on the antenna performance should be taken into account in the system’s point of view, in 
particular for small and embedded antennas.
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38-2 CHAPTER THIRTY-EIGHT 

38.1 OVERVIEW OF ANTENNAS  
FOR MEDICAL APPLICATIONS

Antennas used for medical applications span applications in imaging, communication with 
implantable medical devices, heating for treatment of cancer, cardiac abnormalities, and 
hypothermia, measurement of fields for assessment of RF safety, augmentation of healing, 
and reduction of pain. Some of these applications have gained worldwide acceptance and 
are currently used with human subjects, and others are still in the research and develop-
ment stage. This chapter describes the nature of the human body environment in which 
these antennas are commonly used, relevant regulations and guidelines, and the antennas 
and their applications.

38.2 THE ENVIRONMENT

The Regulatory Environment

There are two types of regulations of particular interest to designers of antennas for medi-
cal applications. The first is the allowable frequency. Applications that are used external 
to the body or for short periods of time (hyperthermia treatment, pain control, cardiac 
ablation, etc.) utilize the Industrial, Scientific, and Medical (ISM) bands (433, 915, 
2450 MHz) in both the United States and Europe. Higher frequencies have the advantage 
of smaller antenna sizes, but the disadvantage of lower depths of penetration within the 
body. Implantable medical devices that are meant to stay in the body for a long period of 
time have been allocated a band of their own in the United States, the Medical Implant 
Communication Service (MICS) band from 402–405 MHz.1 The maximum bandwidth 
that can be used by a single device is 300 kHz in this band. The maximum power limit is  
25 m W Equivalent Radiated Power (ERP).2,3 MICS shares its frequency allocation with the 
Meteorological Aids Service (METAIDS), which is used primarily by weather balloons, 
and is therefore specified for indoor use.

The second type of regulation of interest in the design of antennas for medical applications 
is the limit on allowable absorbed power in the body. The limits for whole-body exposure 
are generally not the limiting factor. Instead, limits on localized power are more critical. 
Localized power is defined by specific absorption rate (SAR), which is calculated as

 SAR kg( / )
| |

W
Ep=

σ
δ

2

2  (38-1)

where s  is the electrical conductivity of the tissue (S/m), Ep is the peak value of the electric 
field, and d  is the density of the tissue (kg/m3). Localized SAR for nontherapeutic applica-
tions is limited to 2 W/kg in any 10-gram region of the body with an approximately cubic 
volume.4,5,6 An important exception is made in the new IEEE Safety Standard5 for the pinna 
(the outer ear) for an increased limit of 4.0 W/kg for the general public and 20.0 W/kg  
for occupational exposures. For therapeutic applications such as cardiac ablation and 
hyperthermia, the absorption limit does not apply, and care must then be taken not to dam-
age surrounding tissues by overheating them.

The question of whether electromagnetic radiation causes harm to the body at nonther-
mal levels has been hotly contested and remains a topic of ongoing research. A focused 
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review of this research was completed by the NIEHS in 1999.7 Significant research and 
ongoing professional oversight have lead to today’s RF exposure standards, which are 
meant to ensure safe levels of RF fields.8 Still, designers of antennas for medical systems 
should be aware of public fears that may accompany their use and should anticipate being 
asked to address this question.

The Physical Environment

Antennas used for medical applications are strongly impacted by the lossy dielectric materials 
that make up the human body. This presents challenges when antennas are used for a commu-
nication system, because the tissues absorb the power and detune the antenna. This depends 
strongly on the frequency and the location and depth of the antenna in or near the body, and 
significant variation can be seen from patient to patient. Figure 38-1 shows the electrical 
properties of muscle and fat as a function of frequency.9 At low frequencies, the conductivity 
of the tissue dominates the impact on the field, and at high frequencies, the dielectric values 
tend to dominate. Table 38-19 shows the electrical properties of several different tissues in the 
body at 433 MHz, which is a commonly used ISM frequency. Muscle is highly conductive 
and therefore very lossy, whereas fat has lower conductivity and therefore lower loss. These 
two tissues are near extremes in the body. A common rough approximation is that the body 
can be modeled using average properties of 2/3 muscle. This is suitable for addressing global 
questions such as total power absorbed in the body, but is generally not suitable for evaluating 
near field effects such as peak SAR.

The lossy tissues in the body have several effects on antennas used for medical appli-
cations. When antennas are used for deliberately depositing power in the body for hyper-
thermia or cardiac ablation, for instance, the power tends to stay more localized around 
the antenna, where it is absorbed and converted to heat. For cardiac ablation or in vitro 
hyperthermia applicators, this is good, because it means that the heat will not penetrate to 
nearby structures that are not meant to be heated. For external, whole-body applicators for 
hyperthermia or for medical imaging applications, this loss means that it can be difficult to 
get the power to penetrate deep within the body. Lower frequencies are used when possible, 
and regions near the surface of the body (such as the breast) are easier to work with than 
areas deep within the torso. Multiple antennas must be used outside the body and focused 
in some way in order to get the power deep into the body.

For biotelemetry (communication) applications, the same types of problems are seen. 
Communication with subcutaneous implants loses less power in the body than communi-
cation with deep body implants, for instance. Power lost in the body has two effects: it is 
wasted and cannot be used for communication, and the RF exposure limits typically limit 

FIGURE 38-1 Electrical properties of 
muscle and fat (from Gabriel9)
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Tissue er s (S/m)

Aorta 49.15 0.7395

Bladder 17.67 0.3128

Blood 57.3 1.72

Bone (Cancellous) 21.08 0.02275

Bone (Cortical) 13.77 0.1032

Bone (Marrow) 5.137 0.03575

Breast Fat 5.62 0.04953

Cartilage 43.64 0.65

Cerebellum 52.9 0.91

Cerebro Spinal Fluid 68.97 2.32

Cervix 44.17 1.020

Colon 60.88 0.96

Cornea 54.4 1.070

Dura 51.03 0.8

Eye Tissues 57.69 1.010

Fat 5.028 0.04502

Gall Bladder 60.06 1.035

Gall Bladder Bile 76.55 1.613

Grey Matter 54.27 0.8775

Heart 60.74 0.9866

Kidney 57.3 1.152

Lens Cortex 52.75 0.6742

Lens Nucleus 38.76 0.38

Liver 50.34 0.68

Lung Deflated 52.83 0.7147

Lung Inflated 21.58 0.3561

Muscle 64.21 0.9695

Nerve 35.7 0.500

Ovary 51.55 1.033

Skin (dry) 42.48 0.5495

Skin (wet) 51.31 0.72

Small Intestine 74.1 2.053

Spleen 60.62 1.041

Stomach 74.55 1.120

Tendon 50.53 0.7554

TABLE 38-1 Electrical Properties of Tissues at 433 MHz (from Gabriel9)
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the power that can be used for communication and hence the range or bandwidth of the sys-
tem. Also, the lower the frequency used (to enable penetration and minimize power loss), 
the larger the antenna must be. Determining the exact impact of the body on the antenna 
generally requires precise calculation of the antenna in the presence of the human body. 
This typically requires numerical methods that are described in the next section.

Numerical Simulation of Antennas in or near the Human Body

Several methods for analyzing antenna arrays for medical applications exist.10 For simple 
cases where the biological structure can be approximated as uniform or by very simple mod-
els such as layers or cylinders, classical methods such as analytical analysis11,12 or method of 
moments13,14 can be used. If the structure of the body varies so much that anatomically pre-
cise modeling is rendered imprecise by variation between individuals, these simple analyses 
can be used to determine an optimal array design for the range of expected variation between 
individuals. An example of this was done in Hadley15 for design of coils for vascular MRI. 
Another example in which the body can be modeled as near-uniform is in the case of arrays 
for hyperthermia of the brain. In Furse and Iskander16 stepped-impedance dipoles were mod-
eled using method of moments in an homogenous brain with a localized (nonhomogenous) 
tumor. Method of moments with a simple pulsed basis function (which is the most numeri-
cally efficient form) has limitations for heterogeneous models, however, due to artificial 
charge buildup on the dielectric interfaces.13 Higher-order basis functions can overcome this 
limitation, although the computational complexity is significantly increased.17 In addition, 
the method of moments is very computationally expensive when heterogeneous models are 
evaluated. It requires N logN computations, where N is the number of cells in the model, 
including those making up the heterogeneous object.

A more efficient method for calculation of heterogeneous objects is the finite difference 
time domain (FDTD) method, which has led to its tremendous popularity for numerical  
bioelectromagnetic calculations. For example, a interstitial array of hyperthermia applicators 
simulated using method of moments16 was simulated with a fraction of the computational 
resources using FDTD.18 Several individual hyperthermia applicators have been simulated 
using FDTD.19 FDTD requires N2 computations, where N is a cell in the (normally cubical) 
FDTD grid. Unlike method of moments, every cell in space (including at least a minimal 
amount of air surrounding the model) must be included in the discrete model, so the total 
number of cells, N, is likely to be larger. However, the significant improvement in com-
putational efficiency generally makes this trade-off favor FDTD for bioelectromagnetic 
simulations. Complete detailed analysis of breast cancer imaging modalities was also done  

Tissue er s (S/m)

Testes 65.2 1.137

Thyroid 60.02 0.8183

Tongue 58.79 0.8993

Tracea 42.93 0.673

Uterus 64.73 1.117

Vitreous Humour 66.16 0.3931

White Matter 39.84 0.5339

TABLE 38-1 Continued
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with FDTD,20–43 as well as hyperthermia systems,44 and evaluation of cell phones (including 
those with dual antennas) near the human head.45,46 Antennas for implantation in the body 
(mostly microstrip or Planar Inverted F (PIFA) types) have been simulated with FDTD and 
in some cases optimized with genetic algorithms.47 Deep hyperthermia applicators (annular 
phased arrays) have been simulated extensively with FDTD.48,49

Several FDTD developments have been important for bioelectromagnetic simulations, 
including the development of frequency-dependent methods (FD)2TD,50 low-frequency 
FDTD methods,51 efficient FDTD computation,52 and evaluation of temperature using the 
bioheat equation.49

Model development is one of the significant challenges of numerical bioelectromagnet-
ics. Models have progressed from the prolate spheroidal models of the human used during 
the 1970s53 to roughly 1-cm models based on anatomical cross sections used during the 
1980s54 to a new class of millimeter-resolution MRI-based models of the body that have 
been the hallmarks of research since the 1990s.55–58 Today, probably the most widely used 
models are derived from the Visible Man Project.59

Once a tissue-segmented model has been chosen, the electrical properties of the tissues 
are defined. The properties of human tissue vary significantly with frequency, so it is essen-
tial to use data accurately measured at the frequency of interest. There is a wide range of 
published data on measured tissue properties,53,60–71 and work is still underway to measure 
and verify these properties. These and other references are electronically searchable at the 
University of Utah Dielectric Database OnLine.72

38.3 ANTENNAS FOR MEDICAL IMAGING

One of the most promising uses of antennas in medical applications is for imaging the 
location of leukemia,73 breast tumors,20–43 and cardiac anomalies.74,75 Microwave imag-
ing methods rely on the fact that the electrical properties of normal and malignant tissue 
are significantly different60–67 and that there is significant variation from tissue to tissue. 
Location of breast cancer shows particular promise, because its relatively low loss allows 
electromagnetic fields to propagate to the tumor and back, and the proximity of the tumor to 
the outer surface of the body means that the signal does not have more than a few inches to 
propagate. Two major microwave imaging methods utilize antenna arrays. Tomography20–27  
attempts to map a complete electrical profile of the breast, and confocal imaging28–43 maps 
only the location of significant scatterers. Both of these methods have used antenna arrays 
made up of wideband elements to send and receive the test signals. Microwave thermog-
raphy picks up the passive electromagnetic fields from the body.76–92 Magnetic Resonance 
Imaging (MRI) uses a strong magnetic field to cause the magnetic dipoles in the body to 
precess and then uses an array of loops to pick up the fields when they relax back to their 
normal state.11,93–113

Tomography for Breast Cancer Detection

Microwave tomography is used to provide a complete spatial mapping of the electrical 
properties in the region of interest. During the acquisition phase, an array of antennas sur-
rounds the region of interest. One of the antennas in the array is used to transmit a signal, 
normally a sine wave,20 set of sine waves,21–22 or a broadband signal,23 and all of the other 
antennas are used to receive the reflected signal. The array is scanned so that each antenna 
transmits each frequency, and these signals are received by each of the other antennas. After 
all of the data has been acquired, it is processed by comparing the received data with what 
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would be expected from a simulated model of the region. A numerical “forward model” is 
used to predict how much power is transmitted from the transmit antenna, passes into and 
reflects from the breast/tumor model, and is received by the receive antenna. Originally, 
the simulated model is just a good guess for what might be present, generally a generic 
breast model with no tumor. The differences between the measured and expected received 
data are used to modify the original guess to obtain an ideal model that best matches the 
measured data. This “inversion” is used to predict what model could have produced the 
measured data.

Microwave tomography for breast cancer has been demonstrated by several groups.20–27 
In the Dartmouth system,20 for instance, sine waves from 300–1000 MHz (being expanded 
to 3 GHz) are transmitted from a circular array of 16 transmit/receive monopole antennas, 
shown in Figure 38-2, to produce 2D reconstructed images of the breast. Quarter-wave 
monopole antennas (in the fluid) that were built by extending the inner conductor of semi-
rigid coax were used for this application. Monopoles were chosen because they are easy to 
model as a line source in a 2D reconstruction algorithm with high accuracy.20 Water-filled 
waveguide apertures have also been used for tomography, but the monopole antennas were 
found to be as accurate and easier to build.24

Microwave tomography has been validated experimentally.27 The presence of 1.1- or 
2.5-cm saline tubes (representing tumors) in excised breast tissue are seen to be clearly vis-
ible.26 Objects as small as 4 mm in diameter have been imaged at 900 MHz.27

Confocal Imaging for Breast Cancer Detection

Confocal imaging for breast cancer detection is another exciting application of antenna 
arrays in medical imaging. Confocal imaging is similar to ground-penetrating radar. Unlike 
microwave tomographic imaging, this method does not provide a complete electrical map-
ping of the region of interest. Instead it identifies locations of significant scattering. This 
method typically uses a single antenna scanned in a flat array pattern above the breast or a 
cylindrical array of very small broadband antennas.28 For planar imaging, the patient lies 
face up, and the antenna is physically scanned in a plane above the breast.29–31 For cylindri-
cal imaging, the patient lies face down, with the breast extending into the cylindrical array 

FIGURE 38-2 2D monopole array used for tomographic 
imaging of the breast (after P. M. Meaney et al20 © IEEE 
2000)
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through a hole in the table.32,33 Matching fluid surrounding the breast, similar to that used for 
microwave tomography, is suggested in this case. Both methods provide similar results.33 
One antenna in the array transmits an ultrawideband (UWB) pulse, which propagates into 
the breast, where it is reflected off significant electrical discontinuities, and is received in 
parallel by the other antennas in the array. Knowing the physical spacing between the array 
elements, the different delays between the transmit antenna, scattering point, and receiving 
antenna can be calculated geometrically. The received pulses representing a specific point 
in space can then be time delayed appropriately for each antenna, added up, and integrated 
to indicate the magnitude of the scattered energy from that point in space. This is effectively 
correlating the signals received from that point at all antennas.

The antennas used for confocal imaging must be UWB and small enough to fit within 
the relatively small array area. Resolution of less than 1 cm requires a bandwidth of at least 
5 GHz. The lossy nature of tissue attenuates high-frequency signals, limiting the upper fre-
quency to about 10 GHz. Initially, resistively loaded bowties were suggested for the planar 
configuration,29–31,35,37 while dipole antennas were suggested for the cylindrical system.32,33 
Resistively loaded Vee dipoles have also been proposed.36 In the cylindrical configuration, 
multiple antennas are present in the array, although they are not simultaneously active. In 
the planar system, a single antenna is scanned over the surface, creating a synthetic antenna 
aperture. To overcome the inherent inefficiency of resistively loaded antennas, a modified 
ridged horn antenna operating from 1 to 11 GHz has been introduced.38 Most of the anten-
nas are designed to observe copolarized reflections from the breast; however, two resistively 
loaded bowtie antennas in the shape of a Maltese cross, as shown in Figure 38-3, have also 
been proposed to pick up the cross-polarized reflections.30 Cross-polarized reflections from 
simple tumor models were also examined.34,39

The antenna shown in Figure 38-334 consists of two cross-polarized bowtie antenna 
elements, an octagonal cavity behind the bowtie elements, and a metal flange attached to 
the cavity. The broadband bowties have flare angles of 45°. They are 1.67 cm long, which 
is a half-wavelength at 3 GHz in fat (similar to breast). The octagonal cavity blocks waves 
radiated away from the breast. The cavity is approximated as a circular waveguide filled 
with fat material for matching and size reduction. The first cutoff frequency is set to be 
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FIGURE 38-3 Cross-polarized antenna for confocal imaging. The properties of the substance inside the 
cavity and the medium outside the antenna are similar to fat (er = 9; s = 0:2 S/m) (after X. Yun et al34  
© IEEE 2005).
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2 GHz for 2 to 4 GHz operation. The cavity length is a quarter wavelength, which is 11 mm 
at 3 GHz. The flange consists of an inner and outer component, and is designed to block 
unwanted waves such as surface waves. The antenna performance does not change signifi-
cantly when the flange size is varied between 10–6.25 mm, therefore, the width of the outer 
flange is set to be 6.25 mm. The inner flange is designed to prevent possible electric field 
overshoot at the inner corners of the opening of the octagonal cavity or at the ends of the 
bowtie elements. A slotline bowtie antenna has also been proposed.40

A resistively loaded monopole antenna, shown in Figure 38-4, suitable for use in a 
cylindrical array was proposed by Sill and Fear.41–43 Based on the Wu–King design114–115 
this antenna was designed to be usable from 1 to 10 GHz immersed in canola oil (er = 3.0) 
for matching to breast tissue. The antenna is fabricated using high-frequency chip resistors 
(Vishay 0603HF, by Vishay Intertechnology, Malvern, PA) soldered to a high-frequency 
substrate (Rogers RO3203 series by Rogers Corporation, Chandler, AZ). The substrate  
(er = 3.02 and s  = 0.001 S/m) has electrical properties similar to those of the canola oil. 
The antenna is soldered to a subminiature A (SMA) connector and attached to a metal plug 
for connection into the oil-filled test canister.

The cylindrical confocal imaging system has been experimentally tested.41,43,116 
Simulated tumors as small as 4 mm have been detected using a 3D system.

Microwave Radiometry

Microwave radiometry is a passive method where the natural electromagnetic radiation or 
emission from the body is measured to allow detection or diagnosis of pathogenic condi-
tions.77 This method has been proposed for detection of breast cancer80,90,91 and brain can-
cer,81 in which the metabolism of cancer cells increases the localized temperature 1 to 3°C. 
This method has also been used for fluid and blood warming,77 for detection of rheumatol-
ogy,79 and for monitoring temperature rise during hyperthermia treatment.78

Typical antennas include open-ended rectangular waveguides,82–85 small-loop antennas,87 
and a horn antenna with a dielectric lens.88 Working around 3 GHz, all of these antennas 
have radiation patterns that have minimal penetration into the body, thus strongly weighting 
them to monitoring of surface temperatures.89,92 Increased focus, and therefore better spatial 
accuracy, was obtained with an array of six rectangular aperture antennas filled with low-loss 

FIGURE 38-4 Fabricated resistively loaded mono-
pole antenna soldered to an SMA connector and 
attached to a metal plug (after J. M. Sill and E. C. Fear43 
© IEEE 2005)
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dielectric (er = 25), which were scanned over the object of interest in an overlapping pattern. 
Preliminary results indicated promise for location of breast tumors.90–91

Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) uses a very strong magnetic field (0.5T, 1.5T, 3T, 4T, 
7T, perhaps in the future 8T) to make the magnetic dipoles in the body precess (line up). 
When they are released, a set of receiver coils picks up the magnetic field created when 
these dipoles return to their normal orientations (position may change a lot as in blood 
imaging, diffusion, etc.). The relaxation properties of the different tissues affect the relative 
received signal intensities, and a 3D map of the body can be produced.

There are two basic types of receiver coils used for MRI. Volume coils, such as the 
quadrature birdcage head coil shown in Figure 38-5,11 are used for imaging large and 
deep anatomic structures of the body and provide homogeneous field profiles. For high-
resolution applications that are more localized, such as angiographic imaging, hypocam-
pus imaging, and functional imaging, in which the object features are very small, volume 
coils pick up less signal and more noise, thus having a lower signal-to-noise ratio (SNR) 
and poor-quality images. Modifications such as the use of an RF reflector or “endcap,”11 
and modified shapes such as the elliptical94 or “dome”95,96 coils, have been developed. 
Smaller-volume surface coils97 have been shown to improve image quality, particularly 
when combined into phased arrays98–106 such as the one shown in Figure 38-6. Phased-
array coils are closer to the area of interest, so they pick up larger signal strength, and 
are smaller, so they pick up less noise, thus having a higher SNR. They are designed to 
overlap so that the mutual inductance between coils is zero, and so that the impedance at 
the preamplifier is very low, for optimal SNR.8 Part of the price for this improved image 
quality is the complexity of the receiver and data acquisition system, as each antenna is 
received on an individual channel. The image processing is also more computationally 
expensive, as the signal from each antenna is weighted depending on its proximity to the 
target region (and hence expected relative SNR), phase shifted, and combined with the 
other similarly processed signals.

FIGURE 38-5 Quadrature birdcage coil with endcap used 
for whole-volume head imaging (reprinted with permission 
from J. R. Hadley et al11 © Journal of Magnetic Resonance 
Imaging 2000)
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Among the practical considerations that are challenging with phased-array coils are the 
data acquisition time and the limited field of view, particularly for applications where the 
region of interest (an arterial occlusion, for instance) may not be precisely known and is 
therefore easy to miss. Phased-array coils have been used for numerous magnetic resonance 
angiography (MRA) applications including peripheral107,108 abdominal, intracranial, and 
carotid imaging.109–111 Recent coil designs have started to integrate phased-array elements 
into volume-like coils with the ability to control how the image is constructed to achieve 
maximum image quality.112,113 For these applications, the coil array functions much like the 
phased array in a synthetic aperture radar application. The image quality for the different 
coil types and configurations depends strongly on the application. The optimal image con-
struction algorithm depends strongly on the application and region of interest, making the 
flexibility of being able to synthetically develop large or small subarrays very attractive.

38.4 HEATING

Hyperthermia

Hyperthermia (HT)117,118 is a method of treating cancer by heating the body. The tissue is 
typically heated to 41 to 45°C for 30 to 60 minutes. Often, this involves focusing the energy 
on the tumor region, relying on the tumor to be more sensitive to heat than the surround-
ing healthy tissues. This may be due to poor internal vasculature of the tumor or its higher 
conductivity and permittivity caused by increased water and ionic content. HT has also 
been shown to increase the effectiveness of radiation or chemotheraphy.119–120 The most 
commonly used frequencies for hyperthermia are 433, 915, and 2450 MHz. The type of 
antenna or antenna array used for HT depends on whether it is to be administered superfi-
cially, interstitially, or deep-body.

Superficial HT applicators include microstrip,121 waveguide,122 current sheets,123 induc-
tive,124 and the dual concentric conductor antenna, or DCC, shown in Figure 38-7.125–128 
The DCC is particularly attractive, because it can be easily fabricated on flexible, printed, 

FIGURE 38-6 (a) Two-element phased-array coil design. Dashed lines indicate the 
breaks in the underside of the double-sided copper section of the coil. (b) Image of 
finished phased-array coils (enclosed in foam) with triax balun cables and phased-array 
port connector box (reprinted with permission from J. R. Hadley et al11 © Journal of 
Magnetic Resonance Imaging 2000).
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circuit-board material, which makes it easy to conform to virtually any part of the human 
body. The DCC aperture is a ring-slot configuration fed simultaneously on all four sides. 
Prediction and optimization of the heating is normally done by analyzing the near fields of 
the antenna (the heating region) numerically.126

Interstitial applicators for HT are typically monopole antennas made from coaxial cables 
with the center conductor extending beyond the outer ground shield of the cable.129 These 
antennas have a tear-drop-shaped radiation pattern, so the majority of the heating is near 
the feedpoint of the antenna (where the ground shield stops), leaving the tip of the antenna 
extended beyond the useable heating range. The heating distribution can be made more uni-
form by varying the width of the conductor16 or adding a choke to the antenna.130 Numerous 
other designs of interstitial applicators also exist. The heating pattern can be adjusted within 
the array by phasing the antenna elements16 or by using nonuniform insulation.131

Deep-body HT applicators are generally based on annular phased arrays (APA) of 
waveguides,118 coaxial TEM apertures,132 printed antennas,129,133 and induction systems.134 
Originally, APA systems contained only one ring of 2D applicators surrounding the patient. 
The ring could be scanned vertically. Significant improvement with a true 3D HT system with 
the applicators vertically offset has been observed.129 The first clinically used 3D-type appli-
cator is the SIGMA-Eye applicator (BSD Medical Corp., Salt Lake City, UT135). A detailed 
description of this applicator and different numerical antenna feed models can be found in 
Nadobny et al.136

Among the ongoing antenna design challenges in this area is the design of antennas that 
can be used to also monitor temperature and administer radiation therapy.128,133,137 One proto-
type combination device is shown in Figure 38-8 and another in Figure 38-9. Another research 
area is the use of optimization approaches to predict and control the heating pattern.138,139

FIGURE 38-7 DCC antenna geometry, 
E fields in the ring slot and edge currents 
(after P. F. Maccarini et al126 © IEEE 2004)

FIGURE 38-8 A prototype of the new Berlin MR-compatible Water-Coated Antenna Applicator (WACOA) 
(after J. Nadobny et al137 © IEEE 2005)
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Treatment of Hypothermia

Patients who have experienced hypothermia are at great risk during the rewarming process. 
Conventional methods such as warm water baths use external sources of heat, which warm 
the peripheral regions while the heart is still cold. The demand for increased circulation to the 
extremities can overload the heart. EM applicators can produce deeper heating than methods 
that simply heat the body surface and rely on thermal conduction to carry the heat to the 
deeper tissues. EM heating provides heat deeper into the body, which increases cardiac output 
and circulates warmed blood to the peripheral tissues without overloading the heart.140

Cardiac Ablation

Microwave catheter ablation uses monopole antennas inserted in catheters to the heart to 
treat cardia arrhythmias by creating deep lesions that destroy the source of the arrhythmias. 
Frequencies of 915 or 2450 MHz are typically used.141,142 Ablation requires localized tem-
peratures of 50–90° C for a short time, typically a few minutes. Microwave ablation has also 
been used in conjunction with traditional balloon angioplasty to soften arterial plaque.143

38.5 COMMUNICATION (BIOTELEMETRY)

Wireless communication systems and their associated implantable antennas are needed 
for communication with implantable medical devices such as cardiac pacemakers and 
defibrillators,144 neural recording and stimulation devices,145 and cochlear146 and retinal147 
implants. Designing antennas for embedded applications is extremely challenging because 
of reduced antenna efficiency, impact of the environment on the antenna, the need to reduce 
antenna size, and the very strong effect of multipath losses. In addition to the present needs 
for embedded antennas, the expansion of MEMS, which are expected to play a dominant 
role in next-generation technologies, will add dramatically to the applications for imbedded 
antennas. Ultra-small devices (small enough to be injected in a human vein, for instance) 
and the desire to communicate with them will inevitably lead to the need for miniaturized 
antennas embedded in lossy environments. Emerging medical telemetry devices have led 

RF ConnectorsBrachytherapy
CathetersMW PCB Array

Thermal Monitoring
Catheters 5mm water Bolue

FIGURE 38-9 Schematic of combination applicator showing component parts: 
parallel catheter arrays for brachytherapy sources and thermal mapping sensors, PCB 
antenna array, and water coupling bolus (after P. Stauffer et al133 © IEEE 2004)
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to recent advances in the design of small, biocompatible antennas that can be implanted in 
the human body.148–175

Major challenges exist for implantable antennas. Not only do they have to be long-term 
biocompatible, but they must also be small, passive or highly efficient (to reduce battery 
requirements inside the body), and able to transmit power through the highly lossy body 
structure. In addition, they must meet the maximum SAR guidelines, which can be quite 
challenging. The very near field of the antenna is the inductive zone where power is not 
radiated. If lossy material is in the inductive zone of the antenna, which it normally is for 
implanted antennas, this near field power is absorbed and shows up in the SAR measure-
ments or calculations. Thus, SAR is often the limiting factor for power transmitted from 
an implanted device.

In the majority of wireless telemetry cases for implantable devices, inductively coupled 
coils often wound around a dielectric or ferrite core are used.152–167,176 In these cases, the time-
varying magnetic field generated by the primary coil is received by the secondary coil, which 
results in an induced current in the implanted coil. Frequencies are often lower than 50 MHz 
to ensure that the presence of the human body does not significantly obstruct the coupling 
between the coils. In this case, the most important parameters for the design of the telemetry 
system are the self and mutual inductances of the coils. Several methods can be used to 
determine these parameters depending upon the frequency of interest and the geometrical 
shape of the coils. For the simplest traditional coil geometries (circle, square), analytical 
approximations of self and mutual inductances are often used, whereas more sophisticated 
methods (such as the partial inductance method and similar methods) can be used in the case 
of geometrically complex coils. A measure of the quality of coupling between two coils is 
given by the coupling coefficient K between two coils (0 ≤ K ≤ 1), defined by

K = M

L L
12

1 2

where M12 is the mutual coupling between coils 1 and 2, and Li is the self inductance of 
coil i. To maximize the power delivered to the load in these applications, usually a capacitor 
is inserted in parallel with the inductance of the coil and the resistance of the load to form 
a parallel resonant LC circuit. Many other parameters may affect the design of inductively 
coupled coils for biomedical telemetry systems, such as implant size, maximum power, 
temperature increase in the implanted device, and specific absorption rate of power (SAR 
given in W/kg) induced in the tissue.177

Most inductive telemetry links are used for subcutaneous applications due to power 
restrictions for passive devices. Data rates are generally low, and size/weight and biocom-
patibility issues plague these devices. However, recent advances continue to reduce the 
power requirements and provide more biocompatible designs. The Utah Electrode Array 
(UEA), for example, uses a pickup coil printed on a ceramic substrate and integrated with 
the implanted neural electrode array, as shown in Figure 38-10.145 The implanted coil is 
energized by an external inductive programmer/reader that powers the implanted circuitry 
while transferring telemetry data.

Radiofrequency links are also being developed for communication with medical 
implants. For cardiac telemetry, a dipole171 and spiral or serpentine microstrip,173,174 and a 
waffle-type patch178 have been designed for implantation in the shoulder. An insulated wire 
antenna has also been used, and this wire may be used as the lead between the heart and 
the battery pack/controls of the pacemaker.168 The antenna can be treated as a waveguide, 
where the lossy body acts as the outer conductor of the waveguide. The insulated antenna 
in tissue may be matched with a load resistor connected to the conducting tissue in order to 
reduce or eliminate the reflection.169

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Antennas for Medical Applications



 ANTENNAS FOR MEDICAL APPLICATIONS 38-15

Another type of antenna used for communication with cardiac devices is the circum-
ference antenna, which is a monopole antenna that is mounted around the edge of the 
pacemaker case, as shown in Figure 38-11.169,170 The 94-mm-long circumference antenna 
shown in Figure 38-11 was centered in a plastic insulator with a thickness of 10 mm. The 
bandwidth where the SWR of this antenna is less than 2 is 42 MHz, which is larger than the 
required MICS allocation of 3 MHz.

For smaller implants, a microstrip patch antenna has been successfully used for a 
retinal prosthesis,175 and a small dipole has been designed for communication with a 
brain implant.172

Deep-torso devices will experience more loss than subcutaneous devices. Furthermore, 
the location in the body controls the radiation pattern shape as well as magnitude. For 
example, the calculated radiation patterns for a small, multiturn loop antenna implanted in 

Telemetry Coil

Receiver ASIC

Electrode Array

FIGURE 38-10 Utah Electrode Array packaged with a custom ASIC and 
printed receiver coil (after K. Guillory and R. A. Normann145 © J. Neurosci. 
Methods 1999)

FIGURE 38-11 Circumference antenna on a pacemaker 
model (after A. Johansson,169 Figure 5-3)
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the vagina are shown in Figure 38-12. Measured net body losses (power absorbed in the 
body) for this 418-MHz antenna are 19.2 dB. The bodyworn radiation efficiency is

 ηb

P
P

= =body

air
1 2. %  

where Pair is the total power radiated by the antenna in air, and Pbody is the total power 
radiated (external to the body) by the antenna implanted in the body. At 916.5 MHz, the 
measured net body loss is 24.3 dB, and the bodyworn radiation efficiency is 0.37 percent.156 
The substantial losses in the body have so far limited deep-torso implants to communica-
tion with receivers held on or very near the body.

38.6 PULSED ELECTROMAGNETIC FIELDS

Pulsed electromagnetic fields (PEMFs) have been developed for a number of medical 
applications. These fields are generally delivered by electrodes connected directly to the 
body, and as such are not truly an application of antennas. However, since this method 
is showing significant promise for many different medical applications, and since UWB 
antennas are being used in many other areas, it is not unlikely that antenna design concepts 
could be applied to PEMF applicators in future applications.

Bone and Tissue Healing

Pulsed electromagnetic fields have been found to be highly effective for healing fractures 
and soft-tissue injuries, particularly those that do not respond to ordinary healing methods. 
As early as 1812, passing “electric fluids” through needles inserted in the fracture gap was 
found to stimulate bone healing, and by the mid-1800s, this DC current stimulation was 

FIGURE 38-12 Calculated azimuthal radia-
tion patterns for a 418-MHz vertical source: 
vertically polarized pattern (solid line) and 
horizontally polarized pattern (dotted line) (after  
W. G. Scanlon et al156 © IEEE 2000)
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considered the method of choice for slow-healing fractures. Today’s bone-healing PEMF 
systems typically use a 72-Hz single-pulse pattern. While the full biological mechanism is 
not minutely understood, it appears PEMFs of this type are able to retard the osteoclasts 
that destroy bone while increasing the rate of new bone formation.179

Pain Control

Pulsed electromagnetic fields have also been used for controlling pain. Electrodes are 
placed strategically around the knee, shoulder, back, etc., and PEMF is applied. This has 
been found to provide both short- and long-term pain relief, although the exact reason 
is not fully understood. This method is currently used in both human and veterinary 
medicine.179

Drug Delivery and Electrochemotherapy

Pulsed electromagnetic fields can be used for a wide variety of needle-less drug delivery 
applications. Iontophoresis is a method to electrically force drugs across a transdermal 
interface using a relatively small voltage (0.1–10 V) across the skin boundary. This method 
appears not to create structural changes in the cells or the skin, but rather just creates ion 
pathways that a conductive fluid (drug) will follow through pre-existing aqueous pathways. 
At present, a limited number of drugs can be delivered using this method.180

Pulsed electromagnetic fields can also be used to treat cancer, using a new therapy 
called electrochemotherapy, which has been used for a variety of cutaneous tumors, includ-
ing head and neck tumors, melanomas, superficial breast cancer lesions, etc. In this ther-
apy, the resistance of malignant cells to penetration by certain chemotherapeutic agents 
is temporarily lowered by electroporation, which creates temporary pores (pathways) in 
the membranes of the malignant cells by the application of short DC pulses that generate 
electric fields of several kV/cm. Once the cells are porated, the chemotherapeutic agents 
can enter the malignant cells and destroy them. Electrochemotherapy not only can increase 
the efficacy of certain chemotherapeutic agents, but also can reduce side effects because 
malignant cells can be destroyed with much lower doses of chemotherapeutic agents than 
with conventional chemotherapy.180,181

38.7 SENSING

In addition to receiving and transmitting power for communication or imaging and deposit-
ing power for heating applications, antennas can be used as sensors. Antennas are used as 
probes for dielectric properties and electric or magnetic fields.

Dielectric Measurement Probes

Measurement of the electrical properties of tissues has been done extensively to facilitate 
research, numerical modeling, etc. High-frequency in vivo and in vitro dielectric measure-
ments of tissue are typically made using an open-ended coaxial probe.182 The coaxial probe 
is sensitive to material that lies within a fringing capacitance zone adjacent to the probe 
tip. A two-wire, dipole-type probe has also been used.183 Another application of dielectric 
property measurements is in vivo measurement of brain fluid.184
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FIGURE 38-13 Miniature printed dipole 
antenna for measurement of electric fields to 
determine cell phone RF exposure compliance 
(H. Bassen and G. Smith185 © IEEE 1983)

Electric and Magnetic Field Probes

Miniature electric field probe antennas have been designed for assessment of compliance 
of electromagnetic devices with RF exposure guidelines.185 Measurement of SAR requires 
evaluation of the localized electric field, which should not be perturbed by the probe. This 
requires a very tiny electric or magnetic field receiver, such as the one shown in Figure 38-13. 
Because this probe is inherently sensitive to the polarization of the electric field, three perpen-
dicular probes are used, as shown in the SPEAG probe in Figure 38-14. A magnetic field probe 
is also shown in this figure, with three perpendicular receiving loops.186

FIGURE 38-14 Electric and magnetic field probes from SPEAG (reprinted with per-
mission, Schmid & Partner Engineering AG, Zurich)
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38.8 FUTURE DIRECTIONS

The medical applications of antennas described in this chapter are by no means all inclusive. 
New technology is rapidly being developed, and creative new ideas continue to emerge. 
The basic capabilities of antennas to transmit information, deliver heat, sense electrical 
properties, and receive information for imaging will continue to lead to new applications 
for antennas in medicine. At the risk of tabloid-type predictions, the following are some 
expectations for where antennas will continue to grow in medical applications.

Communication with medical devices is an area that is rapidly expanding. The first 
medical devices were cardiac devices that had large battery packs and control systems 
and minimal data up/downlink requirements that could be managed in a doctor’s office. 
Today these devices are pressing for higher data rates, real-time communication, and more 
efficient links. Their size has been continually shrinking and promises to shrink radically, 
due mainly to advances in battery technology. Emerging nerve stimulation or recording 
devices require far less power than cardiac devices, and therefore do not require batteries 
at all. Prosthetic nerve devices hold promise for artificial vision, hearing, smell, balance 
and muscle control, nerve “repair,” and a new level of treatment of brain malfunction for 
Parkinson’s disease, depression, epilepsy, and more. New packaging techniques and ultra-
efficient electronics are driving the need for superminiaturized antennas. This demand is 
likely to grow dramatically with the success of microscale electronics, microfluidics, and 
microscale sensors and actuators. Smart pills have shown the capability of “untethered” 
communication systems in the body, and other applications are likely to utilize this freedom 
in the future, such as moving through the bloodstream for diagnosis or treatment.

Devices used for heating have either been large, external devices that attempt to focus 
power, or much smaller devices inserted through a vein/artery or laproscopic surgical open-
ing. These devices are also likely to shrink in size with the miniaturization of electronics, 
providing opportunity for more precise control of heat delivery.

Although medical imaging is a relatively mature field, new methods and radical enhance-
ments to mainstream methods continue to emerge. New antenna designs for imaging tend to 
be larger numbers (arrays) of small antennas. Enhancing the bandwidth while miniaturizing 
the antenna continues to be a focus in many applications. Arrays that are nonuniform and 
nonplanar are likely to be important in many applications. With the ability to place antennas 
in the body for medical implant devices, it would not be surprising to see the development 
of imaging systems that can be swallowed, injected, or placed in body orifices for better 
imaging of sensitive structures.

Antennas are an integral part of medical devices today, and hold promise to play a sig-
nificant role in the development of emerging devices for future medical systems.
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39-2 CHAPTER THIRTY-NINE 

39.1 INTRODUCTION

Automobile communications are rapidly expanding with the emergence of many new tele-
communication technologies (e.g., XM Radio and Sirius Satellite Radio, WiFi, Bluetooth, 
mobile TV, Dedicated Short Range Communication, etc.), as illustrated in Figure 39-1. This 
chapter reviews the antenna technologies that are being used for these various communication 
systems. In addition, this chapter reviews the antenna requirements as established by vehicle 
manufacturers in terms of radiation/reception characteristics, cost, aesthetics, reliability, func-
tionality, repairability, design flexibility, RFI/EMC immunity, and buildability (i.e., the ability 
to place the antenna into the production process of an automobile assembly plant).

Mobile Phone:
Cellular
GMS 900
GSM 1800
PCS
UMTS

Backup Detection Radar

Internet Access

Adaptive Cruse Control Radar

AM/FM/DAB  Radio

Mobile TV:
UHF/VHF
Satellite

Satellite Navigation
(GPS)

Satellite Radio:
XM

Sirius

Remote Function Access:
RKE
Remote Start
etc.

Collision Avoidance Radar

Blind Spot Radar

Intra-Vehicle Communication:
Bluetooth
WI-FI
etc.

Electronic TollTire Pressure Monitor

Dedicated Short Range Communication

FIGURE 39-1 Mobile communication services

(b) Simple electromagnetic model(a) Automobile above earth’s surface

Earth’s surface 

h

Vehicle image

Vehicle-earth capacitance (C)

Z Z

Tire-wheel-bearing impedance (Z)

FIGURE 39-2 AM frequency model for vehicle above earth’s surface

39.2 AM ANTENNAS

The AM broadcast frequency band is from 0.530 to 1.710 MHz with its wavelengths varying 
from 566 to 175 m. These wavelengths are considerably longer than the maximum dimension 
of any automobile antenna system (i.e., antenna element and vehicle body structure). Thus, 
the AM car antenna is considered to be a very small antenna.1 Illustrated in Figure 39-2a is 
the geometry of an automobile at a height h (where h  l) above the earth’s surface, and its 
simple electromagnetic model is shown in Figure 39-2b. The AM impedance path through 
each wheel-bearing and tire structure (relative to the earth’s surface) is modeled by a lump 
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impedance element (Z) while the vehicle-earth capacitance is modeled by a lump capacitor 
element (C). This capacitor can be approximated by using image theory and representing the 
undercarriage of the vehicle as a flat planar conductor at a height h above the earth’s surface. 
The dielectric characteristics for various soil conditions (ranging from dry to 16.8 percent 
moisture) were measured at 1 MHz and found to range from a relative dielectric constant 
(er) of 2.5 to 20 with a loss tangent (tand ) of 0.017 to 4.0.2 Dry soil has a low loss tangent 
and can be treated as a lossy dielectric, whereas moist soil has a high loss tangent and can 
be treated as a lossy conductor. The vehicle-earth capacitance is known to have a significant 
effect on the AM reception of the vehicle. This capacitance, for a medium-sized automobile, 
was measured to be approximately 250 pF.3

Early Automobile Antennas

Factory-installed vehicle radio systems began to appear in 1923 with the crude addition 
of a rather large receiver, antenna, battery, and speaker.4 The actual integration of the 
radio system into the vehicle had to wait until the early 1930s when vehicle manufactur-
ers provided an in-dash radio with a factory-installed antenna. At that time, many of the 
exterior vehicle panels were made of composite materials (wood, canvas, glass, etc.) that 
allowed the development of a variety of hidden antenna systems: the Under-Car, Spare 
Wheel, Running Board, Rooftop Screen (commonly known as the Chicken Wire Antenna), 
Rooftop Wire (a long wire threaded into the fabric of the roof), and Retractable Mast 
Antenna (see Figure 39-3). Of these early systems, the rooftop screen antenna gave best 
reception due to its large size, height above ground, and location away from the car engine. 

FIGURE 39-3 Early AM vehicle antenna systems

Insulated
antenna wire

Insulated radio
feed wire

Antenna wire

Retractable mast

(c) Roof wire antenna (d) Retractable mast antenna

Antenna screen

(a) Under car antenna (b) Roof screen antenna
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However, a major setback for this antenna came in 1934 in the form of the all metal “Turret 
Top” roof manufactured by General Motors, which was quickly adopted by other automo-
bile manufacturers.5 The advent of the all-metal roof resulted in the mast antenna becoming 
the dominant vehicle antenna until the end of the 20th century. The length of these early 
mast antennas generally ranged from three to five feet. The longer the antenna element, the 
higher the AM gain, but the more unsightly it became.

Mast Antennas

A very short monopole antenna mounted on a perfectly conducting infinite ground plane 
has a radiation resistance given by the following expression (i.e., when the wavelength is 
much longer than the antenna length, antenna length is much longer than its radius, and 
current distribution is assumed to be triangular in shape6):

 RA = 40 (p/l)2   (39-1)

where  is the length of the antenna, l is the wavelength, and  < l /30. This formula can be 
used to obtain a good approximation for RA for antenna lengths up to l /8. The reactance for 
a very short monopole is capacitive with values given by the following expressions7:

 XA ≈ −60[ln(/a) –1]/ [2p/l] (Ω) (39-2)

and

 CA ≈ [2p/l]/ (60w [ln(/a) –1]) (F) (39-3)

where XA is the antenna reactance, CA is the antenna capacitance, a is the radius of the 
antenna element, w is the angular frequency (2p f ), f is the RF operating frequency, and  
a  .

A typical automobile mast antenna has an average height () of about 30 inches (0.76 m), 
and an average diameter (2a) of about 1/8 inch (3.2 mm). When this mast is mounted on 
a perfectly conducting infinite ground plane and operated at 1 MHz, it will have an /l of 
0.0025, a/ of 0.0021, radiation resistance of 0.0025 Ω, reactive impedance of −19.7 KΩ, 
and capacitance of 8.1 pF. It should be noted that the reactive impedance is several orders 
of magnitude greater than the radiation resistance. Thus, this antenna can be viewed as a 
capacitor probe.

The radiation efficiency for a small monopole antenna is given by the following equation:

 e = RA /(RA + ROhmic )  (39-4)

where e is the antenna radiation efficiency, and ROhmic is the ohmic loss of the antenna ele-
ment. The typical automobile mast element is constructed of materials having high conduc-
tivity (e.g., Ni-Cr stainless steel with a conductivity ≈106/Ω m) that results in the antenna 
currents being confined to the thin outer layer of the conductor. For this current condition, 
the following equation can be used to determine the ohmic loss of the antenna element8:

 ROhmic = Rs /3P   (39-5)

where Rs = (wm/2s)1/2 is the high-frequency surface resistance, P is the circumference 
(2pa), m is the permeability, and s is the conductivity of the antenna element. A Ni-Cr stain-
less steel mast antenna with a height of 30 inches, diameter of 1/8 inch, operated at 1 MHz, 
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and mounted on a perfectly conducting infinite ground plane has an RA of 0.0025 Ω, Rs 
of 0.002 Ω, ROhmic of 0.050 Ω, and radiation efficiency of 4.7 percent. A plot of the effi-
ciency versus frequency is contained in Figure 39-4 for the frequency range from 0.1 to 
10 MHz. It should be noted that this simple antenna model does not take into account any 
of the effects associated with the vehicle body structure. The selection of the coaxial cable, 
from the antenna to the radio, is important in achieving quality AM reception. Shown in 
Figure 39-5 is a simple electrical model for the automobile’s AM antenna-radio system 
(i.e., a Norton equivalent circuit with the negligible resistance and inductance components 
removed), where IAN = inducted short-circuit antenna current, IR = current passing through 
the radio capacitor, CA = antenna capacitance (including vehicle structure effects), CC = 
coaxial cable capacitance, and CR = radio capacitance.

The three modeled capacitors form a current divider circuit with the radio current given 
by IR = IAN (CR/(CR + CC + CA)). The input capacitance of the radio is about 75 pF, capaci-
tance of the 30-inch mast antenna is about 10–15 pF, and antenna base-mount capacitance 
is about 15 pF. The length of coaxial cable for a front-mounted fender mast antenna is 
approximately 5 feet, while the length for a rear-mounted fender mast can be over 20 feet. 

0

50

100

0.1 1 10

Frequency (MHz)

E
ff

ic
ie

n
cy

 (
%

)
Efficiency

50 % efficiency at 7.3 MHz

FIGURE 39-4 Efficiency of a very small monopole antenna

IAN

Norton equivalent antenna circuit

CACCCRIR

FIGURE 39-5 Norton equivalent circuit for vehicle AM antenna-radio 
system
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Because of the increase in cable capacitance, the front-mounted mast antenna system 
(including its associated coaxial cable) has an effective AM gain several dB greater than a 
rear-mounted mast antenna system (assuming the same type coaxial cable is used for both 
antennas). In order to avoid excessive AM signal loss, the rear-mounted antenna requires 
the use of a very low-capacitance/length cable (<10 pF/ft), or possibly a pre-amplifier. A 
mast mounted in the center of the roof has the best reception because of its increased over-
all height and acceptable cable length (about ten feet). Unfortunately, a 30-inch roof mast 
antenna is viewed as being incompatible with vehicle aesthetics and more susceptible 
to damage (by low tree branches, garage door height clearance, car wash facility, etc.). 
Table 39-1 contains a chart that compares common automobile antennas. The fender-
mounted mast was the dominant vehicle antenna until the end of the 20th century.

A retractable mast antenna consists of several segmented elements (making electrical 
contact with each other by means of sliding contacts), a storage cylinder for the retracted 
elements (located beneath the sheet metal of the fender), and an antenna feed system 
attached to the cylinder. It is viewed as a partially hidden antenna in that it can be lowered 
when the radio is not in use. Its AM characteristics are much like those of the fixed mast 
antenna, but it has a slightly lower AM gain resulting from the additional shunning capaci-
tance of the cylinder-feed system.

Antenna Type 

Attribute
Fixed 
Mast 

Power 
Mast 

Wire 
Windshield

Film 
Windshield 

Roof 
Slot

Decklid 
Slot

Rear 
Window

Active 
Rear 

Window

Active 
Diversity 
Window

AM Gain Good Good Fair Good Good Good Fair/
Poor

Good Good

FM Gain Good Good Fair Good Good Fair Fair Good Good

FM Omni-
Azimuth Patterns

Good Good Fair/poor Fair Fair Fair/
Poor

Fair/
Poor

Fair Good

Electrical Noise 
Immunity

Good Good Fair/Poor Good/Fair Good Fair Fair Fair Fair

Signal Overload 
Resistance

Good Good Good Good Good Good Good Fair Fair

Aesthetics Poor Fair Good Good Good Good Good Good Good

Reliability Fair Poor Good Good Good Good Good Good Good

Manufacturability Good Fair Good Fair Good Fair Good Fair Fair

Serviceability Fair Poor Good Good Fair/
Poor

Good Good Good Fair

Weather 
Resistance 

Fair Poor Good Good Good Good Good Good Good

Weight Fair Poor Good Good Good Good Good Good Good

Wind Noise 
Generation

Fair/
Poor

Fair/
Poor

Good Good Good Good Good Good Good

Warranty Fair Poor Good Good Good Fair Fair Fair Fair

Vandalism 
Resistance

Poor Fair Good Good Good Good Good Good Good

Damage 
Resistance1

Poor Fair/
Poor

Good Good Good Good Good Good Good

Cost Good Poor Fair Fair* Fair Fair Good Fair Fair/Poor
1Car wash facilities, tree branches, etc.
*Requires conductive solar windshield film

TABLE 39-1 AM/FM Antenna Comparison Chart
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Trunk Lid Antennas

The 1953 to 1955 Corvette had a unique hidden trunk lid antenna. This antenna took the 
form of a galvanized-steel screen9 embedded into the bottom surface of its fiberglass trunk 
lid. The center conductor of the radio coaxial cable was soldered to the screen (before it 
became a permanent part of the trunk lid). The outer shield of the cable was grounded mid-
way between the antenna and radio with a ground strap that was attached to the underside 
of the body frame. This antenna had acceptable AM reception, but was replaced in 1956 by 
a retractable rear-mounted fender mast that cost less and was easier to service.

39.3 AM/FM MAST ANTENNAS

In the process of establishing the FM broadcast service (i.e., from 87.7 to 107.9 MHz), the 
Federal Communications Commission (FCC) determined that urban (man-made) RF elec-
trical noise was predominantly vertically polarized (by about 10 to 20 dB). In an attempt to 
achieve the best quality of reception (i.e., signal/noise), the FCC initially selected horizontal 
polarization for FM broadcasting. However, the dominant vehicle antenna during the 1960s  
and until the end of the 20th century was the vertical mast antenna. Thus, the automobile 
mast antenna was being operated in a cross-polarized mode that lowered its reception gain 
by about 10 dB (i.e., the average horizontal polarization gain of a vertical mast is about 
10 dB below its average vertical polarization gain). This problem was eventually addressed 
by the FCC by allowing most FM broadcast stations to transmit both polarizations. The 
result is that some broadcast stations transmit signals using both polarizations at equal 
power levels, some using circularly polarized signals, some using vertically polarized sig-
nals at lower power levels, some using only horizontally polarized signals, and a lesser 
number using only vertically polarized signals.10 Thus, the FM reception environment con-
tains a mixture of both vertically and horizontally polarized signals having different power 
levels depending on the particular broadcast station and signal propagation conditions. To 
help determine real-world polarization characteristics of the FM broadcast environment, 
a limited polarization measurement survey was conducted using randomly selected FM 
broadcast signals (52) from a variety of suburban and rural locations. The result of this 
survey is plotted in Figure 39-6.

This data indicates that the majority of the measured signals are elliptically polarized 
with horizontal elliptically polarized signals (i.e., their horizontal component being greater 
than their vertical component) slightly more numerous (35) than vertical elliptically polar-
ized signals (i.e., their vertical component being greater than their horizontal component) 
(27). Four signals were judged to be circularly polarized (i.e., differences between the 
horizontal and vertical polarized components being less than +/− 1 dB while their phase 
differences being within 90° +/− 10°). Six signals were judged to be horizontally polarized 
(i.e., differences between the horizontal and vertical polarization components being greater 
than 15 dB).

FM vehicle antennas should receive broadcast signals equally well from any direction. 
Hence, these antennas should be designed to have omnidirectional patterns in their azimuth 
plane. However, it has been demonstrated that the FM characteristics of an automobile 
antenna are very dependent on the structure of the vehicle. This is due to the various dimen-
sions of an automobile (including its window openings) being comparable to the wave-
lengths of FM signals. Because of this vehicle body dependence, automobile manufacturers 
state their antenna specifications (i.e., gain, VSWR, max/min pattern values, etc.) for an 
antenna mounted on the intended production vehicle. These antenna specifications can vary 
from one automobile manufacturer to another.
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The complex interaction of the antenna with the vehicle body prevents analytical tech-
niques from being used in the design process of these antennas. The present limitations of 
EM simulation software and computer capabilities restrict their use to only approximate 
solutions. Thus, an iterative FM antenna design process is used that consists of the follow-
ing steps:

1. Design a prototype antenna using simulation techniques and/or hands-on experience.

2. Build a reasonable facsimile of this antenna.

3. Mount the antenna on the intended production vehicle (or a reasonable mock-up of it).

4. Measure its RF characteristics.

5. Determine if the antenna meets the design goals and, if not, repeat the process.

This type of design approach is very time-consuming, costly, and demanding on supplier 
resources. However, there is an expectation that future advancements in EM simulation soft-
ware and more powerful computers will provide the tools needed to more accurately design 
vehicle antenna systems and greatly reduce the need for an iterative design process.

Passive Mast Antenna

The AM/FM mast system is basically a monopole antenna having a height of about l/4 
at 100 MHz (i.e., about 30 inches). Placement of the mast antenna in the middle of the 
roof gives best gain for vertically polarized signals with nearly omnidirectional recep-
tion patterns. These patterns become more directional as the antenna is moved near the 
front, rear, and/or side edges of the roof. A tilted roof mast antenna has an increased 

FIGURE 39-6 Measured polarization characteristics of FM broadcast signals
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gain for horizontally polarized signals and reduced gain for vertically polarized signals  
(see Figure 39-7). Placement of the mast on the front or rear fender will reduce AM/FM 
gain and increase FM pattern directionality. However, the aesthetic benefit of a fender-
mounted antenna generally outweighs the minor degradation in its reception performance. 
In addition, moving a fender mast closer to or further away from the vehicle’s pillars will 
affect its FM characteristics.

The retractable AM/FM mast antenna consists of multiple sliding elements, or a single 
sliding element (see Figure 39-8). The multiple-element antenna is generally mounted on 
the passenger side of the front or rear fender, while the single-element antenna is generally 
mounted at the driver side of the roof pillar where it can be manually raised and lowered 
by the driver. The AM/FM characteristics of these antennas are similar to those of the fixed 
mast, with the AM gain being slightly lower because of the additional capacitance from the 
cylindrical-tube feed system.

The power mast antenna consists of several sliding antenna elements, an electric motor 
for raising and lowering these elements, a cylindrical tube for storing the retracted elements 
(located beneath the sheet metal of the vehicle), and an antenna feed system, generally 
attached to the side of the storage cylinder. Common locations for this type of antenna 
are on the passenger side of the front or rear fender. The power mast is raised when the 
vehicle radio is turned on and lowered when the radio is turned off. Hence, these antennas 

Front fender
λ/4 mast antenna

Rear roof edge
λ/4 mast antenna at ≈ 30°

Front roof edge
λ/4 mast antenna at ≈ 30°

Rear fender
λ/4 mast antenna

FIGURE 39-7 Common fixed AM/FM mast antenna locations

(a) Fixed-length mast antenna (b) Retractable mast antenna (c) Power mast antenna

FIGURE 39-8 Production mast antennas (Courtesy of Hirschmann Car Communication, Inc.)
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are hidden when not in use. The AM/FM characteristics of these antennas are similar to 
those of fixed mast with a slightly lower AM gain resulting from the additional shunning 
capacitance of the storage cylinder and antenna motor drive mechanism.

Active Mast Antennas

The active mast antenna became commercially available in the early 1970s. The funda-
mental advantage of this type of antenna is a reduced physical length (e.g., 16 inches), 
which is achieved by adding an AM/FM pre-amplifier module at its feed port. This mod-
ule consists of two separate pre-amplifiers: one for the AM band and another for the FM 
band. Pre-amplifiers are susceptible to strong signal degradation and must be designed 
to be highly linear devices with signal-level conditioning circuitry to reduce overload, 
cross-modulation, and intermodulation effects.

The AM pre-amplifier is basically a buffer amplifier with a voltage gain of unity, high 
input impedance (Zin), low output impedance (Zout), and power gain of Zin/Zout. To reduce 
antenna loading, the input impedance of the amplifier is much greater than the AM reactive 
impedance of the antenna. To reduce coaxial cable loss, the output impedance of the ampli-
fier is much smaller than the reactive impedance of the coaxial cable. The FM pre-amplifier 
generally has a gain of several dB, and a good impedance match with the coaxial cable.

39.4 AM/FM WINDOW GLASS ANTENNAS

The dimensions of the vehicle and its enclosed compartments (i.e., passenger, trunk, and 
engine compartment) are electrically small compared to the wavelengths of AM broadcast 
signals. Therefore, an AM signal that propagates into these compartments is significantly 
attenuated, and the reception characteristics of an AM antenna placed within these com-
partments will be greatly reduced. However, the placement of an antenna in a nonconduc-
tive outer panel of the vehicle can significantly circumvent this attenuation phenomenon, 
as was demonstrated by the early AM roof screen, roof wire, and trunk lid antennas. This 
signal attenuation phenomenon is less of a problem at FM frequencies where the dimen-
sions of the vehicle and its enclosed compartments are comparable to the wavelengths of 
the FM signals. At the beginning of the 21st century, the placement of AM/FM antennas in 
vehicle windows became a very common practice. This mounting technique is analogous 
to a cavity-back antenna system where the vehicle cavity is below the cutoff frequency for 
AM, but potentially near resonance at FM frequencies. The characteristics of these window 
antennas are very dependent on the vehicle body structure, and this strong dependency 
requires that these antennas be designed specifically for the vehicle on which they are to be 
used. There are three fundamental types of AM/FM window antennas:

● Fine-wire in-glass antenna
● Frit on-glass antenna
● Transparent conductive film in-glass antenna

Fine-Wire In-Glass Antennas

The windshield is formed by a heat laminating process that binds together two pre-
cut glass sheets (i.e., an outer and inner sheet) with a sheet of polyurethane adhesive 
material (sandwiched between the two glass sheets). The fine-wire windshield antenna 
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required an additional manufacturing step of adhering fine wires to the polyurethane 
sheet before lamination. These wires had a very small diameter (in order to successfully 
insert them in between the glass sheets) and were coated with a dark dull color (to make 
them less visible).

The GM passive wire windshield antenna was the first production wire in-glass 
antenna, which was introduced in the 1969 Pontiac Grand Prix.11 It was constructed using 
two 0.003-inch-diameter wires that were formed into inverted L-shaped geometries, as 
shown in Figure 39-9. The inclined vertical wire elements were designed to capture AM 
broadcast signals, while the horizontal wire elements were designed to act as load ele-
ments (i.e., capacitively coupled with the front edge of the roof). Its AM capacitance was 
approximately 40 pF and the AM gain was several dB below the 30-inch mast antenna. 
For FM operation, the wire elements were similar to bent ½-l mast antennas, with reso-
nance achieved by selecting appropriate lengths for the inclined vertical and horizontal 
elements, gap width between the inclined vertical elements, and gap widths between the 
horizontal elements and the front edge of the roof. The FM impedance was approximately 
210 Ω and the FM gain was several dB below the 30-inch (l /4) mast antenna. In addition, 
the FM antenna patterns of the windshield antenna were more directional than those of 
the mast antenna.

The antenna wire was connected to the radio’s coaxial cable at a small half-oval shaped 
opening that was designed into the outer glass sheet of the windshield at its bottom center 
edge. The two antenna wires and a small pigtail lead were fastened to a thin copper strip 
that was attached to the polyurethane sheet material. The small half-oval opening was her-
metically sealed to protect the connection from weathering effects. The center conductor 
of the coaxial cable was connected to the pigtail lead, while its outer shield was attached 
to a DC grounding strap. This feed location placed the antenna terminals very close to the 
engine and instrument panel (IP), exposing it to high levels of electrical noise. The result 
was that the quality of its AM reception (signal-to-noise ratio, or SNR) was significantly 
lower than that of a front-mounted fender mast. To help improve reception, extra RF noise-
suppressing techniques were used for the engine, a grounded sheet of aluminum foil was 
positioned beneath the IP padding, and grounding straps were mounted between the hood 
and engine firewall.

Other types of passive fine-wire antenna systems were investigated but did not achieve 
the same acceptance as this windshield antenna. However, AM and FM pre-amplifiers 
have been used to improve the gain characteristics of these antennas. This approach was 
employed for a number of European vehicles starting in the mid-1980s.12 These antennas 
were constructed in a similar fashion as that of the passive windshield antenna. An example 
of this type of active windshield antenna is shown in Figure 39-10. The embedded wire had 
an inverted U-shape geometry with wire lengths and gap spacings selected for best recep-
tion. The AM and FM pre-amplifiers were located at the base of the pillar.

DC ground

Antenna feed port

Antenna wires

FIGURE 39-9 AM/FM wire windshield antenna
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Frit On-Glass Antennas

The first frit on-glass antenna was located in the rear window of the automobile, where 
the rear window defogger lines were used as the antenna elements with suitable RF inter-
face circuitry placed between the defogger grid and the coaxial cable. The geometries of 
these antennas were dictated by the design requirements for the rear window defogger. 
The defogger grid consists of equally spaced parallel lines connected at each end to frit 
bus bars. The defogger frit material is a paste-type mixture of silver, ceramic, and a vit-
rifying binder material that is “silk-screened” on the inside surface of the rear window 
and heat treated to fuse the frit paste to the glass surface. The result is a low-resistance 
material having an extremely strong bond to the glass. The resistance of the defogger line 
is controlled by its width, which is usually about 0.8 mm with a resistance per unit length 
of approximately 0.17 Ω/inch. The bus bars are significantly wider (about 12.7 mm) to 
provide a low-resistance feed path for the DC heater current. Experience has demon-
strated that these finite conducting frit lines can be used for AM/FM antenna purposes.13 
However, the early passive rear defogger antennas (e.g., see Figure 39-11) were unaccept-
able because of their poor AM/FM gain and impedance mismatch.

A different rear window antenna geometry that uses additional frit lines located in the 
region above the defogger grid (as shown in Figure 39-12) was determined to have acceptable 
AM/FM performance.14 Its AM gain was several dB below the gain of a mast antenna, but 
its SNR was found to be equal to both the mast and active backlite antennas (when mounted 
on this same type vehicle). It was determined that vehicle radiated noise was the dominant 
noise received by these antennas in fringe reception areas. This was validated by reception 

AM/FM pre-amplifier

Antenna wire

FIGURE 39-10 AM/FM active windshield antenna

Radio coaxial cable port

Vehicle sheet metal

Defogger elements
Rear window

Bus bars 12 volt heater supply

FIGURE 39-11 Early passive rear window antenna
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tests conducted in a large number of AM fringe broadcast environments that were located 
throughout the continental United States. The only noticeable difference in AM reception 
was the radio seek function, which was corrected by changing the seek reference level of the 
radio from 62 mvolts to 18 mvolts.15 This antenna was placed into production in 2001.

Advancements in AM/FM pre-amplifiers and impedance matching circuits have sig-
nificantly improved the performance of the rear window antennas. This has resulted in 
rear window antennas being the dominant AM/FM type of automobile antenna at the 
beginning of the 21st century. Shown in Figure 39-13 is one of the earlier active defogger 
antennas.16 Like the mast antenna, the defogger antenna is a small capacitive type AM 
antenna with its capacitance ranging from 75 to 400 pF depending on its geometry and 
proximity to the vehicle sheet metal. Its AM impedance is high (e.g., a reactive imped-
ance of 2 kΩ for an antenna with a 75 pF capacitance at 1 MHz) compared to the low 
impedance of the defogger heater supply circuit. To AM isolate this antenna from the 
defogger heater supply circuit, a bifilar choke was placed between the antenna tap-off 
point of the grid and heater supply connection. An AM buffer amplifier was placed at 
the antenna port with its output connected to the radio’s coaxial cable via an RF choke. 
An FM choke was placed in-series with the bifilar choke for FM isolation purposes. 
Acceptable FM reception is achieved with the use of an impedance matching circuit and a 
low noise pre-amplifier having a gain of several dB. This antenna was popular in Europe 
where fringe reception was not as critical an issue as it is in the United States. The FM 
reception was reported to be good for horizontal polarization (for application in Europe) 
and vertical polarizations (for application in the United Kingdom).

The next evolutionary step for the active rear window antenna was to add some addi-
tional frit patterns above and/or below the defogger grid. The addition of these separate 
frit lines eliminated the need for the bifilar choke, thereby eliminating some rather heavy 
components.17 An AM pre-amplifier, FM pre-amplifier, and matching circuit module was 
added, as shown in Figure 39-14. Many rear window antenna geometries have been placed 
into production by automobile manufac-
turers with no clear indication as to which 
provides best reception. The search for a 
universal antenna geometry that works well 
on all vehicle body styles does not yet exist, 
and may have to wait until adequate simu-
lation software becomes available. The frit 
side-window antenna is another form of 
active antenna that is a very common on-
glass antenna for SUVs.

Radio coaxial
cable port

FIGURE 39-12 New passive rear window 
antenna

Bus bars
AM Amp.

FM amp. &
Matching circuit

Radio coaxial
cable port

Heater
Supply

Rear Window

Defogger Grid

FIGURE 39-13 Early active rear window antenna

FIGURE 39-14 Active rear window antenna

Antenna Amp. &
Matching circuit

Radio coaxial
cable port
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Transparent Film In-Glass Antennas

The transparent conductive film antenna consists of a shaped film (with a sheet resistance 
of about 4 ohms per square) placed between the windshield’s inner and outer glass sheets.18 
The film consists of multiple layers of an antireflective metal oxide layer (e.g., oxide of zinc  
and tin), an infrared reflective layer (e.g., silver), and a primer layer (e.g., titanium).19 These 
multiple layers are sputtered on the inside surface of the outer glass sheet and are used for 
both solar control (i.e., infrared heat-load reduction) and antenna purposes. The film geom-
etry has an upper horizontally elongated principle element parallel to the upper edge of the 
windshield opening with a length of a quarter wavelength at 100 MHz (see Figure 39-15). 
A small vertical film element connects the lower edge of this principle element to the upper 
edge of a much larger lower secondary element that covers the entire nondarkened region 
of the windshield. The upper horizontal edge of the lower element is located at a distance 
below the lower edge of the upper principle element so that coupling between them is mini-
mal. The side edges and lower edge of the lower element form a parasitic slot transmission 
line with the sheet metal of the vehicle. The effective length of this slot transmission line is 
a multiple of half wavelengths (i.e., at 100 MHz). This lower secondary element is used as 
an impedance matching device for the principle element at FM frequencies and to increase 
AM gain. The antenna feed port is located at the upper center edge of the windshield, and 
can be either directly connected or capacitively coupled (by means of an added frit grid 
on the inside surface of the windshield) to the principle element.20 The AM gain for this 
antenna is greater than or equal to that of the mast antenna (depending on the antenna feed 
coupling technique) while its FM gain and pattern characteristics are comparable to those 
of the mast antenna.

39.5 AM/FM PANEL ANTENNAS

The use of nonconductive vehicle body panels (i.e., other than the glass windows) for 
antenna purposes was investigated by a number of groups over the past decades. These 
panels included the roof, trunk lid, hood, side body section, bumper, roof rack, spoiler, etc. 
In general, these types of antennas have poor antenna characteristics and are difficult to 

Conductive film
Coaxial cableDarkened region
Vehicle ground

FIGURE 39-15 Solar- ray windshield antenna
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incorporate into the vehicle production process. In addition, replacing a sheet metal panel 
with a composite panel has proven difficult for vehicle manufacturers because of fit-and-
trim difficulties, “orange-peel” paint-finish concerns, and cost.

One successful application of a panel antenna was the GM APV roof slot antenna that 
was placed into production in 1992.21,22 This vehicle had composite outer panels that per-
mitted the placement of an annual slot sheet antenna in between its roof panel and headliner 
(see Figure 39-16). The antenna consisted of a copper film (one micron thick) sputtered on 
a 1-mil polyester sheet that included an etched 6-mm-wide slot gap having a slot perimeter 
of about 3.0 m. A thin protective overcoat was placed on top of the copper film to mitigate 
atmospheric corrosion effects. The antenna feed port was located at the front center point of 
the slot, with the inner conductor of the coaxial cable connected to the inner copper portion 
of the antenna, and its outer shield connected to the outer copper portion of the antenna. The 
AM gain for this antenna was several dB greater than a front fender mast antenna, while its 
FM characteristics were comparable to those of the mast antenna. A smaller slot antenna 
with a side feed connection and capacitive load elements was placed into production in the 
GM 1997 Impact Electric Vehicle.

39.6 FM DIVERSITY ANTENNAS

With the increase in demand for high fidelity FM radio performance, vehicle manufactur-
ers are giving greater attention to reducing the adverse reception effects associated with 
vehicle movement (i.e., turning corners, traveling in regions of signal blockage, etc.) and 
multipath signal conditions. These effects can be significantly reduced by using various 
antenna diversity techniques: space diversity, field-component (polarization) diversity, 
angle (lobbing antenna pattern) diversity, frequency diversity, and time diversity. However, 
the general driving public has a negative view of placing several mast antennas on its 
vehicles. To avoid this porcupine appearance, OEMs generally favor the use of one mast 
antenna in conjunction with a window glass antenna, or multiple window glass antennas. 
The outputs of these antennas are processed to obtain best reception using a number of 
known diversity algorithms such as switch, maximal-ratio, equal-gain, and feed combina-
tion.23 These diversity antennas have a variety of geometric shapes and use multiple loca-
tions about the vehicle.24

FIGURE 39-16 Roof slot antenna 

Slot

Ground plane

Antenna feed port

(a) (b)(a) General layout for roof slot antenna (b) Photograph of slot sheet antenna
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39.7 RKE AND TPMS ANTENNAS

The remote keyless entry (RKE) and tire pressure monitoring system (TPMS) both operate 
at the same frequency (315 MHz with a 1-MHz bandwidth) using low RF power levels  
(to preserve battery life).

RKE Antennas

About 80 percent of U.S. cars are sold with RKE systems that consist of a key fob transmitter 
and a vehicle receiver system for locking/unlocking vehicle doors, unlocking the trunk, and 
activating an emergency alarm system. The majority of RKE systems use one-way (simplex) 
communication from an “activated” key fob (i.e., activated by pressing one of the fob buttons) 
to the vehicle, while more complex systems use two-way communication (half-duplex) to 
establish an additional channel from the vehicle to the key fob. The two-way system incor-
porates a “passive” feature where a vehicle’s transmitter is continuously polling to detect the 
presence of its corresponding key fob. Initially, the “activated” key fob system had a range 
capability of about 15 m while the “passive” key fob system had a range of about 1 to 2 m. 
However, the addition of the remote-start function has resulted in an increase in operating 
range to about 150 m with interest to extending it to 500 m or more. RKE antenna specifica-
tions are commonly stated in terms of its operating characteristics. For example, it may be 
required that the minimum operating distance of the system be measured every 15 degrees 
about the vehicle with at least 90 percent of these distances being greater than 15 m.

The antenna inside the fob is generally a small printed-circuit loop antenna that couples 
through the user’s “hand-arm-body,” thereby creating an effective “extension” of the fob’s 
antenna. The arm and body position of the user has a significant impact on the antenna’s 
operating range. However, some of the newer longer-distance operating systems are using 
dielectric fob antennas that greatly reduce this coupling. The RF path loss between the fob 
transmitter and RKE receiver depends on the distance between them, the height of each, 
and reflection characteristics of the earth’s surface. The transmitted RF signal travels along 
a direct path, and a reflected ground path. These two signals will combine or interfere with 
each other causing the received signal power to fluctuate about its expected inverse square 
of the distance (“free space”) characteristic for distances less than 10 m and inverse fourth 
of the distance characteristic for distances greater than 10 m.25 These propagation charac-
teristics must be taken into account in the RKE’s power budget considerations.

The receiver antenna located inside the vehicle can be mounted internal or external to the 
receiver box. An internal antenna is generally a wire, meander-line, or loop that is designed 
to fit inside the plastic housing of the receiver. This arrangement requires the antenna to be 
fairly small and in close proximity to the receiver’s electronic circuitry (thereby potentially 
creating self-induced EMC problems that reduce receiver sensitivity). An external antenna 
can avoid the size restriction and self-induced EMC problems. An external antenna requires 
the addition of a coaxial cable and an appropriate antenna mounting location. The use of an 
external antenna significantly increases the operating range of an RKE system over that of 
an internal antenna. A “hands-free” (passive) RKE system can require up to five antennas 
(mounted in different locations throughout the interior of the vehicle) to improve azimuth 
coverage and to determine the fob location (e.g., inside or outside the vehicle).

TPMS Antennas

The function of the tire pressure monitoring systems is to measure the pressure and tem-
perature inside the tires of the vehicle. The majority of these systems use a battery-type 
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microprocessor module to monitor the pressure and temperature of each tire, and an RF 
transmitter to transmit this data to an in-vehicle receiver. To help extend the micropro-
cessor’s battery life (to ten years), a motion sensor is used to control the data transmit-
ting rate (e.g., a longer rate when the vehicle is parked, and a shorter rate when it is in 
motion). A vehicle with a TPMS can have as many as five transmitting antennas (includ-
ing one for the spare tire) and one receive antenna. The tire sensor is usually mounted on 
the drop-center of the wheel or as part of the wheel’s valve stem assembly as shown in 
Figure 39-17a.26 The valve stem antenna is a very small antenna with a length of about  
l /100. Plotted in Figure 39-17b26 is simulated data for a four-wheel TPMS system with a 
maximum max/min value of 35 dB that was in close agreement with experimental data. 
TPMS antenna specifications are commonly stated in terms of the system’s operating 
characteristics, and can take the form of sensor operating status versus the angle of rota-
tion for each wheel.

39.8 UHF/VHF TV ANTENNAS

The recent introduction of DVD television systems into the U.S. automobile and SUV 
market has generated interest in the possible addition of a mobile terrestrial TV system 
in U.S. vehicles. The cost of these systems is a significant consideration since a good 
mobile TV system requires a complex diversity receiving system with several vehicle 
antennas that operate over a very wide frequency bandwidth (i.e., 54–88, 174–216, and 
470–806 MHz). This system should really consist of two separate sub-diversity systems: 
one for picture quality and another for audio quality.27 The quality of reception will 
improve as the number of antennas is increased, with a minimum of four antennas needed 
for satisfactory picture and audio reception. The picture and audio sub-diversity systems 
can use the same diversity antenna system, but each will require its own signal processor 
module. Similar types of mobile TV systems are common in both Europe and Japan, but 
to date they have not been widely accepted by the U.S. motoring public.

(a)  TPM value stem sensor (b) Normalized simulation results

FIGURE 39-17 A TPM system (after H. J. Song et al26 © IEEE 2004)
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39.9 MOBILE TELEPHONE ANTENNAS

In 1974, the FCC allocated two 20-MHz bands in the 800 to 900 MHz region for cellular 
telephone use. The rapid growth in the use of cellular telephones has resulted in both of 
these bands being increased by an additional 5 MHz. The cellular system was designed to 
operate as a full-duplex system requiring simultaneous transmission in both the downlink 
direction (from the tower to the cell phone) and uplink direction (from the cell phone 
to the tower). To avoid interference between transmit and receive channels, a 45-MHz 
guard band was allocated between them, as listed in Table 39-2. This cell phone technol-
ogy was followed by the addition of the Personal Communication System (PCS) in the 
United States and the Global System for Mobile Communication (GSM), which is the de 
facto wireless telephone standard in Europe. Wideband Code Division Multiple Access 
(W-CDMA) is a new 3G global cellular technology that is presently being launched into 
commercial service.

Dual-band phones operate in two separate frequency bands such as cellular and PCS 
(for North America), or GSM 900 and GSM 1800 (for Europe, Asia, etc.). Tri-band phones 
operate in cellular, PCS, and GSM 1800 (for North America, with limited use in Europe, 
Asia, etc.), or GMS 900, GSM 1800, and PCS (for Europe, Asia, etc., with limited use in 
North America). Finally, quad-band phones operate in all four of the mobile bands (cellular, 
GSM 900, PCS, and GSM 1800), permitting their use on a global basis.

Shown in Figure 39-18 are some typical geometries for cell phone mast antennas. A 
short mast antenna (i.e., height ≤ l/4) is commonly mounted on the vehicle roof to achieve 
good gain performance and near omnidirectional radiation/reception patterns in the azi-
muth plane. However, pattern characteristics of these short antennas are strongly dependent 
on the sheet metal of the vehicle. A short mast mounted near the center of the roof will have 
best gain and near omnidirectional patterns. As the mast antenna is moved near the edge 
of the roof, its gain can decrease and radiation/reception patterns become directional. To 
help avoid car body effects, a collinear antenna can be used with a l/2 vertical antenna 
element positioned above and connected to a helical-coil positioned above and connected 
to a l/4 mast antenna element. The collinear antenna is generally considered to be inde-
pendent of a ground plane and is commonly used as an on-glass mounted antenna where its 
increased height will raise its top element above the roof line of the vehicle, providing an 
unobstructed azimuth view. A low-impedance adapter is used to couple the RF energy from 
the antenna through the glass window to the radio coaxial cable.28 Antenna specifications 
as supplied by automobile manufacturers generally require a gain similar to that of a center 
roof-mounted l /4 mast with omnidirectional radiation/reception patterns (within +/− a few 
dB) in the azimuth plane. Diversity reception techniques are being investigated to improve 
mobile telephone reception.29

System Coverage area  Uplink (MHz) Downlink (MHz) 

Cellular North America   824–849    869–894  

GSM 900 Europe   880–915    925–960  

GSM 1800 Europe 1710–1785  1805–1880  

PCS North America 1850–1910  1930–1990  

WCDMA World wide 1920–1980  2110–2170 

TABLE 39-2 Land Mobile Telephone Systems
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The requirement by vehicle manufacturers for multiband antenna systems (i.e., with an 
aesthetically pleasing appearance) has motivated the development of a family of meander-
line antennas. These antennas are basically mast antennas designed with a meander-line 
pattern30 to effectively increase their electrical length to a near resonance condition while 
limiting their overall physical height to be less than l /4 (see Figure 39-19 and Delphi’s web 
site31). These types of antennas have been designed using a genetic algorithm technique and 
will generally require a matching circuit.

Multiband planar inverted F antenna (PIFA) technology has been investigated for vehi-
cle mobile communication purposes. Although these type antennas have been used suc-
cessfully in mobile telephones and laptop computers, their physical size and on-vehicle 
directional patterns have not met OEM requirements.

39.10 GPS ANTENNAS

The Global Positioning System (GPS) uses 24 satellites placed in six orbital planes (four 
satellites in each) that are equally spaced and inclined at a 55-degree angle relative to the 
equatorial plane of the earth. The altitudes of these satellites are such that they repeat the 
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(a) Collinear antenna (c) l/4 antenna(b) l/2 antenna (d) ≤ l/4 antenna

FIGURE 39-18 Typical cellular telephone mast antennas
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AMPS, GSM 900, GSM 1800, NMT 900 cellular 

FIGURE 39-19 Multiband vehicle antenna system (Courtesy of Delphi)
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same orbit trace over the earth’s surface about every 24 hours. This provides a GPS user 
with potentially five to eight usable satellites from any point on the earth’s surface. Each 
satellite transmits a right-hand circularly polarized (RHCP) signal at a carrier frequency of 
1575.42 MHz. This signal is modulated with a unique Pseudo Random Noise (PRN) code 
within a 1-MHz bandwidth. The PRN code is used to identify which satellite generated a 
particular GPS signal. These signals are then used to mathematically determine a receiver’s 
position (longitude, latitude, and elevation) by determining its distance from at least four 
satellites (i.e., using measured time delays) and applying triangulation techniques. The 
fourth distance is required to determine a precise-time variable that is used in the solution 
process (x, y, z, and t). The Standard Positioning Service (SPS) is specified to provide 
accuracies of better than 13 m (95 percent) in the horizontal plane, 22 m (95 percent) in 
the vertical plane, and 40 ns (95 percent) in time.32 The use of Differential GPS (DGPS) 
techniques can improve positioning accuracy to within a few meters.

An automobile GPS antenna should be compact, lightweight, reliable, low cost, and eas-
ily integrated into the automobile production process. Its beamwidth needs to encompass 
the greater portion of the hemisphere above the earth’s surface (i.e., omnidirectional recep-
tion). An example of a GPS antenna pattern is shown in Figure 39-20. The roof is the best 
mounting location for this type of antenna because it is the highest point on the automobile, 
providing an unobstructed view of the upper hemisphere, a nearly horizontal mounting 
surface, a relatively safe site from damage, and easy access for maintenance purposes. The 
antenna should be kept several inches from the edge of the roof, thereby reducing edge 
diffraction effects to acceptable levels. If the vehicle has a sunroof, the antenna should be 
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FIGURE 39-20 Example of an elevation pattern for a GPS antenna
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kept several inches from the edges of both the roof and sunroof. Other possible mounting 
locations include the uppermost central region of the windshield, uppermost central region 
of the rear window, trunk lid, instrument (dash) panel, and rear packaging shelf. However, 
these mounting locations were determined to be less desirable in that they generally have an 
adverse impact on the pattern characteristics of the antenna (e.g., signal blockage effects).

The design process for a GPS antenna begins with an “off-vehicle” phase where the 
proposed antenna is mounted and tested on a flat 1-m-diameter ground plane. This phase 
is followed by an “on-vehicle” testing phase to validate that the antenna does meet the 
requirements of the vehicle manufacturer. If the antenna does not meet these requirements, 
the design process is repeated. Each vehicle manufacturer has developed its own set of 
on-vehicle antenna requirements. These on-vehicle antenna requirements are considered 
proprietary information and must be obtained directly from the manufacturer. Generally, 
these require a minimum passive antenna gain of 2 dBic in the zenith direction (q = 0°), and 
−10 dBic for an elevation angle of 10° (q = 80°). A low-noise amplifier (LNA) is integrated 
into the base of the GPS antenna to compensate for cable loss and improve the noise figure 
(NF) at the input port of the receiver. The LNA generally has a gain between 15–35 dB and 
NF about 1 dB.

Microstrip Patch Antennas

The microstrip patch antenna has become the most popular type of GPS antenna because 
of its low profile, small footprint, conformability to vehicle surfaces, manufacturability, 
physical robustness, and low cost. A typical microstrip antenna consists of a very thin 
conductive patch (t  l0), thin low-loss ceramic substrate (h  l0, h  t, and er ≈ 20), and 
finite ground plane. Its RF characteristics include a high Q (quality factor), narrow band-
width, maximum gain in the zenith direction, and near hemispherical patterns. The theory 
and design principles for this antenna are extensively reported in the literature,33 and only 
a brief overview of its operating principles will be presented.

Insight into the operating principles of the microstrip antenna can be achieved by using 
either a transmission-line model or cavity model. The transmission-line model is used to 
view the patch as consisting of two orthogonal low-impedance transmission lines with slot 
apertures at each of their ends. Each orthogonal line has a length of le/2 (where le is the 
wavelength in the dielectric material) creating a phase difference of 180° between its paired 
apertures, thereby achieving maximum gain in the zenith direction. Circular polarization 
is achieved by setting the phase difference between the two orthogonal transmission lines 
to be 90°. This phase difference is obtained by selecting the appropriate geometry for the 
conductive patch, dielectric substrate, and/or feed system. In a similar manner, the cavity 
model can be used to view the patch as a dielectric-loaded cavity with dominant resonant 
TM010 and TM001 modes as shown in Figure 39-21.

FIGURE 39-21 Mode configurations for a microstrip patch antenna

Patch

h

L2

L1

Patch

h

L2

L1

(a) TM010 mode (b) TM001 mode

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Automobile Antennas



39-22 CHAPTER THIRTY-NINE 

The bottom-fed coaxial cable connection is a commonly used feed system for patch 
antennas. Its center conductor is attached to the patch element and its outer shield is 
attached to the ground plane. An example of a circular polarized patch antenna is shown 
in Figure 39-22a with a dual trimmed corner patch element and an x1 offset-feed point. 
Another example is shown in Figure 39-22b with a single trimmed corner substrate and an 
x1 and y1 offset-feed point.

The design process for the patch element (i.e., its composition, substrate shape, and 
patch shape) must take into account the electrical characteristics of the vehicle panel on 
which it is to be mounted (see Figure 39-23 and Reference 34). A sheet metal panel will 
act as an extended ground plane and affect the RF characteristics of the patch. In addi-
tion, edge diffraction effects of the sheet metal panel can have a significant impact on the 
resulting antenna pattern in regions of low signal levels (i.e., in the form of a ripple pattern 
being superimposed on the antenna pattern). A patch mounted on a sloped surface will have 
its patterns tilted in the direction of the sloped surface. These and other antenna-vehicle 
interactions must be taken into account during the final design and testing phase of the 
patch antenna.

Shown in Figure 39-24 is a commercially available GPS patch antenna along with its RF 
characteristics when mounted on a 70-mm-square ground plane.35 The patch design must 
take into account the dielectric loading of its radome and/or window glass (i.e., if attached 
to the inside surface of a vehicle window). The patch shown in Figure 39-24 has a 5-MHz 
frequency offset that allows for the loading effect of its radome. The narrow bandwidth 
of the patch antenna is commonly used as an effective filter to block RF noise and EMI 
(electromagnetic interference) signals before they reach the LNA circuit.

Quadrifilar Helix Antennas

The quadrifilar helix (QFH) antenna is recognized as possibly the best GPS antenna, and 
was the first antenna used for this purpose. The quadrifilar antenna has been investigated for 
the past several decades, and its characteristics are well known.36–38 It has a cardioid-shaped 
conical pattern, a low front-to-back pattern ratio, and good circular polarization character-
istics. It consists of four equally spaced wires that are wrapped around a cylindrical sur-
face, forming four equally spaced helices. A four-way equal signal combiner with relative 
phases of 0°, 90°, 180°, and 270° is used to connect these helices to the antenna feed port.  
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Coaxial cable as
patch probe feed

x1

z

y

x

(a) Trimmed patch (b) Trimmed substrate

FIGURE 39-22 Typical circularly polarized patch antennas
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This antenna can be viewed as two bifilar helix antennas that are physically rotated 90° 
from each other and fed in phase quadrature. The lengths of its helix elements are an integer 
multiple of a quarter wavelength (l/4) at its resonant frequency. Its low-backlobe charac-
teristic allows it to be operated with or without a ground plane.

The design process for this antenna involves selecting a height, diameter, and pitch 
angle to obtain desired gain, pattern shape, and impedance. Resonant ¼-turn, ½-turn, and 
1-turn quadrifilar helix antennas generate cardioid-shaped patterns for all axial lengths 
and diameters. The element ends of the ¼-l antenna are open-circuited while those of the 
½-l and 1-l antennas are short-circuited (see Figure 39-25). Antenna elements with more 
than one turn and/or small axial length-to-diameter ratios will have degraded pattern 
shapes and higher polarization axial ratios. Shown in Figure 39-26 is experimental data 
demonstrating the relationship of the beamwidth, axial ratio, and front-to-back pattern 
ratio versus axial length.37

Listed in Table 39-3 are the cylin-
drical dimensions for three ½-turn,  
½-l-long antenna geometries designed 
to operate at 1.575 GHz.38 The process 
for selecting antenna radius, pitch angle, 
and height is very time consuming with-
out the use of an EM computer program. 
The method-of-moments technique was 
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FIGURE 39-23 Relationships between physical and RF properties of a patch antenna (Courtesy of 
Spectrum FSY Microwave)

Axial Length
(l)

Volute Radious
(cm)

Antenna 1 0.20 1.60

Antenna 2 0.27 1.39

Antenna 3 0.35 1.04

TABLE 39-3 Fraction Turn Volute Descriptions
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used to compute the radiation properties for these antennas, and the resulting data is shown 
in Figure 39-27.

The four-way equal signal combiner with relative phases of 0°, 90°, 180°, and 270° 
is a critical component for this antenna. One design approach is to use a feed com-
biner consisting of multiple 90° drop-in 
hybrid couplers (available in discrete and 
chip forms). However, the insertion loss for 
this type of feed is about 0.75 to 1.25 dB,39 
which is considered to be unacceptable for 
both GPS and SDARS applications. Another 
feed approach that avoids this high inser-
tion loss and has a lower cost is a pair of 
microstrip power dividers with one feed 
branch l /4 longer (i.e., 90° phase shift) than 
the other branch. This type of feed system 
was found to be much more efficient, having 
an insertion loss of 0.2 to 0.4 dB. Another 
feed approach is to use two bifilar antennas 
with one resonant just above and the other 
just below the desired resonate frequency of 
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(b) Features

•  Range of Receiving Freq:  1575.42 ± 1.023 MHz  
•  Center Frequency: 1580.5 MHz with 70mm2 GND plane1

•  Bandwidth:  9 MHz min. (Return Loss ≤ −10 dB) 
•  Miniature footprint: 25mm x 25mm  
•  Low Profile: 4.5mm  
•  Gain (Zenith 90°): +5 dBi (typ.)  
•  Gain (10° Elevation):  −1 dBi (typ.)  
•  Impedance:  50 Ω
•  Freq. Temperature Coefficient: 0 ± 20ppm/°C max. 
•  Operation Temperature: − 40°C to +105°C  
•  Storage Temperature: − 40°C to +105°C  
•  Lead-free terminated electrode (Part No. #DAKC1575MS74T)
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FIGURE 39-24 GPS dielectric patch antenna (Courtesy of Toko America, Inc.)
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FIGURE 39-25 Quadrifilar helix antenna
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the combined quadrifilar helix antenna. These bifilar antennas have equal gains at the 
desired resonate frequency of the combined quadrifilar helix antenna, but with relative 
phase shifts of +45° and −45°, respectively. Although the quadrifilar helix antenna is a 
very good antenna for satellite reception, its cost and size are significant disadvantages.

Dielectric-Loaded Quadrifilar Helix Antennas

The dielectric-loaded quadrifilar helix antenna is an emerging technology consisting of 
copper tracks deposited onto a high-dielectric ceramic cylinder and individually laser 
trimmed for optimum antenna performance.40 The dielectric cylinder is 18-mm long with 
a diameter of 10 mm and a relative dielectric constant of about 40. The antenna is formed 
by two quadrature-phased bifilar helical loops of slightly different lengths to achieve two 
slightly different offset resonant frequencies (see Figure 39-28). The longer bifilar helix has 
a lower resonant frequency to create an inductive input impedance with a phase angle of 
+45 degrees at 1.57542 GHz, and the shorter bifilar helix has a higher resonant frequency 
to create a capacitive input impedance with a phase angle of −45 degrees at the same 
1.57542 GHz frequency. These helices are positioned so that they are orthogonal to each 
other, and fed by a four-way equal signal combiner located at the top of the cylinder. The 
antenna currents travel around the helices to the rim of an integral sleeve balun that effec-
tively isolates the antenna from the unbalanced coaxial feed cable. This balun technique 
creates a balanced antenna condition that significantly reduces the near field proximity 

FIGURE 39-27 Computed amplitude and phase response patterns for the l/2 quadrifilar helix at 
1575.42 MHz with axial length = 0.20 l (—), 0.27 (– –), and 0.35 (---) (after J. M. Tranquilla and S. R. 
Best38 © IEEE 1990)

FIGURE 39-26 Quadrifilar helix experimental data: solid lines in (b) indicate peak axial ratio over the 
entire hemisphere in front of helix; dashed lines indicate peak axial ratio over the 3-dB beamwidth of helix 
pattern (after C. C. Kilgus37 © IEEE 1969)
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effects between the antenna and GPS receiver. Contained in Figure 39-29 is a list of its 
specifications and a representative reception pattern. The dielectric-loaded QFH is used in 
handheld GPS devices and is presently being investigated for vehicle application.

39.11 SDARS ANTENNAS

The Satellite Digital Audio Radio System (SDARS) was placed into service in 2001 to 
provide its customers with a large number of digital quality radio channels on a nation-
wide basis (i.e., for the continental United States). It consists of two service providers 
(XM Radio, Inc. and Sirius Satellite Radio, Inc.), each with multiple digital radio satellites 
supported by a network of complementary terrestrial repeaters. SDARS satellites transmit 
left-hand circularly polarized (LHCP) signals, while terrestrial repeaters transmit vertically 
polarized signals. Each provider uses different satellite configurations, repeater networks, 
and antenna requirements (see Table 39-4 and the literature41–43).

FIGURE 39-28 GPS dielectric quadrifilar helix antenna (Courtesy of Sarantel)

(a) Dielectric-loaded QHA (b) Bifilar section

Radiating
section

Balun

Coaxial
feed

“Virtual” ground

Device ground
connection

Single-ended feed

No current

High current

Balanced load

Strong isolation

εr ≈ 40

FIGURE 39-29 Specifications and pattern for GPS dielectric quadrifilar antenna (Courtesy of Sarantel)
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XM has two transmitting geostationary satellites, with each assigned to operate in two of 
four subfrequency bands about its 2.33875 GHz center frequency (see Figure 39-30). The 
two transmitting satellites have their orbit tracks located over the equator at 85° and 115° 
west longitudes with an orbiting radius of 43,000 km. Elevation angles of reception (i.e., in 
the southerly direction) vary from 60° for the southernmost region of the U.S. to 20° for the 
northernmost region. Tall buildings, overpasses, tunnels, leafy trees, and other obstacles can 
significantly “block” these signals. To help mitigate this signal blockage, a network of up to 
1500 terrestrial repeaters, operating in two subfrequency bands, are distributed throughout 
the U.S. (primarily in major cities). These repeaters receive signals from the satellites and 
retransmit them as vertically polarized signals after appropriate demodulation and remodula-
tion. Satellite signals are modulated using QPSK (Quadrature Phase Shift Keying) while ter-
restrial signals are modulated using OFDM (Orthogonal Frequency Division Multiplexing). 
An XM radio can receive signals from three sources: one from each satellite and another 
from a terrestrial repeater. These signals contain the same program content but travel along 
different paths. An XM receiver will continuously monitor these signals and use spatial, 
time, and frequency diversity techniques to obtain best reception.

Sirius has three satellites in an inclined elliptical orbit with a radius varying from 30,300 
to 53,500 km. The elevation angle for reception is greater than 57° for at least one of the three 
satellites. The higher reception angles result in fewer signals being blocked by tall buildings 
and other obstacles. Each satellite is assigned to operate in one of two subfrequency bands 
about its 2.32625 GHz center frequency (see Figure 39-30). Only two of the three satellites 
are active at any one time, to avoid in-band interference. Each satellite will spend approxi-
mately 16 hours within its U.S. footprint, with at least one of these satellites always provid-
ing service. Once an active satellite is no longer capable of providing nationwide service, it 
is deactivated and its assigned signal is handed off to another satellite that is reactivated as 
it enters the U.S. service area. To help mitigate signal blockage, a network of up to 150 ter-
restrial repeaters, operating in a third subfrequency band, are primarily located in major U.S. 
cities. A Sirius radio can receive signals from three sources: two from satellites and another 
from a terrestrial repeater. A Sirius radio continuously monitors these signals, and applies 
spatial, time, and frequency diversity techniques to obtain best signal reception.

Parameter XM Sirius

Frequency (MHz) 2332.5–2345 2320–2332.5

 Satellite Polarization Left-hand circular Left-hand circular

Gain (dBic)*  +2 – +4  +2 – +4 

Elevation coverage (deg.) 20–60 25 − 90

LNA gain (dB) 32 36

LNA noise figure (dB) 0.7–1.2 0.7

Terrestrial Polarization Linear Linear

Gain (dBi)* −1 −1

Elevation coverage (deg.) 0 0

LNA gain (dB) 30 28

LNA noise figure (dB) 1.5 2

*For an antenna placed at the center of a 1-m-diameter ground plane

TABLE 39-4 SDARS Performance Requirements
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An SDARS automobile antenna is required to have good omnidirectional patterns for 
both high (celestial) and low (terrestrial) elevation angles. In addition, these antennas must 
be aesthetically pleasing (i.e., very low profile or preferably hidden), low cost, lightweight, 
and easily integrated into the vehicle production process. The roof is the best mounting 
location for the antenna because it is the highest point of the vehicle, providing an unob-
structed view of the upper hemisphere, a nearly horizontal mounting surface, a relatively 
safe site from damage, and easy access for maintenance purposes. The antenna should be 
located a minimum distance of several inches from the edge of the roof edge in order to 
reduce diffraction effects to acceptable levels. If the vehicle has a sunroof, the antenna 
should be kept at a distance of several inches from the edges of the roof and sunroof. 
Other possible mounting locations include the uppermost central region of the windshield, 
uppermost central region of the rear window, trunk lid, instrument (dash) panel, and rear 
packaging shelf. However, these mounting locations were determined to be less desirable 
in that they generally have an adverse impact on the pattern characteristics of the antenna 
(e.g., signal blockage effects).

Dual antenna systems (one for celestial reception and another for terrestrial reception) 
are commonly used to meet the requirements of both the service providers and vehicle 
manufacturers. The most common satellite antenna is the microstrip patch, and the most 
common terrestrial antenna is the monopole. Service providers state their antenna require-
ments in terms of an antenna mounted on a 1-m-diameter ground plane, while vehicle 
manufacturers state their antenna requirements in terms of an antenna mounted on the 
intended vehicle. The antenna characteristics for these two mounting conditions can be 
significantly different. A more detailed discussion of the effects of a finite (1 m diameter) 
ground plane and its appropriate edge geometry is contained in M. Daginnus et al.44 In 
addition, the low-level signal environment that an SDARDS receiver system must operate 
in requires the use of LNAs (see Table 39-4) to compensate for cable loss and to improve 
SNR for both satellite and terrestrial reception.

Satellite Antennas

The antenna technologies that were reviewed in Section 39-10 for GPS antennas (i.e., 
microstrip patch, quadrifilar helix, and dielectric quadrifilar helix antennas) are applica-
ble to SDARS antennas and will not be repeated in this section. As is the case for the 
GPS antenna, the microstrip patch antenna has become the most popular type of SDARS 
automobile antenna because of its low profile, small footprint, conformability to vehicle 
surfaces, manufacturability, physical robustness, and low cost. However, the quadrifilar 
helix antenna is considered to have better reception characteristics, followed by the bent 
crossed-dipole antenna.

Sirius Band (12.5 MHz) XM Band (12.5 MHz)

Sat 1 Sat 1 Sat 2 Terr 2Terr 1Sat 2Terr 1

2320.0 MHz 2332.5 MHz 2345.0 MHz

Sat 1Sat 2

FIGURE 39-30 SDARS frequency allocation
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Bent Crossed-Dipole Antenna

One technique for generating a hemispherical circularly polarized antenna pattern is to 
place two l /2 dipoles above a ground plane and at right angles to each other. These 
dipoles are fed with signals of equal amplitude but shifted in phase by 90°. The result-
ing E-plane and H-plane patterns for each dipole have beamwidths (relative to zenith) 
of 60° and 120°, respectively.45 This difference in beamwidths results in low axial ratios 
for only a few degrees about the zenith. One technique to correct this deficiency is to use 
bent crossed-dipole antennas that will increase the beamwidth of the E-plane pattern.39 
An example of a bent crossed-dipole antenna is shown in Figure 39-31a with its mea-
sured and simulated patterns shown in Figure 39-31b. The feed system for this antenna 
consists of a microstrip power divider, with one arm being l /4 longer for the required 
90° phase difference.

Terrestrial Antennas

The terrestrial antenna generally takes the form of a simple monopole antenna. In one 
application, the monopole is positioned along the axis of a quadrifilar helix antenna.41 In 
another application, the monopole is located at the center and along the normal axis of a 
microstrip patch antenna (i.e., extending from the patch base, through an access channel 
cut into the ceramic material, and out the top). In another application, four electrically 
short (l /8) monopoles are placed symmetrically around the bent crossed-dipole antenna 
as shown in Figure 39-31. This monopole arrangement forms a terrestrial antenna array, 
with signals from these monopoles being combined using a microstrip feed assembly. 
The low height associated with satellite patch antennas allows the use of much smaller 
terrestrial antennas (e.g., meander-line antenna, dielectric mast antenna, etc.).

PIFAs are commonly used in handheld cell phones46 and have been investigated for 
use as a vehicle SDARS terrestrial antenna. However, their on-vehicle RF character-
istics and various physical attributes have significantly limited their potential use as a 
vehicle antenna.

(a) Bent crossed-dipole antenna (b) Measured and simulated patterns

FIGURE 39-31 SDARS bent crossed-dipole antenna with reception patterns (Courtesy of 
RecepTec, Inc.)
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The gain for the terrestrial antenna should be greater than −1.0 dBi in the azimuth plane 
(q ≈ 90°). However, a number OEMs have begun using the patch antenna for both satel-
lite and terrestrial reception. They have determined that the slight loss in terrestrial gain is 
offset by lower cost and improved aesthetics.

39.12 EMERGING TECHNOLOGIES

Table 39-5 lists a number of emerging automobile telecommunication technologies. 
Although ZigBee, Bluetooth, and WiFi use the same frequency band and appear to be 
similar, they are designed for considerably different applications:

● ZigBee for control, monitoring, automation, sensors, etc.
● Bluetooth for mobile phones, headsets, MP3s, PDAs, notebooks, etc.
● WiFi for wireless local area networks (WLANs)

The ZigBee technology is capable of using radio node devices to form mesh networks, 
where each node can relay information to its neighboring nodes. If a node malfunctions, 
one or more of its neighboring nodes can reroute communication around the disabled node, 
providing a robust communication network.

Bluetooth and WiFi technologies use a central hub-and-spoke distribution network that 
channels communication to its radio devices. Bluetooth offers automatic network configu-
ration and service discovery that makes the establishment of the network almost transparent 
at distances up to 10 m. WiFi operates much like a mobile phone, providing fast connection 
from anywhere within its coverage area. It connects computer devices to its network at 
distances up to 100 m. WiMAX is similar to WiFi but is intended to support a metropolitan-
wide wireless network capable of handling thousands of users. It provides high-throughput 
broadband connections over long distances (with a maximum range of about 30 miles). 
WiMAX has much promise with its established global standards, high throughput, high 
reliability, and low-cost services.

Application Frequency Band (GHz)

ZigBee 2.402–2.480 

Bluetooth 2.402–2.480 

WiFi - IEEE 802.11a 5.150–5.350 

WiFi - IEEE 802.11a 5.725–5.825 

WiFi - IEEE 802.11b 2.410–2.462 

WiFi - IEEE 802.11g 2.410–2.462 

WIMAX - IEEE 802.16 2–11

DSRC - IEEE  802.11p 5.850–5.925 

Mobile Satellite TV 12.2–12.7 

Automobile radar 24 & 76 

TABLE 39-5 Emerging Vehicle Telecommunication 
Technologies
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Dedicated Short Range Communications (DSRC) is a short-to-medium-range wireless 
system specifically designed for automobile use. This system is being developed to support 
a wide range of vehicle-to-vehicle and vehicle-to-roadside communications. It will com-
plement the mobile telephone by supporting new communication systems that require time-
critical responses and/or high data-transfer rates. It will operate in the 5.850 to 5.925 GHz 
band and have a range of up to 1000 m. Some proposed applications include electronic toll, 
electronic parking, warning of an approaching emergency vehicle, cooperative adaptive 
cruise control, intersection collision avoidance, etc.

Mobile satellite TV is another wireless system being investigated for automobile use. 
Satellite TV operates in the frequency band from 12.2 to 12.7 GHz (Ku-band) and requires 
a rather large circularly polarized receiving antenna with a beamwidth of less than 1 degree. 
The standard TV satellite dish is too big and bulky to be placed on a moving vehicle, and 
would require some means to keep it pointed at the satellite as the vehicle maneuvers 
through traffic. The high operating frequency necessitates that the satellite TV antenna be 
mounted on the roof, or possibly the trunk lid, to avoid signal blockage by the structure of 
the vehicle. To overcome the dish size limitations, the vehicle antenna should have a “flat” 
plate geometry with mechanical and/or electronic scanning capability. Proposed mobile 
TV antennas have not been able to meet the physical size, weight, and cost requirements 
of vehicle manufacturers. Mobile satellite TV systems are commercially available as an 
aftermarket or add-on accessory item, but these are currently too heavy, bulky, and costly 
(e.g., a few inches in height and about 30 inches in width) for common vehicle use.

Automobile radar is another area that is being investigated. Potential applications 
include collision warning (with autonomous braking), headway distance warning (HDW), 
adaptive cruise control (ACC) equipped with stop and go, blind spot detection (BSD), 
pre-crash detection for smart airbags, and parking aid (PA) systems. These radar systems 
generally operate in the Ka- (e.g., 24 GHz) and W-band (e.g., 76 GHz). Their distance 
capabilities vary from 2 m up to 150 m with antenna beamwidths from less than +/− 4 up to 
+/− 45 degrees. Antenna geometries include a single beam, dual beam, and multiple beams 
with mono-pulse, mechanical, and electronic scanning capabilities. It has been suggested 
that automotive radar frequencies may move above 100 GHz in a continuing effort to shrink 
the physical size of the antenna.

39.13 ANTENNA MEASUREMENTS

Over the past several decades, automobile manufacturers have had to develop their own 
antenna measurement techniques for characterizing vehicle antennas. This process started 
with the AM band and was later expanded in the mid-1960s to include FM. In the early 1980s, 
an R&D automobile antenna range was built to investigate new automobile antenna technolo-
gies and determine range requirements for antenna pattern measurements.21 A decade later, 
a much larger and more accurate range was built with the capability of measuring AM, FM, 
RKE, and cell phone antennas (see Figure 39-32). This quasi-far-field facility was designed 
to measure vehicle antennas in an RF environment similar to fringe reception conditions. 
At about the same time, a number of other automobile manufacturers and antenna suppliers 
built in-house ranges using their own range requirements. Over the following years, it was 
determined that there are significant discrepancies in the data measured by these ranges, with 
no consensus as to what data set is correct. In an effort to resolve these discrepancies, an 
industry/government effort was established to conduct an in-depth RF evaluation of the large 
outdoor range shown in Figure 39-32, and make appropriate recommendations to improve 
the accuracy and reduce the uncertainties of its measured data. This study revealed that the 
in-ground turntable had a significant adverse impact on the uniformity of the electromagnetic 
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field just above the turntable surface. Recommendations were made for developing new mea-
surement procedures to improve accuracy, enhance repeatability, and reduce uncertainties of 
its measured data to within stated error limits.47,48

The introduction of automobile satellite antennas has generated a need for a different 
type of antenna range capable for measuring vehicle antenna patterns that encompass the 
greater portion of the hemisphere above the earth’s surface (see Figures 39-29 and 39-31). 
It was determined that a hemispherical near-field antenna test facility was required to make 
this type of antenna measurement. A near-field system samples the amplitude and phase 
of the electromagnetic field along a predetermined surface very close to and surrounding 
the antenna under test. This near-field data is then used to determine its corresponding far-
field patterns. For an automobile satellite antenna, the sampling surface is a hemisphere 
with a radius that is sufficiently large to encompass the entire vehicle. Two basic near-field 
systems are currently available: an outdoor near-field range (see Figures 39-33 and 39-34 
for two examples of this type of system), and an in-door (anechoic chamber) near-field 
range (see Figure 39-35).

The outdoor near-field range generally consists of an in-ground turntable, a radome, and 
a single-probe “gantry arm” near-field system.49 This near-field system has a wide operat-
ing bandwidth (FM band up to the mm band), but its single-probe setup requires several 
hours to complete measurements for a GPS or SDARS antenna.

Radome/turntable
Transmit antenna

Asphalt surface

55 m

243 m

FIGURE 39-32 Far-field antenna facility (Courtesy of General Motors)

FIGURE 39-33 Outdoor near-field antenna facility with radome (Courtesy of Nippon Antenna Co., Ltd.)

(a) Far-field range (b) Near-field range
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The indoor near-field range consists of an anechoic chamber, a turntable, and a multiprobe 
arc near-field system.50 The multiprobe arc has a 6-meter radius with 103 dual-polarized probes 
located every degree along its length. The system (including the dual-polarized probes) has 
an operating bandwidth from 400 MHz to 6 GHz, and is capable of multiple-frequency and/
or antenna operation. Its normalized pattern directivity (Dn = |D(q,f)/Dmax |) error is less than  

FIGURE 39-34 Outdoor near-field antenna facility with radome (Courtesy of 
Hirschmann Car Communication, Inc.)

FIGURE 39-35 Anechoic chamber near-field antenna facility (Courtesy of General Motors)

(a) Near-field range (b) Multifrequency elevation patterns for
a rear roof-mounted SDARS antenna
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+/− 0.25 dB for relative pattern levels from 0 to −5 dB, and less than +/− 0.1 × (−Dn) dB for 
pattern levels from −5 to −30 dB. Peak gain measurements are repeatable to within a few tenths 
of a dB, and inter-laboratory data comparisons (with an outside RF laboratory) demonstrated 
a correlation to within 1.0 dB. Major advantages of this facility are its accuracy, repeatability, 
and speed. The multiple dual-polarized probes allow the system to complete pattern measure-
ments in 5 minutes (limited by the rotational speed of the turntable) instead of the several hours 
require for the single-probe system.

REFERENCES

 1. H. A. Wheeler, “Small Antennas,” IEEE Trans. on Antennas and Propagat., vol. AP-23, no. 4 
(July 1975): 462–469.

 2. A. R. Von Hippel, Dielectric Materials and Applications (Cambridge, MA: The MIT Press, 
1954): 314.

 3. R. A. Burberry, VHF and UHF Antennas, IEE Electromagnetic Wave Series 35 (London: Peter 
Pereginus Ltd., 1992): 199–209.

 4. W. M. Heina, Portable Radio Apparatus (April 26, 1927): U.S. Pat. 1,626,464.
 5. C. W. Rowan and C. A. Altgelt, “When Car Radios Were Illegal—A History of Early American 

and European Car Radios,” SAE International Congress and Exposition, Detroit, MI, SAE 
Paper 850019 (February 1985): 9.

 6. E. C. Jordan and K. G. Balmain, Electromagnetic Waves and Radiating Systems, 2nd Ed. 
(Englewood Cliffs, NJ: Prentice-Hall, Inc., 1968): 323–326.

 7. R. C. Johnson and H. Jasik, Antenna Applications Reference Guide (New York: McGraw-Hill, 
1987): 1–7.

 8. W. L. Stutzman and G. A. Thiele, Antenna Theory and Design (New York: John Wiley & Sons, 
Inc., 1981): 47–53.

 9. N. Adams, The Complete Corvette Restoration & Technical Guild – Vol. 1 1953 through 1962 
(Princeton, NJ: Princeton Publishing Inc., 1980): 93–94.

10. B. F. Elving, FM ATLAS and Station Directory, 12th Ed. (Esko, MN: FM Atlas Publishing, 1989).
11. W. K. Jensen, Concealed Windshield Broadband Antenna (April 27, 1971): U.S. Pat. 3,576,576.
12. H. K. Lindenmeier, J. F. Hopf, and L. M. Reiter, “Active AM-FM Windshield Antenna with 

Equivalent Performance to the Whip Now as Standard Equipment in Car Production,” IEEE 
Antennas and Propagation Society International Symposium, vol. AP-23 (June 1985): 621–624.

13. H. E. Shaw, Combination of Electrically Heated Transparent Window and Antenna (December 16, 
1969): U.S. Pat. 3,484,584.

14. L. L. Nagy and J. A. Graham, Broadband FM Vehicle Rear Window Antenna not Requiring a 
Boost Amplifier (February 29, 2000): U.S. Pat. 6,031,500.

15. L. L. Nagy, D. C. Martin, A. E. Zaczor, and J. A. Graham, Broadcast Radio Signal Seek Circuit 
(March 30, 2004): U.S. Pat. 6,714,771.

16. J. D. Last, B. Easter, and K. Duffy, “A Broad-Band Heated-Backlite Antenna for a Production 
Vehicle,” SAE International Congress and Exposition, SAE Paper 840278, Detroit, MI, 1984.

17. I. Zafar, Backlite Antenna for AM/FM Automobile Radio (August 4, 1998): U.S. Pat. 5,790,079.
18. L. L. Nagy, M. Bellinger, and D. C. Martin, Transparent Vehicle Window Antenna (June 18, 1996) 

U.S. Pat. 5,528,314.
19. J. J. Finley, Low Emissivity Film for Automotive Heat Load Reduction (February 6, 1990): U.S. 

Pat. 4,898,789.
20. L. L. Nagy, D. C. Martin, and M. J. Lewis, Transparent Vehicle Window Antenna with Capacitive 

Connection Apparatus (February 1, 2000): U.S. Pat. 6,020,855.
21. L. L. Nagy, “A New Generation of Antennas for Automobile Use,” SAE International Congress 

and Exposition, SAE Paper 870092, Detroit, MI, February 23–27, 1987.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Automobile Antennas



 AUTOMOBILE ANTENNAS 39-35

22. D. Kightlinger, “The Signal Is Clear: Hidden Antennas Are the Next Wave,” R&D Center - Search, 
General Motors Information Science Department, Warren, MI, vol. 31, no. 1 (July 1997).

23. W. C. Y. Lee, Mobile Communication Engineering, Chapters 9 and 10 (New York: McGraw-Hill, 
1982).

24. H. K. Lindenmeier and L. M. Reiter, “Multiple-Antenna-Diversity for FM Car Radio 
Reception,” IEEE Antennas and Propagation Society International Symposium, vol. 25  
(June 1987): 456–459.

25. L. Burgess, “Estimating RKE System Performance,” Microwaves & RF, http://www.mwrf.com/
Articles/Index.cfm?Ad=1&ArticleID=12041, February 2006.

26. H. J. Song, H. P. Hsu, R. Wiese, and T. Talty, “Modelling Signal Strength Range of TPMS 
in Automobiles,” IEEE Antennas and Propagation Society International Symposium, vol. 3, 
session 110 (June 20–25, 2004): 3167–3170.

27. H. K. Lindenmeier, L. M. Reiter, R. P. Kronberger, J. F. Hopf, and B. M. Leinwetter, 
“Terrestrial Television-Reception in Fast Moving Cars by Means of Antenna-Diversity-
Techniques,” SAE International Congress and Exposition, SAE Paper 1999-01-0259, Detroit, 
MI, March 1–4, 1999.

28. L. J. Larsen and D. M. Phemister, Mobile Antenna and Through-the-Glass Impedance Matched 
Feed System (August 16, 1988): U.S. Pat. 4,764,773.

29. H. K. Lindenmeier, L. M. Reiter, J. F. Hopf, and R. P. Kronberger, “Cellular Radio Car Array 
for Smart Antenna Transmission and Diversity Reception,” SAE International Congress and 
Exposition, SAE Paper 2000-01-0071, Detroit, MI, March 6–9, 2000.

30. K. Fujimoto and J. R. James, Mobile Antenna Systems Handbook, 2nd Ed. (Norwood, MA: Artech 
House, Inc., 2001): 434–436.

31. Delphi Fuba™ Multi Antenna Modules, Delphi Corporation, 
 http://delphi.wieck.com/imageSingle/ImageID=DEL2004122054561/tpl2=images/type=jpg.
32. E. D. Kaplan and C. J. Hegarty, Understanding GPS Principles and Applications, 2nd Ed. 

(Norwood, MA: Artech House, Inc., 2006): 1–4.
33. R. E. Munson, Antennas Engineering Handbook, 3rd Ed., Chap. 7, R. C. Johnson (ed.) (New 

York: McGraw-Hill, 1993).
34. “Antenna Element Solutions for Mobile, Portable & Handheld Devices,” Spectrum FSY 

Microwave, www.fsymicrowave.com/pdfs/patchantennabrochure.pdf.
35. “DAKC1575MS74T, GPS Dielectric Patch Antenna,” TOKO America, Inc., http://www.tokoam 

.com/passives/antennas/pdf/DAKC1575MS74T.pdf.
36. C. C. Kilgus, “Multielement, Fractional Turn Helices,” IEEE Trans. on Antennas and Propagat., 

vol. AP-16, no. 4 (July 1968): 499–500.
37. C. C. Kilgus, “Resonant Quadrifilar Helix,” IEEE Trans. on Antennas and Propagat., vol. AP-17, 

no. 3 (May 1969): 349–351.
38. J. M. Tranquilla and S. R. Best, “A Study of the Quadrifilar Helix Antenna for Global Positioning 

System (GPS) Applications,” IEEE Trans. on Antennas and Propagat., vol. AP-38, no. 10 
(October 1990): 1545–1550.

39. R. Marino and A. Fuchs, “Dual Antenna System for Mobile SDARS Application,” SAE 2001 
World Congress, SAE Paper 2001-01-0008, Detroit, MI, March 5–8, 2001.

40. “GeoHelix-P2 Passive GPS Antenna,” Sarantel,
 http://www.sarantel.com/downloads/specifications/geohelix-p2_v2.pdf.
41. A. Petros, I. Zafar, and S. Licul, “Reviewing SDARS Antenna Requirements,” Microwave & RF 

Journal (September 2003): 51–62.
42. S. J. Patsiokas, “XM Satellite Radio Technology Fundamentals,” SAE 2001 World Congress, 

SAE Paper 2001-01-1328, Detroit, MI, March 5–8, 2001.
43. A. Petros, I. Zafar, and R. Pla, “Antenna Measurement Techniques for SDARS Antennas,” 

Antenna Measurement Techniques Association, Proceedings AMTA-2004, Session 5, PID058, 
Stone Mountain Park, GA., October 17–22, 2004.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Automobile Antennas



39-36 CHAPTER THIRTY-NINE 

44. M. Daginnus, R. Kronberger, A. Stephan, G.-H. Hassmann, H. Lindenmeier, J. Hopf, and 
L. Reiter, “SDARS – Antennas: Environmental Influences, Measurement, Vehicle Application 
Investigations and Field Experiences,” SAE 2002 World Congress, SAE Paper 2002-01-0120, 
Detroit, MI, March 4–7, 2002.

45. R. H. DuHamel and A. R. Mahnad, Antenna Engineering Handbook, 3rd Ed., R. C. Johnson (ed.) 
(New York: McGraw-Hill, Inc, 1993): 28-8 to 28-11.

46. K. L. Wong, Planar Antennas for Wireless Communications (New York: John Wiley & Sons, 
Inc., 2003).

47. R. Johnk, D. Novotny, C. Grosvenor, N. Canales, J. Graham, D. Martin, S. Yencer, D. Hibbard, 
T. Roach, and L. Nagy, “An Electric-Field Uniformity Study of an Outdoor Vehicular Test Range,” 
IEEE EMC Symposium, August 14–18, 2006.

48. T. L. Roach and L. L. Nagy, “EM Simulation Analysis of an Antenna Range,” Delphi Research 
Labs, Shebly, MI, Delphi Research Labs Report DRLR-0289, March 2005.

49. P. N. Betjes, D. Pototzki, and D. J. van Rensburg, “A Hemi-Spherical Near-Field System for 
Automotive Antenna Testing,” AMTA-2005, Section 15, PID-316, Newport, RI, October 30–
November 4, 2005.

50. J. A. Graham and P. O. Iversen, “Rapid Spherical Near-Field Antenna Test System for Vehicle 
Mounted Antennas,” Antenna Measurement Techniques Association, Proceedings AMTA-2004, 
Section 02, PID-130, Stone Mountain Park, GA, October 17–22, 2004.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Automobile Antennas



40-1

Aircraft Antennas

Gerald J. Oortman
Senior Electromagnetics Engineer 

(Lockheed Martin Aeronautical Systems Company)

Charles E. Ryan, Jr.
Consultant 

(Formerly, Georgia Institute of Technology)

CONTENTS

40.1 INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40-2

40.2 LOW-FREQUENCY ANTENNAS . . . . . . . . . . . . . . . . . . . . . . . . . . .  40-3

40.3 HIGH-FREQUENCY COMMUNICATIONS ANTENNAS . . . . . . . . .  40-9

40.4 UNIDIRECTIONAL VERY-HIGH-FREQUENCY ANTENNAS  . . . . . .  40-13

40.5  OMNIDIRECTIONAL VERY-HIGH-FREQUENCY  
AND ULTRAHIGH-FREQUENCY ANTENNAS  . . . . . . . . . . . . . . . .  40-14

40.6 OMNIDIRECTIONAL L-BAND FREQUENCY ANTENNAS  . . . . . . .  40-18

40.7 GPS ANTENNAS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40-20

40.8 ALTIMETER ANTENNAS  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40-20

40.9 ANTENNA PERFORMANCE AND AIRCRAFT INTERACTION . . . .  40-20

Chapter 40

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Source: ANTENNA ENGINEERING HANDBOOK



40-2 CHAPTER FORTY 

40.1 INTRODUCTION

The design of antennas used for aircraft differs from other applications. Special consid-
eration must be given to the environment to which the antenna is exposed, interaction of 
the aircraft with the antenna performance characteristics, safety-of-flight, and regulatory 
requirements.

Aircraft antennas must be designed to withstand severe static and dynamic stresses. 
Antennas for high speed aircraft must be designed aerodynamically, to limit physical stress 
on the antenna and limit degradation of the aircraft’s flight characteristics. Triboelectric 
charging of the airframe surfaces by dust or precipitation particles, known as p static, 
gives rise to corona discharges. These discharges may produce extreme electrical noise, 
especially when the location of the antenna is such that there is strong electromagnetic 
coupling to the discharge point. In transmitting applications, corona discharge from the 
antenna element may limit the power-handling capacity of the antenna. Also, special con-
sideration must frequently be given to the protection of aircraft antennas from damage due 
to lightning strikes.

The size and shape of the airframe play a major role in determining the impedance 
and radiation pattern characteristics of an antenna. The type of antenna used in a given 
application will often depend on the size of the airframe relative to the wavelength. In the 
case of propeller-driven aircraft and helicopters, the motion of the blades may give rise to 
modulation of the radiated signal. Through careful placement of the antenna on the aircraft, 
optimum electrical performance characteristics can be achieved.

While the types of antennas and their locations on an aircraft are influenced by the 
previous factors, the most important consideration is safety-of-flight. Structural failure of 
the antenna cannot significantly endanger personnel aboard the aircraft or critical aircraft 
components (such as propellers, jet engines, wings, flaps, and so on). Redundant systems 
are installed to ensure the aircraft has at least a minimum level of functionality for safe 
flight. The type and number of systems required include voice and identification commu-
nications for air traffic control as dictated by national and international governments and 
organizations. The following table shows an example of the types of the avionics systems 
required for large aircraft.

System Description Quantity Frequency Polarization Function

ADF 1–2 190–1750 KHz Vertical Automatic Direction Finding

HF Voice 1–2 3–25 MHz Horizontal Long Range Communication

VHF Voice (FM) 1 30–76 MHz Vertical Communication with Air Traffic Control

Marker Beacon 1 75 MHz Horizontal Instrument Landing System

VOR/Localizer 2 108–118 MHz Horizontal Bearing/Instrument Landing System

VHF Voice (AM) 2 118–152 MHz Vertical Civil Aviation

UHF Voice 2 224–400 MHz Vertical Military

Glide Path 1 329–335 MHz Horizontal Instrument Landing System

DME/TACAN 2 962–1214 MHz Vertical Navigation Distance and Bearing

ATC Transponder/IFF 2 1030/1090 MHz Vertical Traffic Control/Identification

GPS 1 1525–1585 MHz RH Circular Navigation

Radar Altimeter 1 4.2–4.4 GHz Horizontal Navigation/Ground Proximity

Weather Radar 1 9.375 GHz Horizontal Navigation/Weather Avoidance

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Aircraft Antennas



 AIRCRAFT ANTENNAS 40-3

40.2 LOW-FREQUENCY ANTENNAS

The wavelengths of frequencies below about 2 MHz are considerably larger than the 
maximum dimensions of most aircraft. Because of the inherently low radiation efficiency 
of electrically small antennas and the correspondingly high radio-frequency (RF) volt-
ages required to radiate significant amounts of power, nearly all aircraft radio systems 
operating at these lower frequencies are designed so that only receiving equipment is 
required in the aircraft.

Radiation patterns of aircraft antennas in this frequency range are simple electric or 
magnetic dipole patterns, depending upon whether the antenna element is a monopole or 
a loop. The pattern produced by a small monopole antenna will always be that of a simple 
dipole regardless of location; the orientation of the equivalent-dipole axis with respect to 
the vertical will depend upon location. A small antenna element placed on the airframe 
would respond to vertical, longitudinal, and transverse field components, indicating that 
the dipole moment of the antenna-airframe combination has projections in all three direc-
tions. Since the aircraft surface is small in terms of square wavelengths, it is appropriate to 
employ the method of moments (MOM) to assess pattern performance.1–3 This technique 
is discussed in Section 40.9.

The sensitivity of low-frequency (LF) antennas is customarily expressed in either of 
two ways, depending upon whether the antenna is located on a relatively flat portion of the 
airframe such as the top or bottom of the fuselage or at a sharp extremity such as the tip of 
the vertical stabilizer. In the first case, it can be assumed (at least when the antenna element 
is small relative to the surface radii of curvature) that the antenna performs as it would on 
a flat ground plane, except that the incident-field intensity which excites it is greater than 
the free-space incident-field intensity because of the field fringing produced by the air-
frame. The effect of the airframe on antenna sensitivity can be expressed by the ratio of the 
local-field intensity on the airframe surface to the free-space incident-field intensity. For a 
vertically polarized incident field (which is the case of primary importance in LF receiving-
antenna design), this ratio is designated as Fv and is called the curvature factor for vertical 
polarization. Measurements can be performed to determine the equivalent dipole tilt angle 
and the factor Fv.

Effective height and capacitance data for antennas installed in locations for which this 
method is applicable are usually obtained by measurements or calculations for the antenna 
on a flat ground plane. The effective height (for vertically polarized signals) of the antenna 
installed on the airframe is then estimated by multiplying the flat-ground-plane effective 
height by the factor Fv appropriate to the installation. On the other hand, the capacitance 
may be assumed to be the same as that determined with the antenna on a flat ground plane. 
The presence of a fixed-wire antenna on the aircraft may have a significant effect on Fv. 
Because of the shielding effect due to a wire, LF antennas are seldom located on the top of 
the fuselage in aircraft which carry fixed-wire antennas.

Flat-ground-plane data for a T antenna are shown in Figure 40-1. The capacitance 
curves shown apply to an antenna made with standard polyethylene-coated wire. The stan-
dard is a 0.052-in- (1.32-mm-) diameter conductor and a 0.178-in- (4.52-mm-) diameter 
polyethylene sheath. Two antennas of this type are frequently located in close proximity 
on aircraft having dual automatic-direction-finder (ADF) installations. The effects of a 
grounded T antenna on he and Ca of a similar nearby antenna are shown in Figure 40-2. 
To determine the significance of capacitance interaction it is necessary to consider the Q’s 
of the input circuits to which the antennas are connected and the proximity of the receiver 
frequencies.

Sensitivity data for a flush antenna and a low-silhouette antenna consisting of a relatively 
large top-loading element and a short downlead are shown in Figures 40-3 and 40-4, respectively. 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Aircraft Antennas



40-4 CHAPTER FORTY 

The antenna dimensions shown in these figures are not indicative of antenna sizes actually in use, 
but are rather the sizes of the models used in measuring the data. Both he and Ca scale linearly 
with the antenna dimensions.

A rule-of-thumb design limit for flush antennas may be derived on the basis of a quasi-
static analysis of LF antenna performance. If any electric dipole antenna is short-circuited 
at its feed terminals and placed in a uniform electrostatic field with its equivalent-dipole 
axis aligned parallel to the field, charges of +q and −q will be induced on the two elements 
of the antenna. It may be shown that the product of the LF parameters he and Ca is related 
to the induced charge by the equation

 heCa = q/E (40-1)

where he and Ca are expressed in meters and picofarads, respectively, q is expressed in pico-
coulombs, and the incident-field intensity E is expressed in volts per meter. The quantity 
q/E is readily calculated for a flush cavity-backed antenna of the type shown in Figure 40-3, 
at least for the case in which the antenna element virtually fills the cutout in the ground 
plane. In this case, the shorted antenna element will cause practically no distortion of the 
normally incident field, and the number of field lines terminating on the element will be the 
same as the number which would terminate on this area if the ground plane were continu-
ous. The value of q/E is hence equal to e0a, where e0 = 8.85 × 10−12 F/m and a is the area of 

FIGURE 40-1 Effective height and capacitance of a T antenna

FIGURE 40-2 Shielding effect of one T antenna on another
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the antenna aperture in square meters. For a flush antenna with an element that nearly fills 
the antenna aperture the result is

 heCa = e0a (40-2)

The line labeled “theoretical maximum Ca he” in Figure 40-3 was calculated from 
Eq. 40-2. With practical antenna designs, there will be regions of the aperture not covered 
by the antenna element, so that some of the incident-field lines will penetrate the aperture 
and terminate inside the cavity. As a result, the induced charge q will be smaller than 
that calculated previously, and the product heCa will be smaller than the value estimated 
from Eq. 40-2.

FIGURE 40-3 Design data for a flush low-frequency antenna

FIGURE 40-4 Design data for a heavily top-loaded low- 
frequency antenna with flat-plate top loading
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The helicopter presents a special antenna-design problem in the LF range as well as 
in other frequency ranges because of the shielding and modulation caused by the rotor 
blades. Measured curves of Fv, obtained with an idealized helicopter model to demon-
strate the effects of different antenna locations along the top of the simulated fuselage, 
are shown in Figure 40-5. The MOM also may be used to compute rotor modulation 
effects. See Section 40.9 for MOM details.

It is characteristic of the rotor modulation of LF signals that relatively few modula-
tion components of significant amplitude are produced above the fundamental rotor 
modulation frequency (which is equal to the number of blade passages over the antenna 
per second). This fundamental frequency is of the order of 15 Hz for typical, three-
blade, single-rotor helicopters. It should be noted that new sidebands will be generated 
about each signal sideband and about the carrier. It is thus not a simple matter to pre-
dict the effects of rotor modulation on a particular system unless tests have been made 
to determine the performance degradation of the airborne receiver due to these extra 
modulation components.

ADF Antennas

The ADF system, which determines the direction of 
arrival of the signal by rotating its loop antenna about 
a vertical axis until a null is observed in the loop 
response (Figure 40-6), is subject to bearing errors 
because of the difference in direction of the local  

FIGURE 40-5 Rotor modulation for a low-frequency 
receiving antenna on an idealized helicopter model

FIGURE 40-6 ADF loop antenna 
on aircraft
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incident magnetic fields. The relationship between the true and the apparent directions 
of the signal source is given by the equation*

 tan tanφ φt
xx

yy
a

a
a

=  (40-3)

where ft and fa are respectively the true and the apparent bearings of the signal source. A 
curve of the bearing error (ft − fa) as a function of ft with the ratio axx/ayy = 2 is shown in 
Figure 40-7a. Figure 40-7b shows graphs of the maximum bearing error |ft − fa| and the 
value of ft (in the first quadrant) at which the maximum bearing error occurs as functions 
of the ratio axx/ayy.

Survey data showing the coefficient axx 
and the maximum bearing error for loop 
antennas along the top and bottom centerline 
of a DC-4 aircraft are shown in Figure 40-8. 
The ADF loop has a 180° uncertainty in null 
location due to its figure eight pattern. An 
auxiliary sense antenna is used to resolve the 
null uncertainty via amplitude comparison. 
The ADF system is calibrated after installa-
tion to achieve proper performance.

The automatic-direction-finder loop 
antenna is normally supplied as a compo-
nent of the ADF system, and the problem 
is to find a suitable airframe location. The 
two restrictions which govern the selection 
of a location are (1) that the cable between 
the loop antenna and receiver be of fixed 

*
The ratio of local magnetic field intensity on the airframe surface to the incident magnetic field intensity is designated 

as axx for the case in which the incident field is transverse to the line of flight (the signal arrives from the front or  
rear of the aircraft). It is designated as ayy when the incident field is along the line of flight (the signal arrive from the 
side of the aircraft).

FIGURE 40-7 (a) Bearing-error curve for azz/ayy = 2; (b) The maxi-
mum bearing error and the true bearing at which the maximum bear-
ing error occurs as functions of azz/ayy

FIGURE 40-8 Low-frequency loop-antenna survey 
data for a DC-4 aircraft, showing maximum bearing 
error and sensitivity coefficient for transverse polariza-
tion for top and bottom centerline locations
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length, since the loop and cable inductances form a part of the resonant circuit in the loop 
amplifier input, and (2) that the maximum bearing error which the system can compensate be 
limited to about 20°. As can be seen from the bearing-error data in Figure 40-7, positions on 
the bottom of the fuselage forward of the wing meet the minimum bearing-error requirements 
on the aircraft type for which the data are applicable (and on other comparable aircraft). Such 
positions are consistent with cable-length restrictions in most cases since the radio-equipment 
racks are usually just aft of the flight deck.

Bearing-error compensation is accomplished in some ADF systems by means of a 
mechanical compensating cam.4–5 Standard flight-test procedures4–6 are generally used in 
setting the compensating cams. In some loop designs7 electrical compensation is achieved 
by modifying the immediate environment of the actual loop element.

Unlike the loop antenna, the sense antenna must be located within a limited region 
of the airframe for which the equivalent-dipole axis is essentially vertical. This ensures 
accurate ADF performance as the aircraft passes over or near the ground station to which 
the receiver is tuned.8

A typical flush ADF sense-antenna installation is illustrated by the C-141 aircraft.9 The 
antenna, in this case, is a cavity built into the upper fuselage, fairing just aft of the wing 
crossover. It was decided during the design phase to use the Bendix ADF-73 automatic-
direction-finder system, which to some extent determined the sense-antenna requirements. 
The basic antenna requirements were (1) antenna capacitance of 300 pF, (2) a minimum 
quality factor of 1.4, and (3) a radiation-pattern tilt angle between 0 and 10° downward and 
forward. Figure 40-9 shows the patterns of the dual sense antenna.

For the C-141, the electrical center of the aircraft (pattern tilt angle of zero) was 
initially located through radiation-pattern measurements by using a small model con-
figuration; a tilt-angle change was noted when the feed point for the cavity ADF antenna 
was moved. A zero tilt angle was obtained, and it was found that an approximate 10-in 
(254-mm) movement of the feed point aft produced a +10° tilt angle. Since a tilt angle 
of 0 to 10° is required, the measurements permitted selection of an optimum feed point 
(+5° tilt). Figure 40-9 shows the yaw, pitch, and roll radiation patterns obtained with the 
optimum antenna feed point.

The Rockwell/Collins DF-206A automatic direction finder (ADF) system is unique in 
that the DFA-206A antenna consists of a combined sense and loop antenna assembly. The 
sense antenna input is used as the reference input and is coupled to a low-pass filter. The 
low-pass filter removes the high-frequency interference. The two loop antennas are physi-
cally oriented 90° apart, and the resulting signal strengths are related to the direction of the 
antennas in relation to the transmitting station.

The antenna is a self-contained unit that may be located on either the top or the bottom 
of the aircraft. This unit is housed in a 16.5-in-long, 8.5-in-wide, and 1.75-in-thick teardrop 
designed to mount flush with the aircraft fuselage. It should be located as near the centerline 

FIGURE 40-9 Voltage radiation patterns for the C-141 ADF sense antenna
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of the aircraft as possible to reduce unsymmetric quadrantal error and near the wing root 
to obtain the best station-crossing indication. Unlike previous ADF systems, the length of 
the interconnecting cables between the antenna and receiver is neither limited nor critical. 
However, short cable runs are preferred to reduce the exposure to ground currents and 
interfering fields within the airframe.

40.3 HIGH-FREQUENCY COMMUNICATIONS 
ANTENNAS

Aircraft antennas for use with communications systems in the 2- to 30-MHz range are 
required to yield radiation patterns which provide useful gain in directions significant to com-
munications. Also, impedance and efficiency characteristics suitable for acceptable power-
transfer efficiencies between the airborne equipment and the radiated field are needed. A 
receiving antenna that meets these requirements will deliver to the input of a matched receiver 
atmospheric noise power under noise field conditions, which is many times greater than the 
input-circuit noise in the communications receiver. When this is the case, no improvement 
in signal-to-noise ratio can be achieved by further refinement of the antenna design. Since 
the transmitting mode of operation poses the more stringent requirements, the remainder of 
the discussion of HF antennas is confined to the transmitting case. Sky-wave propagation 
is always an important factor at these frequencies, and because of the rotation of polariza-
tion which is characteristic of reflection from the ionosphere, polarization characteristics 
are usually unimportant. Thus, the effective antenna gain can be considered in terms of the 
total power density. At frequencies below 6 MHz, ionosphere (and ground) reflections make 
almost all the radiated power useful for communication at least some of the time, so that 
differences between radiation patterns are relatively unimportant in comparing alternative 
aircraft antennas for communication applications in the 2- to 6-MHz range. In this range, 
impedance matching and efficiency considerations dominate. For frequencies above 6 MHz, 
pattern comparisons are frequently made in terms of the average power gain in an angular 
sector bounded by cones 30° above and below the horizon.

In the 2- to 30-MHz range, most aircraft have major dimensions of the order of a 
wavelength, and currents flowing on the skin usually dominate the impedance and pat-
tern behavior. Since the airframe is a good radiator in this range, HF antenna design is 
aimed at maximizing the electromagnetic coupling to the airframe. The airframe currents 
exhibit strong resonance phenomena that are important to the impedance of antennas which 
coupled tightly to the airframe.

Wire Antennas

Wire antennas, supported between the vertical fin and an insulated mast or trailed out into 
the airstream from an insulated reel, are reasonably effective HF antennas on lower-speed 
aircraft. Aerodynamic considerations limit the angle between a fixed wire and the airstream 
to about 15°. This means that fixed-wire antennas yield impedance characteristics similar 
to moderately lossy transmission lines, with resonances and antiresonances at frequencies 
at which the wire length is close to an integral multiple of l/4. Figure 40-10 shows the 
input impedance of a 56-ft (17-m) fixed-wire antenna on a C-130 Hercules aircraft. Lumped 
reactances connected between the wire and the fin produce an effect exactly analogous to 
reactance-terminated lossy transmission lines. The average directive gain of these antennas 
in the sector ±30° relative to the horizon (for example, the fraction of the total radiated energy 
that goes into the second, bounded by the cones 30° above and below the horizontal plane) 
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remains near 60 percent from 6 to 24 MHz. The efficiency of wire antennas is not high 
because of resistance loss in the wire itself and dielectric loss in the supporting insulators 
and masts. The resistance of commonly used wires is of the order of 0.05 Ω/ft at 4 MHz. The 
RF corona breakdown threshold of fixed-wire antennas is a function of the wire diameter 
and the design of the supporting fittings. To minimize precipitation static, a wire coated with 
a relatively large-diameter sheath of polyethylene is frequently used, with special fittings 
designed to maximize the corona threshold. Even with such precautions, voltage breakdown 
poses a serious problem with fixed-wire antennas at high altitudes. Measurements indicate 
that standard antistatic strain insulators have an RF corona threshold of about 11 kV peak at 
an altitude of 50,000 ft (15,240 m)10 and a frequency of 2 MHz. Such an insulator, placed 
between the vertical stabilizer and the aft end of the open-circuited antenna, would go into 
corona at this attitude if the antenna were energized with a fully modulated AM carrier of 
about 150 W at 2 MHz.

Probe Antennas

A variation of the isolated-cap antenna is the probe or bullet-probe antenna. The radiation- 
pattern and impedance-resonance effects of the empennage, fuselage, and wings also 
affect probe antennas. The marked advantage of the probe antenna over the tail-cap 
antenna lies in the relative ease of incorporation into the structure of the aircraft empen-
nage. The C-141 bullet-probe antenna shown in Figure 40-1111 makes use of a portion of 
the structural intersection of the horizontal and vertical stabilizers in the T-tail configura-
tion. The antenna is composed of the forward portion of the aerodynamic bullet with a 
probe extension. The plastic isolation gap in the bullet extends forward 11 in (279 mm), 
and the overall length of the antenna including the isolation band is 112 in (2845 mm). 
The maximum structural gap width was 13 in (330 mm), and the minimum gap width 
to withstand RF potentials was 3 to 4 in (76 to 102 mm). To obtain maximum airframe 
coupling, a maximum resistive component is required at the lowest expected resonant 
frequency. This resonance occurred at 2.4 MHz, which corresponds to a half-wavelength 
resonant condition caused by the wing-tip-to-horizontal-stabilizer-tip distance. Another 
parameter considered was the capacitive reactance of the antenna at 2.0 MHz. This reac-
tance had to remain below 1000 Ω if existing couplers were to be used. This resulted in 

FIGURE 40-10 Impedance of the C-130E right-hand long-wire 
antenna
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a gap width of 11 in for satisfactory performance. Figure 40-14 shows the impedance 
curves for the C-141 forward bullet-probe antenna.

A solid bulkhead was installed just aft of the isolation band for two reasons: (1) the 
metallic bulkhead acts as an electrostatic shield between the antenna and other metallic 
objects, and (2) the antenna tuner will mount on the bulkhead. Connection to the antenna is 
made through a lightning arrester which protrudes through the bulkhead into the gap area. 
The lightning arrester has a birdcage terminal which plugs into a flared tube, which is tied 
electrically to the probe and metal portions of the forward bullet.

Shunt or Notch High-Frequency Antennas

Shunt- and notch-type HF antennas are becoming increasingly popular on modern high-
speed aircraft because of drag reduction and higher reliability. The basic difference in the 
shunt and notch configurations is the ratio of length to width of the cutout (dielectric)  
portion of the aircraft. Figure 40-12 
shows the basic configurations.12

The shunt or notch antenna is a kind 
of transmission line that uses the verti-
cal stabilizer or wing to feed the remain-
der of the aircraft. It can be located at 
various points on the airframe, but 
since it functions as an inductive cou-
pler, it should be located at a point of 
low impedance or high current. The 
shunt-fed loop current causes the air-
frame itself to act as the antenna. The 
particular portion of the airframe sup-
porting the current path is a function of 
the frequency and physical lengths of 
the parts of the airframe involved. For 
example, the wing-tip-to-horizontal-tip 
half-wavelength resonance on the C-5 

FIGURE 40-11 Impedance curves for the C-141 aircraft forward bullet-
probe antenna11

FIGURE 40-12 Basic configuration of the C-130 
notch high-frequency antenna12
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aircraft occurs at approximately 2.5 MHz. The coupler feed point should always be located 
at the end of the shunt feed closest to the center of the aircraft.

The design of the antenna involves first finding a suitable location for the dielectric 
area and then arranging the dimensions of the shunt feed and dielectric area to provide an 
antenna that can be efficiently matched to 50 Ω with a relatively simple antenna coupler. 
Guidelines to observe are as follows: (1) The first choice for location on the airframe from 
a radiation-pattern and impedance standpoint is the root of the vertical stabilizer. An alter-
native is the wing root, but in this case the radiated vertically polarized energy is reduced. 
(2) The antenna coupler should be connected to the shunt feed near the stabilizer or wing 
root to provide maximum efficiency. (3) The dielectric material used to fill the opening 
should have low-loss characteristics. (4) The exact size and shape of the dielectric area 
is not a critical design parameter, but the dielectric area should be as deep as possible for 
maximum coupling to the airframe. Radiation efficiency is generally proportional to the 
dielectric area.

To avoid the need for a complicated antenna-tuning network, the antenna reactance 
at 2.0 MHz should be no less than +j18 Ω, and ideally parallel resonance should occur 
between 20 and 30 MHz. Series resonance should be completely avoided, and antenna reac-
tance should be no lower than −j100 Ω at 30 MHz. To ensure good coupling to the airframe, 
the parallel component of the antenna impedance should be less than 20,000 Ω.

Figure 40-13 shows the shunt-fed notch antenna for the C-130 aircraft. A portion of 
the dorsal and a portion of the leading-edge fairing are combined to yield a notch in the 
root of the vertical stabilizer. The total distance around the notch is approximately 160 in 
(4064 mm), or slightly smaller than the ideal periphery of approximately 200 in (5080 mm). 
This was necessary because of interference with the leading-edge de-icing system. The 
impedance curve for this antenna is shown in Figure 40-14.

A unique application of the shunt-fed HF antenna is found on the Lockheed Jet Star 
aircraft.13 Figure 40-14 is a sketch of the 
antenna. The antenna is fed from a coaxial 
feed on the upper surface of the wing, where 
a 32-in (813-mm) piece of phosphor-bronze 
stranded cable connects the center conductor 
to the leading lower edge of an aft-mounted 
engine nacelle. Excellent omnidirectional 
patterns are obtained, and the impedance is 
tuned by using an off-the-shelf coupler inside 
the pressurized area of the fuselage.

FIGURE 40-13 Impedance of the shunt-fed HF notch antenna on the  
C-130 aircraft12

FIGURE 40-14 Shunt-fed HF notch-antenna 
configuration on the Lockheed JetStar13
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40.4 UNIDIRECTIONAL VERY-HIGH-FREQUENCY 
ANTENNAS

The marker-beacon and glide-slope equipments require relatively narrowband antennas 
with simple patterns directed down or forward from the aircraft. This combination of cir-
cumstances makes the design of these antennas relatively simple. Both flush-mounted and 
external-mounted designs are available in several forms.

Marker-Beacon Antennas

The marker-beacon receiver operates on a fixed frequency of 75 MHz and requires a 
downward-looking pattern polarized parallel to the axis of the fuselage. A standard exter-
nal installation employs a balanced-wire dipole supported by masts. The masts may be 
either insulated or conducting. Low-drag and flush-mounted designs are sketched in 
Figure 40-15. The low-drag design is a simple vertical loop oriented in the longitudinal 
plane of the aircraft. The feed line is inductively coupled to the loop, which is resonated 
by a series capacitor, and the antenna elements are contained in a streamlined plastic hous-
ing. The flush design is electrically similar, but in this case the structure takes the form 
of a conductor set along the longitudinal axis of the open face of a cavity. To achieve the 
desired impedance level, the antenna conductor is series-resonated by a capacitor and the 
feed point tapped partway along the antenna element.

FIGURE 40-15 Typical marker-beacon antennas
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Glide-Slope Antennas

The glide-slope receiver covers the frequency range from 329 to 335 MHz and requires 
antenna coverage only in an angular sector 60° on either side of the nose and 20° above 
and below the horizon. This requirement can be met by horizontal loops or by vertical 
slots. Because of the narrow bandwidth, the antenna element need not be electrically large. 
Two variations on the loop arrangement are sketched in Figure 40-16. Configuration a is a 
simple series-resonant half loop which can be externally mounted on the nose of the aircraft 
or within the nose radome. A variation of this antenna has two connectors for dual glide-
slope systems. Configuration b, which is similar to the cavity-marker-beacon antenna of 
Figure 40-16, is suitable for either external or flush mounting.

40.5 OMNIDIRECTIONAL VERY-HIGH-FREQUENCY 
AND ULTRAHIGH-FREQUENCY ANTENNAS

In the frequency range in which the airframe is electrically large, the achievement of omni-
directional patterns, such as those used for short-range communications, is complicated by 
airframe effects. Since very-high-frequency (VHF) and ultrahigh-frequency (UHF) anten-
nas of resonant size are structurally small, the required impedance characteristics can be 
achieved with fixed matching networks. Shadowing and reflection by the airframe result in 
major distortions of the primary pattern of the radiating element.

The tip of the vertical fin is a preferred location for omnidirectional antennas in the 
VHF and UHF range because antennas located there have a relatively unobstructed view 
of the surrounding sphere. At these frequencies the mean chord of the fin is approximately 
10 wavelengths and the principal effect of the airframe on the radiation patterns is a 
sharply defined optical shadow region. At the lower end of this frequency range and on 
smaller aircraft, the effect of the airframe on the patterns is more complicated. Deep nulls 
in the forward quadrants can occur because of the destructive interference between direct 

FIGURE 40-16 Protruding glide-slope antennas
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radiation and radiation reflected from the fuselage and wings. The latter contribution is 
more important for small aircraft since the ground plane formed by the surface of the fin 
tip is now sufficiently small enough to permit strong spillover of the primary pattern, 
which also can create lobing in the transverse-plane pattern. In this frequency range, the 
null structure is strongly influenced by the position of the radiating element along the 
chord of the fin, and careful location of the antenna along the chord may result in improve-
ments in the forward-horizon signal strength.

UHF/VHF Antennas for Vertical Polarization

The monopole and its variants are the most commonly used vertically polarized VHF and 
UHF aircraft antennas. The antenna typically has a tapered airfoil cross section to minimize 
drag. Simple shunt-stub matching networks are used to obtain a voltage standing-wave 
ratio (VSWR) below 2:1 from 116 to 156 MHz.

The basic configuration of an all-metal VHF blade antenna is shown in Figure 40-17. 
This antenna employs a shunt-fed slot to excite the blade. The advantage of this configura-
tion is its all-metal construction, which provides lightning protection and eliminates p static. 
Figure 40-18 shows a low-aerodynamic-drag sleeve monopole for the 225- to 400-MHz 
UHF communications system. The cross section is diamond-shaped, with a thickness ratio 
of 5:1. A feature of this antenna14 is the introduction into the impedance-compensating net-
work of a shunt stub such that its inner conductor serves as a tension member to draw the 
two halves of the antenna together. In addition to providing mechanical strength, this inner 
conductor forms a direct-current path from the upper portion of the antenna to the aircraft 
skin, thereby providing lightning-strike protection.

Figure 40-19 is a broadband monopole/blade antenna matched through a pair of shunt 
blocks and a series feed with a capacitive section of semirigid coax. The shunt blocks are 
similar to L/R shunts and are ferrite-based for a gain of −24.5 dBi. There is an abrupt drop-
off of antenna performance below 30 MHz.

A number of monopole designs have been developed for installation on a fin in which 
the top portion of the metal structure has been removed and replaced by a suitable dielec-
tric housing. Various other forms of vertically polarized UHF and VHF radiators have 
been designed for tail-cap installation. The pickax antenna, consisting of a heavily top-
loaded vertical element, has been designed to provide a VSWR of less than 3:1 from 110 to 
115 MHz with an overall height of 15½ in (393.7 mm) and a length of 14 in (355.6 mm).

UHF/VHF Antennas for Horizontal Polarization

There are three basic antenna elements which yield omnidi-
rectional horizontally polarized patterns: the loop, the turn-
stile, and the longitudinal slot in a vertical cylinder of small 
diameter. All three are used on aircraft, and all suffer from a 
basic defect. Because they must be mounted near a horizon-
tal conducting surface of rather large extent (i.e., the top or 
bottom surface of the aircraft), their gain at angles near the 
horizon is low. The greater the spacing from the conduct-
ing surface, the higher the horizontal gain. For this reason, 
locations at or near the top of the vertical fin are popular 
for horizontally polarized applications, particularly for the 
VHF navigation system (VOR) which covers the 108- to 
122-MHz range.

FIGURE 40-17 Basic configu-
ration of an all-metal VHF blade 
antenna
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FIGURE 40-18 The AT-256A antenna

FIGURE 40-19 Typical broadband (30–400 MHz) 
blade antenna, model DMC144 (Courtesy of Dorne & 
Margolin, Inc.)
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Figure 40-20 shows an E-fed cavity VOR antenna designed into the empennage tip 
of the L-1011 aircraft.15 The antenna system consists of a flush-mounted dual E-slot 
antenna and a stripline feed network mounted on the forward bulkhead of the cavity 
between the two antenna halves. The antenna halves are mirror-image assemblies con-
sisting of 0.020-in- (0.508-mm-) thick aluminum elements bonded to the inside surface 
of honeycomb-fiberglass windows. The feed network consists of a ring hybrid-power-
divider device with four RF ports fabricated in stripline. The two input ports for con-
necting to the antenna elements are out-of-phase ports. The two output ports connect 
to separate VOR preamplifiers. The operating band of the antenna is 108 to 118 MHz 
with an input VSWR of less than 2:1 referred to 50 Ω. Radiation coverage is essentially 
omnidirectional in the horizontal plane. The principal polarization is horizontal with a 
cross-polarization component of more than 18 dB below horizontal polarization. The 
antenna gain is 3.6 dB below isotropic at band center. Figure 40-21 shows the principal-
plane voltage radiation patterns.

Figure 40-22 is a single half-loop antenna which is commonly installed on each side 
of the vertical stabilizer. The installed two-half-loop antenna system is basically a forced-
fed balanced loop. The electrical equivalent is a single loop with a single feed with no 
intervening ground plane. The feed points are 180° out of phase to create a circuitous 
current flow with cancellation in the plane of the vertical stabilizer. Matching is achieved 
through one inductive and one capacitive shunt, and the feed gap is joined through a 
capacitive feed.

FIGURE 40-20 E-slot VOR antenna for the L-1011 aircraft 
(after L. Schuchman et al18 © IEEE 1989)

FIGURE 40-21 Voltage radiation patterns for the E-slot VOR antenna on the L-1011 
aircraft (after L. Schuchman et al18 © IEEE 1989)
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40.6 OMNIDIRECTIONAL L-BAND  
FREQUENCY ANTENNAS

The monopole and its variants are also commonly used for vertically polarized L-Band air-
craft antennas. The antenna designs used for VHF and UHF frequencies can be scaled down 
to resonate at higher frequency ranges. Flush-mounted antenna designs are also possible 
since antenna dimensions are small enough to fit between aircraft structural elements.

The basic flush-mounted vertically polarized element for fuselage mounting is the annu-
lar slot,16 which can be visualized as the open end of a large-diameter, low-characteristic-
impedance coaxial line. As seen from the impedance curve of Figure 40-23, such a structure 
becomes an effective radiator only when the circumference of the slot approaches a wave-
length. The radiation patterns have their maximum gain in the plane of the slot for very small 

FIGURE 40-22 Single half-loop antenna, model DMN4-33 (Courtesy of 
Dorne & Margolin, Inc.)

FIGURE 40-23 Impedance of an annular-slot 
antenna
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slot diameters only, and they yield a horizon gain of zero for a slot diameter of 1.22.17 This 
pattern variation is illustrated in Figure 40-24. For these reasons and to minimize the struc-
tural difficulty of installing the antenna in an aircraft, the smallest possible diameter yielding 
the required bandwidth is desirable.

Again, the design for a UHF annular-slot antenna can be scaled down for use at  
L-Band. Consider a UHF broadband design for the 225- to 400-MHz band. The minimum 
practical diameter, considering construction tolerances and the effect of the airframe 
on the impedance, is about 24 in (610 mm). This is a rather large hole to put in an air-
craft fuselage and is why this type of antenna is typically used at L-Band frequencies 
and higher. A VSWR under 2:1 across the 225- to 400-MHz band can be obtained with 
this diameter and a cavity depth of 4.5 in (114.3 mm). Figure 40-25 shows a design by  
A. Dórne together with its approximate equiv-
alent circuit. In the equivalent circuit the net 
aperture impedance of the driven annular slot 
and the inner parasitic annular slot is shown 
as a series resistance-capacitance (RC) cir-
cuit. The annular region 1, which is coupled 
to the radiating aperture through the mutual 
impedance between the two slots, and the 
annular region 2, which is part of the feed 
system, are so positioned and proportioned 
that they store primarily magnetic energy. 
The inductances associated with the energy 
storage in these regions are designated as L1 
and L2 in the equivalent circuit. The parallel- 
tuned circuit in the equivalent circuit is 
formed by the shunt capacitance between 
vane 3 and horizontal disk 4, together with 
the shunt inductance provided by four con-
ducting posts (5) equally spaced about the 
periphery of 4, which also serve to support 
4 above 3. From this element inward to 
the coaxial line, the base plate is cambered 
upward to form a conical transmission- 
line region of low characteristic impedance.  
A short section of low-impedance line is 
added external to the cavity to complete the 
required impedance transformation.

FIGURE 40-24 Radiation patterns of an annular-slot antenna and a 
quarter-wave stub on a 2½-wavelength-diameter circular ground plane

FIGURE 40-25 Annular-slot antenna for the 
225- to 400-MHz band and its equivalent circuit
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40.7 GPS ANTENNAS

The deployment of the Global Positioning System (GPS) “promises unprecedented world-
wide, all-weather navigation capabilities when fully implemented in the 1990s.”18 The GPS 
system certainly provides general navigation functions and may be extended for Category 1 
through 3 landings by the use of Differential GPS (DGPS) techniques.18,19 This technol-
ogy is currently being evaluated, as seen in “Comments on Alternatives to the Microwave 
Landing System (MLS).”19 The GPS satellite transmits information on two frequencies: L1 
at 1575.42 MHz and L2 at 1227.6 MHz. The L1 frequency carries a code known as the C/A 
code and a P-code. The L2 frequency carries only the P-code, which is controlled by the 
Department of Defense and is encrypted for use of classified military users.20 Thus GPS 
antennas are required for both civil and military applications.

In order to obtain maximum position accuracy, a field of view which encompasses four 
satellites is required. In general, this dictates a near-hemispherical antenna pattern with a 
coverage extending from near the horizon to the zenith. However, the ideal antenna pattern 
would maximize horizon gain at the expense of zenith gain due to geometry considerations. 
That is, the satellites at the horizon are at the maximum range. The GPS satellite transmits 
right-hand circular polarization. Therefore, a linearly polarized antenna can be employed 
with a 3-dB gain-loss penalty. Although maximum gain is desirable, low antenna gain is 
compensated for by the processing gain inherent in the GPS code. Typical GPS antenna 
gains range from −7.5 to −3 dBci at the horizon to 0 to 4 dBci at zenith, depending on the 
antenna utilized. For civilian applications, the typical antennas consist of crossed slots, 
spirals, annular slots, microstrip quadrafiler helixes, and microstrip patches. The patch 
antennas typically consist of stacked patches which are tuned to the two frequencies. These 
antennas are categorized as fixed reception pattern antenna (FRPA). For military applica-
tions, which may utilize adaptive null steering to counter interfering jamming signals, a 
controlled reception pattern antenna (CRPA) may be used. These antennas are typically 
microstrip patch arrays which are capable of adaptive beam forming.

40.8 ALTIMETER ANTENNAS

The radio altimeter, which operates at 4300 MHz, requires independent downward-looking 
antennas for transmission and reception. Proper operation requires a high degree of isola-
tion between the transmitting and receiving elements. Horn antennas were originally used, 
but microstrip patch antennas are most commonly used today due to their smaller size, 
weight and structural modification requirements.

40.9 ANTENNA PERFORMANCE AND  
AIRCRAFT INTERACTION

Several techniques are used in characterizing the impedance and radiation pattern charac-
teristics of an antenna installed on an aircraft. Scale model testing has historically been the 
most common method used for radiation pattern measurements. Full-scale measurements 
are expensive, require enormous facilities, and are therefore usually employed only in large 
budget government programs. Computer simulations have matured with the growth in pro-
cessing power and are widely used today. All of these techniques can be used to predict the 
aircraft’s effects on antenna performance, including modulation of the radiated signal due 
to motion of the blades in the case of propeller-driven aircraft and helicopters.
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Scale Model Pattern Measurements

Using scale models overcomes many of the difficulties associated with radiation pattern 
measurements. The distance to the far-field can be reduced so that a reasonably sized indoor 
or outdoor pattern range can be used. A properly designed range can manipulate the model 
of the aircraft with the antenna to get the desired pattern measurements and provide a con-
trolled environment to help eliminate unwanted reflections from the ground and surround-
ing objects or allow their removal through signal processing techniques. When developing 
a scale model, if the aircraft and antenna are reduced in size by a given scaling factor, the 
frequency and conductivity must be increased (multiplied) by that same factor. The accu-
racy of the model in terms of detail and electrical parameters depends on the frequency of 
operation, location of the antenna relative to the detailed parts, and required accuracy of the 
pattern performance predictions.

Most external antennas are located on the top or bottom centerline of the fuselage in 
order to maintain symmetry of the radiation patterns. Pattern coverage in such locations 
is limited by the airframe shadows. Figure 40-26 shows the scale model patterns for a 
monopole on the bottom centerline of a one-fifth scale C-141 model. Since the aircraft 
is one-fifth scale, the frequency measured is five times greater and the monopole is 
designed to resonate at 1000 MHz. It is apparent that coverage is limited to the hemi-
sphere below the aircraft. Antennas on the top of the fuselage yield patterns confined to 
the upper hemisphere, with a null aft owing to the shadow cast by the vertical stabilizer. 
In many applications, as for example in scheduled-airline operations, these pattern limi-
tations are acceptable.

The deep lobing in the roll-plane pattern of Figure 40-26 is due to reflections from the 
strongly illuminated engine nacelles. In some locations, similar difficulties are encountered 
because of reflections from the wing flaps when they are extended. Shadows and lobing also 
occur due to extended landing gear and can be troublesome for bottom-mounted antennas.

Full-Scale Pattern Measurements

If a full-scale version of the aircraft and antenna can be accommodated by an antenna pat-
tern range, detailed performance characteristics can be measured. For example, the VOR 
navigation system is particularly vulnerable to the modulation effects of a helicopter rotor. 
Angular-position information is contained in a 30-Hz modulation tone which corresponds 
closely to the third harmonic of the fundamental blade-passage frequency on a typical heli-
copter. In Figure 40-27, two VOR antenna installations on an H-19 helicopter are shown 
with the horizontal-plane radiation patterns.

FIGURE 40-26 Voltage radiation patterns of a 1000-MHz mono-
pole on the bottom of a C-141 aircraft
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The fine structure on these patterns shows the peak-to-peak variation in signal ampli-
tude due to passage of the rotor blades. The percentage of modulation of the signal received 
on the horizontal loop antenna is seen to be lower than that received on the ramshorn 
antenna. This is due partly to the shielding afforded the loop by the tail boom and partly 
to the fact that the loop antenna has inherently less response to scattered signals from the 
blades because its pattern has a null along its axis while ramshorn antenna receives signals 
from directly above it very effectively.

Method-of-Moments Analysis of Low-Frequency  
and High-Frequency Antenna Patterns

The method of moments (MOM)1–3 is a computer analysis method which can be employed 
to determine the radiation patterns of antennas on aircraft and missiles. A discussion of this 
technique is beyond the scope of this handbook, but user-oriented computer programs are 
available.21–23

The method of moments is based upon a solution of the electromagnetic-wave-scattering 
integral equations by enforcing boundary conditions at a number N of discrete points on the 
scattering surface. The resulting set of equations is then solved numerically to determine the 
scattered fields. This is typically accomplished by modeling the surface as a wire grid for 
which the self- and mutual impedances between the wires can be calculated. This technique, 
for a set of N wire elements that represent the aircraft as shown in Figure 40-28, results in 
an N × N impedance matrix. For a given antenna excitation, inversion of the N × N matrix 
yields the solution for the wire currents and hence the radiated fields of the antenna-aircraft 
system.

FIGURE 40-27 Two VOR-antenna locations on the H-19 helicopter and 
horizontal-plane radiation patterns
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Computer programs which implement this technique for wire scatterers1,21–24 and for sur-
face patches25,26 have been written. Supercomputers can handle matrixes on the order of 
10,000 by 10,000 elements, and continuing technology advances will permit larger matrixes 
to be solved. Also, several MOM codes for personal computers (PCs) are available.22,23 These 
codes will become increasingly useful as the computing capability of PCs increases. The 
number of wire or patch elements which must be employed to ensure a convergent numerical 
solution varies as a function of the particular code implementation. Typically, a wire element 
less than l/8 in length must be used so that 1l2 surface patch requires a square wire-grid 
model containing 144 wires. Thus it is seen that as the surface area increases, the required 
matrix increases roughly as the square of the area which, in practice, restricts the MOM to 
electrically small- to moderate-sized geometries. Codes based on body-of-revolution approx-
imations are also available25 and are particularly applicable to missiles.

A wire-grid model which was used for the pattern analysis of a pod-mounted high- 
frequency (HF) folded-dipole array antenna on an RF-4C aircraft is shown in Figure 40-28. 
An MOM code employing piecewise, sinusoidal basis functions1,24 was used to calculate 
the roll-plane patterns for the array. These results are compared with measured data in 
Figure 40-28.

FIGURE 40-28 MOM wire-grid analysis 
of low-frequency aircraft antenna patterns: 
(a) MOM wire-grid model of an RF-4C aircraft; 
(b) MOM calculated roll-plane pattern for a 
pod-mounted dipole array on the RF-4C aircraft  
(after J. J. Wang and C. E. Ryan24 © IEEE 1977)
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A surface-patch method has also been employed to analyze the patterns of antennas on 
helicopters.27 In this analysis, the helicopter surface was subdivided into a collection of 
curvilinear cells. A result of the analysis, which employed 94 surface-patch cells, is shown 
in Figure 40-29 for the pitch and yaw planes. Generally, good results were obtained for this 
complex-shaped airframe. Also, we note that, by representing the helicopter rotor blades as 
wires, the rotor effects on the patterns can be computed.

For some LF applications, a simplified stick model of an aircraft may be sufficient.28 
A model of an aircraft is shown in Figure 40-30. The fuselage, wings, and empennage can 
be represented by either single or multiple thin wires if their maximum electrical width 

FIGURE 40-29 MOM surface-patch-calculated patterns for the CH-47 heli-
copter (after D. L. Knepp and J. Goldhirsh27 © IEEE 1972)

FIGURE 40-30 MOM calculated voltage patterns for a blade antenna 
(tilted monopole) on a stick model aircraft
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is approximately less than l/10. Figure 40-12 shows a calculated result for a monopole 
mounted on a stick model, and the effects of the fuselage and wings can be seen by com-
parison with the unperturbed-monopole pattern.29

GTD Aircraft Antenna Analysis

The MOM technique is limited to surfaces which are relatively small in terms of square 
wavelengths. However, as the frequency increases and the surface becomes large in terms 
of square wavelengths, the propagation of electromagnetic (EM) energy can be analyzed by 
using the techniques of geometrical optics. For example, if an incident field is reflected from 
a curved surface, ray optics and the Fresnel reflection coefficients yield the reflected field.

The geometrical theory of diffraction (GTD) uses the ray-optics representation of EM 
propagation and incorporates both diffracted rays and surface rays to account for the effects 
of edge and surface discontinuities and surface-wave propagation. In the case of edge dif-
fraction, the diffracted rays lie on a cone whose half angle is equal to the half angle of 
the edge tangent and incidence vector. For a general curved surface, the incident field is 
launched as a surface wave at the tangent point, propagates along a geodesic path on the 
surface, and is diffracted at a tangent point toward the direction of the receiver. Each of 
these diffraction, launching, and surface propagation processes is described by appropriate 
complex diffraction and attenuation coefficients which are discussed in the literature.30 In 
practice, these coefficients are implemented as computer algorithms which can be used as 
building blocks for a specific analysis.

In the GTD analysis, the received far- or near-zone field is composed of rays which 
are directly incident from the antenna, surface rays, reflected rays, and edge-diffracted 
rays. Also higher-order effects such as multiple reflections and diffractions can occur. 
Several computer models have been implemented to perform the required differential- 
geometry and diffraction calculations.31–33 It is anticipated that these methods will 
become more user-oriented and powerful with the advent of increasingly sophisticated 
computer-graphics systems.

Figure 40-21 shows a model of a missile composed of a conically capped circular cyl-
inder with a circumferential-slot antenna.34 In this case, the radiated field is due to direct 
radiation from the slot, surface rays which encircle the cylinder, and diffracted rays from 
the cone-cylinder and cylinder-end junctions and from the cone tip. The computed results 
shown in Figure 40-31 were obtained by employing the solution for a slot on an infinite 
circular cylinder to represent the direct- and surface-ray fields and by computing the dif-
fracted fields from the junctions and tip as corrections to the infinite-cylinder result. The 
principal-plane pattern shown is in agreement with measured data, and comparable results 
have been obtained for the off-principal planes.35

An analysis due to Burnside et al.31 approximates the fuselage as two joined spheroids, 
and the wings and empennage are modeled by arbitrarily shaped flat plates. In addition, the 
engines can be modeled by finite circular cylinders. Figure 40-32 shows a result obtained 
from this analysis of a l/4 monopole on a KC-135 aircraft for the roll plane. J. R. Mantz and 
R. F. Harrington25 present a complete 4p-sr plot for a monopole on a Boeing 737 aircraft. 
The results, which compare well with measured data, illustrate the accuracy of the GTD 
analysis for VHF and UHF antennas.

It should be noted that a complete GTD model may not always be required for an engi-
neering assessment of antenna performance. For example, if wing reflection and blockage 
effects are dominant, one can use a simpler model consisting of two submodels: a submodel 
for an antenna on a finite (or perhaps an infinite) cylindrical fuselage and a flat-plate sub-
model for the wings.33 In this case, the antenna-on-cylinder pattern results are used as the 
antenna illumination for calculation of the wing blockage, reflection, and diffraction.
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FIGURE 40-31 Pattern of a circumferential slot on a  
conically capped circular cylinder (after D. L. Knepp and  
J. Goldhirsh27 © IEEE 1972)

FIGURE 40-32 (a) Roll-plane pattern (Ef) for a 1:25-scale 
model of a KC-135 aircraft with a l/4 monopole on the fuselage 
forward of the wings at a frequency of 34.92 GHz (model fre-
quency); (b) Roll-plane pattern (Ef) for a l/4 monopole over the 
wings (after W. D. Burnside et al31 © IEEE 1975)
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The computer analysis of aircraft interference effects on scanning array antenna pat-
terns is a subject of much interest to those working in the field of large airborne antenna 
arrays. Experience indicates that such analyses employing the geometrical theory of dif-
fraction (GTD) are feasible and cost-effective. The emphasis in the technology is the use of 
large-aperture, low-frequency (UHF to S-band) arrays installed on large airframes such as 
the C-5A or B747 aircraft. Techniques usually considered are scale-model measurements, 
full-scale measurements, and computer simulation of the array antennas on airframes. 
Computer-simulation techniques have a considerable advantage from a cost standpoint 
over the other two options. The computer-simulation technique is a very useful tool for 
determining the proper array location on the airframe and the frequency sensitivity to air-
frame effect on radiation patterns. Wing, engine nacelles, and empennage structure in the 
near field of large arrays can cause devastating effects on the sidelobe structure of a well-
designed array antenna. Once the airframe and the array are simulated on the computer, it 
is a simple matter to relocate the array on the airframe and compute the resulting pattern. 
While the pattern computation is very central process unit (CPU) time-intensive, it is still 
more cost-effective to move the array on the computer than to move the array on the full-
scale aircraft or scale model.

A collection of plates and cylinders is used to model the airframe, including the 
empennage, wing, engine nacelles, and engine pylons. Each element in the array antenna 
is assumed to be a separate source controllable in amplitude and phase, allowing the 
use of aperture-distribution tapering and simulated electronic scanning of the beam to a 
desired angel.

This technique allows the computation of three parameters to help with the evaluation 
of antenna performance on the airframe. They are the two-way integrated sidelobe-to-
mainlobe (SL/ML) ratio in decibels, the rms sidelobe level in decibels, and the 3-dB 
beamwidth in degrees. To calculate the SL/ML ratio, the sidelobes and mainlobe are sam-
pled at 1° increments and integrated. The integrated sidelobe power (two-way) is divided 
by the integrated mainlobe power (two-way). One of the great strengths of this computer-
analysis technique is the user’s ability to disassemble the airframe, when desired, for 
identifying the primary contributor to a particular sidelobe or cross-polarized component 
of the radiation patterns.

The computer code used to compute phased-array antenna radiation patterns is a modified 
version of the “Numerical Electromagnetic Code—Basic Scattering Code” (version 3.19) 
developed by the Ohio State University ElectroScience Laboratory.36,37 It uses the geometrical 
theory of diffraction (GTD) to determine the total field at a given observation point. Several 
basic geometric shapes can be used to model scattering objects. They are arbitrarily oriented 
flat plates, perfectly conducting finite elliptic cylinders, elliptic cone frustum sections, and 
finite composite ellipsoids. These objects should have a minimum dimension of one wave-
length, and the accuracy increases as the object size in wavelengths increases. The required 
accuracy of the scattering model also depends on the direction of the mainbeam, while broad-
beam antennas require greatest accuracy in the part of the model near the antenna.

The GTD code was used to analyze a rotodome array installed on the S3 aircraft, as 
shown in Figure 40-33. The 28-in by 228-in array is composed of 32 columns spaced 7.125 
in by 4 rows spaced 7.0 in. A 50-dB Taylor (n = 6) aperture distribution was chosen for 
the horizontal plane and a 30-dB Taylor (n = 4) aperture distribution was chosen for the 
vertical plane. The free-space azimuth plane pattern, shown in Figure 40-34, has a 3-dB 
beamwidth of 4.75° in the horizontal plane at 900 MHz. When this array is installed in the 
rotodome above the S3 airframe, the resulting pattern for a 45° look angle from the nose 
of the aircraft is shown in Figure 40-35. The integrated two-way SL/ML ratio for the free-
space radiation pattern is −91 dB. When the array is installed on the S3 airframe, the SL/ML 
ratio is −71.6 dB. This parameter is indicative of how severe the competing sidelobe clutter 
might be in a radar application. The acceptability of this much sidelobe degradation would 
be determined by the radar designer.
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FIGURE 40-33 S3 aircraft showing rotodome installation (Courtesy of 
Lockheed Aeronautics Systems Company)

FIGURE 40-34 Free-space azimuth plane array pattern (Courtesy of 
Lockheed Aeronautics Systems Company)

FIGURE 40-35 Azimuth plane pattern with the array installed above 
the S3 airframe with a 45° azimuth look angle (Courtesy of Lockheed 
Aeronautics Systems Company)
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41.1 INTRODUCTION

Antennas are widely used as part of passive remote sensing systems for inferring the 
physical properties of planetary atmospheres and surfaces1 as well as related applica-
tions such as all-weather vision for aviation and imaging through materials for security. 
Radiometer antennas are similar in type to those used for active systems such as radars 
and telecommunications links but differ primarily in requiring extreme efficiency and 
stability. In the case of radar and telecommunications antennas, signal variations of order 
0.1 dB or more due to antenna losses and pattern uncertainties may be tolerable. In radi-
ometry the tolerable level of variation imparted by the antenna is often a hundred times 
(or more) smaller, approaching a level of tens to hundreds of microBels (1 mB = 10–5 dB). 
This extreme level of stability is required to permit the radiometer system to distinguish 
thermal fluctuations of order ∼0.1K or smaller against a background radiation intensity 
of tens to hundreds of Kelvins.

We can further distinguish between two types of radiometer antennas: those used 
for Earth remote sensing and those used for radioastronomy. In Earth remote sensing 
the radiometric system observes a distributed target of large angular extent and relative 
warmth in temperature. For example, ocean brightness temperatures in the microwave 
bands are of order 120 K, while land surfaces can be 200-300 K or more.1 Hence, antenna 
systems for downward-looking radiometric systems must have small, close-in sidelobes 
out to the angles where the surface brightness diminishes. In radio astronomy the 
natural sources (planets, stars, galaxies, and quasars) are of such limited angular extent 
that they are effectively point sources. In addition, they are immersed in a cold sky of 
several degrees Kelvin.2–3 Techniques such as interferometry are regularly used in radio 
astronomy to improve resolution at the expense of high sidelobes, and have recently been 
adopted for remote sensing of atmospheres and surfaces in downward-viewing Earth 
remote sensing systems.

Owing to the above, radiometer antenna design requires much more precise 
consideration of antenna performance parameters than most antenna engineers are 
accustomed to. For example, main beam efficiency, antenna losses, antenna stability, 
antenna physical temperature, and scanning considerations are extremely important, as are 
directional gain, sidelobe levels, mismatch, and polarization. In this chapter we include 
an extended section on basic radiometer principles, along with a description of basic 
radiometer system types in present or proposed use on spacecraft and aircraft, as well as a 
discussion of the basic radiometer antenna types commonly in use.

41.2 BASIC PRINCIPLES

For microwave remote sensing applications, the radiometer antenna is used with a very 
sensitive receiver for detecting and providing a measurement of the electromagnetic radiation 
intensity received within the solid angle subtended by the antenna beam. The received 
radiation can originate from a variety of sources, including emission from atmospheric 
gases and hydrometeors, land, snow, ice, or ocean surface contributions, and the cold 
cosmic background. The radiation field can undergo scattering from both hydrometeors 
and the surface. Properties of the atmosphere such as temperature, moisture, and cloud 
water content influence the radiation intensity within the antenna beam.4–7 Depending upon 
knowledge of the roughness and dielectric properties of the surface and the relationship 
of the dielectric properties to the physical properties of the surface, indirect or remote 
measurements of these properties are feasible.
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The received power detected by the radiometric system is
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where k = 1.38 × 10–23 J/K is Boltzmann’s constant, h = 6.63 × 10–34 J-s is Planck’s constant, 
B is the radio frequency bandwidth of the receiver in Hz, and TA is the antenna temperature 
in Kelvins. The rightmost side of Eq. 41-1 is the Rayleigh-Jeans approximation that holds 
for frequencies f  kTA/h.

Antenna Temperature

The antenna temperature, stated in a manner suppressing polarization and presuming use 
of the Rayleigh-Jeans approximation,1 is given by
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where f(q,f) is the radiation pattern of a perfect plane-polarized antenna and TB(q,f) is 
the brightness temperature of the scene observed by a radiometer antenna with the same 
polarization. A typical scenario for which the antenna is pointed toward a surface is given 
in Figure 41-1. Here, Tsky is the downwelling sky radiation in the specular direction and 
includes thermal radiation emitted by the atmosphere and from the cosmic background. 
The brightness temperature observed by the radiometer antenna is the sum of the brightness 
temperature TBs emitted by the surface and the energy from the sky radiation scattered by 
the surface in the specular direction. This brightness temperature TB(q,f) is given by

 T T R TB s( , ) | |θ φ = +Bs sky
2  (41-3)

where |Rs|
2 is the reflection coefficient for the air-surface interface and for the polarization 

of interest.

FIGURE 41-1 Typical radiometer observation 
geometry in microwave remote sensing

1 More precisely, the antenna temperature is derived by integrating the spectral density
hf

ehf kTB/ ( , )θ ϕ − 1 against the 

antenna pattern over all angles, then inverting this integrated power P according to the function hf
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The emissivity of the surface is given by

 εs sR= −1 2| |  (41-4)

and the brightness temperature TBs is related to the physical surface temperature Ts by  
the relation

 T TBs s s= ε  (41-5)

From Eqs. 41-3, 41-4, and 41-5

 T R T R TB s s s( , ) ( | | ) | |θ φ = − +1 2 2
sky  (41-6)

It is emphasized that these equations do not consider the polarization properties of the 
antenna and the surface. These properties are discussed in the next subsection.

Polarization

To include the effects of polarization in the expression for antenna temperature, we must 
consider both the polarization properties of the radiation field and of the antenna itself. 
For Earth remote sensing, the polarization of the radiation field is described using the 
Stokes parameters as defined in terms of a simple polarization basis associated with 
the direction of observation and the surface normal. Consider the coordinate system of 
Figure 41-2 where the direction of the antenna beam is along (q,f) relative to a fixed 
Cartesian coordinate system with the z-axis pointing toward the zenith direction. Let the 
unit vector k̂ point along this direction toward the antenna. Then the unit vectors v̂ and ĥ
are defined as follows:

 
ˆ

ˆ ˆ

| ˆ ˆ |
ˆ ˆ ˆh

k z

k z
v h k= ×

×
= ×  (41-7)

In general the radiation field propagating along k̂ toward the antenna consists of a sta-
tistical distribution of plane waves with complex electric field components in both the v̂  

FIGURE 41-2 Polarization of a radiometer antenna with regard 
to the surface and sky scene
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and ĥ directions: E E v E hv h= +ˆ ˆ . It is possible to fully characterize this distribution of 
complex field amplitudes using four parameters that describe the powers in the vertical 
and horizontal polarizations along with the complex correlation between the amplitudes in 
these two polarizations:

 

I E E T T

Q E E T T

v h BV BH

v h BV B

= +( ) ∝ +

= −( ) ∝ −
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η

η

Re
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*

*  

(41-8)

where ⋅ denotes statistical expectation for waves filtered over a small solid angle dΩ and 
small frequency interval df, and h = 377Ω is the impedance of free space. These are the four 
Stokes parameters8 for the radiation field. It can be easily shown that I 2 ≤ Q2 + U 2 + V 2.  
Natural surfaces generate upwelling radiation fields with values of I and Q in the range of 
a hundred Kelvin or more. It has recently been established9 that anisotropic surfaces, for 
example, ocean waves, generate values of U and V of up to a few Kelvins.

To determine the contribution of the four Stokes parameters to the received power it is 
useful to consider the antenna’s gain matrix, defined by analysis of the polarized far-field 
components of the antenna’s radiated field when used as a transmitter:

 G
r E r E r

Pij
r

i j

T

( , ) lim
( , , ) ( , , )*

θ ϕ
π θ ϕ θ ϕ

η=
→∞

2 2

 (41-9)

where PT is the transmitted power and the subscripts i , j are either v̂ (vertical) or ĥ
(horizontal) field components defined relative to a unit vector in the −k̂ direction. The 
response of the antenna to the Stokes parameters is thus precisely as follows:
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(41-10)

where A Gij ij( , ) ( , )*θ ϕ λ
π θ ϕ=
2

4
are the effective area matrix elements of the antenna 

associated with each gain matrix element.10 Accurate characterization of the antenna gain 
matrix can be used to properly interpret received power signals in terms of the four Stokes 
parameters, although good cross polarization isolation (of –30 dB or better) is usually the 
best way to separate measurements of each of these parameters. Further discussion of this 
subject is found in later sections of this chapter.9,10

It is useful to note that for many surfaces6,11 TBH and TBV have properties such that  
TBH − TBV ≈ 0 out to 20° to 30° incidence. Hence, if a narrow-beam low-sidelobe antenna 
is used for near-nadir observations, the antenna temperature as given in Eq. 41-10 will be 
largely independent of the polarization of the radiometer antenna. For the antenna designer, 
the message at this point is rather clear. A radiometer antenna must be designed so that 
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sidelobes, cross-polarization lobes, and backlobes do not pick up unwanted contributions. 
Common design parameters for comparing radiometer antennas are the beam efficiency 
and the cross-polarization index.

Beam Efficiency

The beam efficiency of an antenna is defined as

 BE( )θ
θ

1
1=

power radiated in cone half-angle
ppower radiated in sr4π

 (41-11)

or

 BE
f d d

f d d
( )

( , )sin

( , )sin
θ

θ φ θ θ φ

θ φ θ θ φ

θπ

1
00

2 1

= ∫∫
000

2 ππ

∫∫
 (41-12)

It should be noted that polarization is not considered in Eq. 41-12 for simplicity, but will 
be included later. One can observe from Eqs. 41-11 and 41-12 that to relate one antenna to 
another in terms of beam efficiency the choice of the angle q1 must be made in a standard 
manner. A common choice for q1 is the angle between the main beam axis and first pattern 
null. Another choice for comparing antennas, such as the wide angle corrugated horn or the 
multimode horn in which the first null is poorly defined, is to use the criterion for q1 as 2½ 
times the half angle of the 3-dB beamwidth.

The beam efficiency of aperture antennas with non-uniform aperture amplitude 
distributions has received much attention. Curves comparing one aperture distribution to 
another are readily available.12–14 Examples of the impact of various aperture distributions 
upon beam efficiency are shown in Figure 41-3 for rectangular and circular apertures as a 
function of the dimensionless parameter U = ka sinq. For uniform circular and rectangular 
amplitude distributions the first several sidelobes cause pronounced ripples in the beam-
efficiency curves, and values of BE = 95% are not achieved even for large values of 
U. For more tapered distributions the beam efficiency rises to large values rapidly and 
independently of aperture shape.

This characteristic of ideal aperture distributions for large beam efficiency is consistent 
with reduction of wide-angle sidelobes through tapering.12,14 Indeed, some antennas such as 
the multimode, exponential, and corrugated horns have very low sidelobes and backlobes 
and hence excellent beam efficiencies. Reflector antennas are also sometimes used in 
radiometry, although in this case the overall beam efficiency is influenced by feed spillover, 
cross-polarization, and blockage in addition to aperture illumination taper and reflector-
surface roughness. These properties will be discussed later on.

The effects of polarization on beam efficiency can be described by the quantity BEdp for 
the direct (versus cross) polarization:

 BEdp =
power within angle direct polarizat1θ , iion
total received power, both polarizationss

 (41-13)

Stated in equation form

 BE
P

P Pdp
dp

dp op

= +
θ1,

 (41-14)
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where Pdp is the total power received in the direct polarization and Pop is the total power 
received in the orthogonal polarization. The effect of the orthogonal-polarization energy 
therefore is to decrease the direct-polarization beam efficiency of the antenna. A cross 
polarization index (CPI) can be defined as15

 CPI = BE
P
Pdp

t

op
 (41-15)

For example, for BEdp = 85 percent and on the assumption that the antenna has the 
property Pop/Pt = 26 dB, the cross-polarization isolation index is 25 dB.

The significance of cross-polarization levels in a radiometer antenna can be vividly 
demonstrated by reviewing the earlier discussion on polarization resulting in Eq. 41-10. The 
brightness temperature of a particular scene is polarization- and angle-dependent. In general, 
except at near-nadir angles, the brightness temperature of a given surface will be different for 
vertical and horizontal polarizations. To demonstrate the effect of cross-polarization upon the 
radiometric measurement of a scene the curves in Figure 41-4 are presented. The bias error ∆TA 
in this figure is the error in brightness temperature produced by the integrated cross-polarized 
lobes observing the surface. This approximation is valid for only narrow-beam antennas in which 
emission from the surface at a given polarization is constant over 2½ times the 3-dB beamwidths 

FIGURE 41-3 Comparison of beam efficiencies for rectangular and circular 
apertures with various aperture distributions
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of the antenna. For precision measurements of ocean temperature in which accuracies of 0.3 K 
or better are desired, values of cross-polarization energy less than 28 dB are required.

Stray Radiation

For narrow-beam antennas, TB (q,f) is relatively constant over the main beam, and Eq. 41-2 
can be written as

 T T BE
f T d d

A B

B
= +

∫
( , )

( , ) ( , )sin
θ φ

θ φ θ φ θ θ φ
θ

π

θ

π

1

10

2

∫∫
∫ ∫0

2

0

π π
θ φ θ θ φf d d( , )sin

 (41-16)

If the assumption that TB(q,f) is constant in the second term of Eq. 41-16 is made, this 
equation may be written as

 T T BE T BEA B B= + −( , ) ( , )[ ]θ φ θ φθ θ1 1
1  (41-17)

The second term in Eq. 41-17 is the so-called stray radiation contribution. For radio-
astronomy and some Earth remote sensing applications, the near-in and relatively far-out 
sidelobes observe cold sky surrounding the main beam, thus justifying the assumptions 
made in Eq. 41-17. For radioastronomy applications the design emphasis must be placed 

FIGURE 41-4 Effect of antenna cross-polarization power on radiometer 
bias as a function of scene polarization difference temperature
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on minimizing contributions from backlobes which point toward the warm earth. For Earth 
remote sensing applications, the close-in and wide-angle sidelobes observe brightness tem-
peratures in the same range as the main beam (100–270 K), while in many configurations 
the backlobes point to the cold sky. Concepts such as stray radiation are useful in that 
they provide a bound on the ultimate accuracy of the TA measurement. Simplistic forms to 
compute stray radiation such as Eq. 41-17 should be avoided unless great care has been 
exercised to understand the amplitude and angular distribution of brightness temperatures 
in the scene.

Ohmic and Reflection Losses

The ohmic losses in the antenna will modify the apparent temperature observed by the 
radiometric system by the relation6

 Ta = (1 − eL) TA + eL T0 (41-18)

where Ta is the apparent antenna temperature of a source whose antenna temperature 
(observed without loss) is TA, T0 is the physical temperature of the antenna, and eL represents 
the fractional power loss in the antenna.

The significance of physical losses in the antenna upon the absolute accuracy of 
remotely sensed surface properties can be seen using the following example. Assume that 
the antenna physical temperature is that of room temperature, for example, T0 ≈ 300 K. 
Typical ocean and land scenes exhibit (lossless) antenna temperatures between 100 and 
300 K. Using this information, the effect of antenna losses upon measurement accuracy 
is given in Figure 41-5. For some ocean-temperature applications (TA ≈ 102 K), absolute 

FIGURE 41-5 Effects of losses upon scene 
antenna temperature
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accuracies of 0.3 K or smaller are of importance. Hence, very small losses (≤0.005 dB) 
are of significance. For antennas in which losses are significant, this loss must be stable, 
well characterized, and the physical temperature of the antenna known to high precision 
so that the added emission can be treated as a known bias. For example, a Potter horn built 
for a precision S-band radiometer6 exhibited an acceptably stable loss of ≤0.1 dB. Studies 
of corrugated and multimode horns16 indicate small but significant losses when these are 
used as radiometric antennas. To ensure stability in calibration, antennas may be enclosed 
in thermally stable boxes with very low loss radomes.

The effect of mismatch at the input to the radiometer upon the observed antenna tem-
perature can be expressed as6

 T T T Ta L A L R= − − + +( )[( ) ]1 1 0ρ ε ε ρ  (41-19)

where r is the reflection coefficient of the antenna and TR is the microwave temperature seen 
looking into the receiver. The effects of small mismatches are very important for precision 
measurements. Stability of this mismatch will allow one to treat this error as a bias. Again, as 
in the case of physical loss, the thermal stability of the antenna impedance is important.

Calibration

Calibration is performed by stimulating the input of a radiometer with known temperatures 
and then identifying the system response parameters. 
The gain and offset of a radiometer system are subject to  
significant drift compared to the typical required brightness 
precision. Accordingly, calibration of the entire radiometer 
system, including the antenna, is desired to compensate 
for such variations. Three common methods of calibration 
are shown in Figure 41-6. The steerable-antenna method 
(see Figure 41-6a) requires that the radiometer antenna 
be able to be periodically pointed toward a cold refer-
ence such as space (ideally the galactic pole) to provide a  
measurement of system gain. The antenna can also be 
pointed at a warm reference, such as a thermally stable 
lake, in order to obtain a second calibration point for deter-
mination of both gain and offset. References can also be 
microwave blackbody targets at distinct temperatures, 
for example, a porous microwave absorber located in a 
container filled with liquid nitrogen. This type of load 
is commonly used in laboratory calibration and for pre-
flight calibration of airborne radiometers, provided that 
the radiometers have been designed to be very stable over 
long periods of time. The emission characteristics of such 
blackbody targets must be well understood.17 Accurate cali-
bration requires that the references have temperatures that 
bound the range of variation of scene antenna temperature.

For applications where the antenna cannot be steered 
toward references, a switchable two-antenna technique 
(see Figure 41-6b) can be used although variations in 
system response due to differences between the two 
antennas must be determined. Another disadvantage of this 
scheme are switch losses that might change as a function 
of time, depending upon the switch technology and method 

FIGURE 41-6 Radiometer calibra-
tion methods: (a) steerable antenna, 
(b) reference antenna and switch,  
and (c) cooled termination and switch
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of thermal control. The third method (see Figure 41-6c) uses cooled terminations and has the 
advantage of not requiring a separate or movable antenna. This technique is very useful for 
systems in which rapid internal calibration is necessary.18 Cooled terminations can be fabricated 
either using Peltier effect coolers or by connecting to the input of a low noise amplifier.  
Use of two switches and a pair of terminations at two distinct temperatures permits 
determination of both gain and offset. Of course, switch losses are common to the methods 
in Figure 41-6b and c.

Calibration must be performed often enough to identify significant variations in gain and 
offset. The time stability of the radiometer components, which depends to a great extent on 
thermal stability, determines the required maximum calibration period. End-to-end calibration 
of fully polarimetric radiometers has been demonstrated.19,20

41.3 SYSTEM PRINCIPLES

Radiometer Types

A variety of radiometer architectures have been used for radio astronomy and Earth remote 
sensing (for example, Hidy et al6). Four basic types commonly in use are described in sim-
plistic block-diagram form in Figure 41-7.

The simplest of these is the total-power radiometer shown in Figure 41-7a. The output 
voltage of this radiometer, which is not modulated, can be expressed as

 V G T TA N= +( )  (41-20)

where TA is the antenna temperature, TN is the system noise temperature referred to the 
antenna input terminals, and G is the power gain of the receiver system. The total power 
radiometer can resolve a change in scene temperature in a dynamic system of

 ∆T
T T

B
B R=

+
τ

 (41-21)

where

TB = brightness temperature of the scene, K
TR = effective receiver noise temperature, K
B = predetection bandwidth, Hz
t = integration time, s

The absolute accuracy of this system is dependent upon the stability of the radi-
ometer after calibration using hot and cold references. Use of state-of-the-art receiver 
technology and precision thermal regulation can usually result in accuracies of better 
than ∼1 K over reasonable periods of time. For spaceborne radiometers the calibra-
tion of this system is improved by spinning the spacecraft antenna so that cold sky is 
observed during each revolution, as in the calibration method of Figure 41-6a. This 
spinning-antenna system is equivalent to the signal-modulated Dicke-switched radiom-
eter discussed next, except that the switching circulator is eliminated and the modula-
tion frequency is reduced.21

Another commonly used radiometer type is the Dicke switched radiometer22 of  
Figure 41-7b. The advantage of the Dicke radiometer is that variability of the noise from the 
receiver TN is eliminated so that the output voltage is given by

 V G T T TA s R s R= − − − + −[ ( ) ( ) ( ) ]1 1 0ε ε ε εref  (41-22)
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where es and er are the ohmic losses in the signal and reference arms and T0 is the physical 
temperature of the radiometer components. Provided that Tref is maintained close to TA, the 
system gain variations have less of an impact on overall accuracy than for a total power 
system. However, the rms integration noise is twice as large. A variation on the Dicke 
switched radiometer is the noise injection signal-modulated type shown in simplified form 
in Figure 41-7c. The noise injection method eliminates gain instability by permitting noise 
power to be added or subtracted to the reference input of the radiometer based on negative 
feedback. Various methods of performing this variable noise injection include use of variable 
calibrated attenuators and pulse-width noise switching. Variable-height pulse modulation 
of a noise diode feedback circuit can also be employed.6 A digital version of the noise-
injection modulated radiometer has been devised and analyzed23 and implemented.24

A fourth type of radiometer is the differential radiometer25 shown in Figure 41-7d. This 
system is based on a sum-difference hydrid combiner, dual amplifier chains, and a correlator 
stage formed from a second sum-difference combiner. It has the decided advantages of a 
differential response as in Eq. 41-22 but also that amplifier noise and gain fluctuation noise 
are reduced in the output. However, it requires two amplifier and detector chains, and is 
thus more expensive. For the differential radiometer the integration noise is 2 times that 
of the total power radiometer.

Radiometric Imaging Systems

The most common radiometer system in Earth remote sensing is the cross-track imaging 
type depicted in Figure 41-8a. Imaging on a spacecraft or aircraft is usually achieved by 

FIGURE 41-7 Simplified diagram of basic radiometer types (after Hidy 
et al6): (a) Total power radiometer; (b) Dicke switched radiometer; (c) 
Noise-injection switched radiometer; (d) Differential radiometer
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uni- or bidirectional scanning of a reflector/antenna/feed system relative to a stable moving 
platform. Imaging radiometers provide wide-swath coverage of the surface or atmospheric 
scene. The spatial resolution of the scanning system is limited by antenna size, which in turn 
is limited by the size of aircraft ports or launch vehicle fairings. When finer spatial resolution 
is required, large deployable antennas that are limited in scan rate and required to spin with 
the radiometers as a single unit can be employed. Owing to the combination of scan rate and 
spacecraft velocity, a single-beam radiometer antenna of the scanning type may not produce 
contiguous resolution cells on the surface at the beginning and end of each rotation, and may 
offer only a small amount of integration time per sample. To produce contiguous coverage, 
a whiskbroom radiometer antenna system can be employed as in Figure 41-8b. Here each 
beam in the whiskbroom requires an independent antenna port and radiometer.26 The beam 
patterns can be produced by multiple feeds in a single reflector system.

As even larger radiometer antennas are required to obtain better surface resolution, 
physical motion to obtain wide swath coverage may not be possible. To provide swath-
width coverage without mechanical scanning a pushbroom radiometer system can be 
used, as in Figure 41-8c. In this design an independent radiometer is connected to each of 
several antennas with adjacent beams. Regular sampling of the pushbroom beam produces 
a surface radiometric brightness temperature map.

A mechanically scanned beam can be implemented by pointing a feed horn in the 
direction of platform motion and rotating a reflector tilted at 45° to this axis about this 
axis. This simple cross-track scanned system is used in a number of airborne and low-
Earth orbiting (LEO) spaceborne systems, for example the NOAA Advanced Microwave 
Sounding Unit (AMSU).27 Reference sources can be readily viewed during the scan cycle 
for calibration. Two disadvantages are that the surface spot size changes throughout the scan 
(being smaller at nadir) and the polarization basis of the feedhorn rotates throughout the 
scan. A conical scanning system resolves these problems by providing constant incidence 
angle and fixed polarization basis throughout the scan, but requires the radiometer to rotate 
with the reflector antenna. A scheme for electronically rotating the polarization basis of a 
radiometer has been demonstrated to permit the radiometer to be fixed to the platform while 
maintaining polarization alignment with the Earth throughout the scan.9 Airborne systems 
have been built to provide both conical and cross-track scanning.28

Because of requirements to distinguish signals from parameters such as salinity 
and temperature for the ocean, or clouds and water vapor for the atmosphere, multiple 
frequencies are commonly required to be integrated into scanning,16 whiskbroom, or 
pushbroom radiometric systems. Such multifrequency systems are usually designed as 
multiple feeds with a single main reflector. Combining frequencies in a single broadband 
corrugated horn is feasible over nearly 2:1 bands with low-loss properties and also for 

FIGURE 41-8 Ground spot patterns of cross-track scanned radiometer-
antenna systems
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bands of approximately odd harmonics (for example, 3:1, 5:1). A very broadband horn with 
over 5:1 bandwidth has been designed and used in space with a scanning system.29 This 
antenna, however, exhibits large losses which must be compensated as large bias errors.

41.4 RADIOMETER ANTENNA TYPES

Horns

A straightforward design for a moderate-beamwidth (10° to 30°) radiometer antenna 
is the electromagnetic horn; however, because of the requirement for high beam effi-
ciency (and, therefore, for low sidelobes) specialized horn designs are necessary for 
radiometer applications. Radiometer horn antennas are designed so that the normally 
high E-plane sidelobes are reduced to an acceptable level by aperture field tapering. The 
H-plane sidelobes (typically −23 dB) are already low enough to achieve a sufficiently 
high beam efficiency for moderate beamwidths, although they can be further reduced 
by tapering. Tapering can be accomplished using several techniques. The simplest is to 
utilize multiple modes30 in the radiating-horn aperture to provide sidelobe cancellation 
in the far-field pattern. The higher-order modes are excited by a step or sudden change 
in the cross section of the waveguide or horn taper. The bandwidth of a multimode or 
dual-mode horn is limited to a few percent because of the difference between the modal 
phase velocities in the tapered waveguide horn section. However, a shortened version31 
of the Potter horn can exhibit good pattern characteristics over a bandwidth approaching 
10 percent. The performances of the square multimode horn and the conical dual-mode 
horn are quite similar.

For radiometer applications requiring a larger bandwidth and low sidelobes the class 
of corrugated horns32 is attractive. As with the multimode-type horn, the purpose of the 
corrugated-horn design is to reduce the normally high E-plane sidelobes by tapering. This is 
accomplished by designing the corrugations so as to decrease the current along the corrugated 
wall, thus producing a tapered (approximately cosine) E-plane aperture field distribution. This 
tapered distribution can be maintained over a bandwidth approaching 2:1 but is usually limited 
to the operating bandwidth of the feed waveguide. Multiple bands of odd harmonic order can 
be implemented using the same corrugations.

Another type of horn which shows promise as a wideband radiometer antenna is the 
exponential horn with a specially flared aperture.33 
A similar wideband horn is one which is flared like 
a trumpet.34 The design approach of these wideband 
horns is to eliminate sharp discontinuities and 
provide a smooth transition between the horn modes 
and free space.

Beam-efficiency calculations are given in 
Figure 41-9 for a circular aperture with a radial 
aperture distribution equivalent to that of the 
TE11-mode H-plane distribution and with a quadratic 
phase taper, as being representative of the beam 
efficiencies obtained from radiometer horns. The 
figure also illustrates that, in order to achieve high 
beam efficiencies, the horn must be designed for 
small phase taper, either by decreasing the horn flare 
angle or by using a phase-correcting aperture lens.

FIGURE 41-9 Effect of aperture phase 
taper on beam efficiency for a conical cor-
rugated or dual-mode horn
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Feed-Reflector Systems

For radiometer applications requiring narrow beamwidths or multiple bands, reflector 
antennas are more appropriate since highly tapered reflector illuminations can yield the 
much lower sidelobes necessary for high beam efficiency. The feed elements should 
be designed for spillover minimization, which represents additional beam-efficiency 
degradation. Aperture efficiency is generally a secondary concern for radiometers. The 
reflector surface must be constructed precisely (usually a machined and possibly polished 
surface is required) to minimize loss in beam efficiency due to statistical roughness.

The overall beam efficiency for a reflector antenna can be expressed as

 BE BE BE BEs f= δ
 (41-23)

where BEs is the main beam efficiency obtained by integration of the reflector secondary 
pattern, neglecting the back radiation, BEf is the spillover beam efficiency of the feed 
evaluated at the angle of the edge illumination, and BEd is the beam efficiency due to reflector 
surface roughness. Calculations of beam efficiencies BEs for a circular aperture with raised 
quadratic and raised quadratic squared distributions are presented in Figures 41-10 and 41-11 
and representative of reflector illuminations with edge tapers of −20, −10.5, −8 and −6 dB. 
The dashed curve for uniform illumination is included for reference. Figure 41-12 shows 
the effect of edge taper on the spillover efficiency BEf . The calculations are for a conical 
dual-mode horn with no phase error as being typical of feed patterns used in horn-reflector 
radiometer antennas. The reduction in beam efficiency BEd due to reflector-surface roughness 
can be obtained from the analysis of Ruze35 as

 BE BE BEsδ δ= − +exp( )2 ∆  (41-24)

where d = 4ps/l, s is the rms surface roughness, and ∆BE is a correction term which 
accounts for the nonzero correlation length c of the surface error. Specifically,

 ∆BE n uc D nn

n

= − − −
=

∞

exp( ) ( / !)[ exp ( ( / ) / )]δ δ2 2 2

1

1∑∑  (41-25)

where D is the antenna diameter and u = ka sinq1 with q1 defined as in Eq. 41-11. Figure 41-13 
is a plot of the reduction factor versus rms surface roughness and correlation length. It should 

FIGURE 41-10 Beam efficiency for 
a circular aperture with parabola-on- 
a-pedestal distribution

FIGURE 41-11 Beam efficiency 
for a circular aperture with a parabola 
-on-a-pedestal-squared distribution

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Radiometer Antennas



41-16 CHAPTER FORTY-ONE 

be noted from Eq. 41-24 that for beam efficiencies greater than 
90 percent the reflector surface should be l/50 or smoother.

An additional concern for offset reflectors is the cross-
polarization level, which can complicate the interpretation 
of antenna temperature data as discussed earlier. The cross-
polarization for reflectors decreases for larger focal length 
to diameter ratios and smaller offsets;36 however, these 
parameters must be optimized to minimize feed and spar 
blockage effects. The BEs curves in Figures 41-10 and 41-11 
neglect the effects of feed and strut blockage. Indeed, these 
effects cannot be treated simply as an aperture blockage as in 
gain calculations, and the secondary pattern beam efficiency 
BEs therefore should be recomputed with the wide-angle 
scattering from feed and spars included.

Phased Arrays

Phased arrays have been successfully employed as radiometer antennas37,38 when beam 
scanning is required or volume constraints indicate that an array is the appropriate 
antenna type. High beam efficiency is obtained through amplitude tapering within the 
feed distribution network. In the design of feed networks for radiometer array antennas, 
internal line losses must be minimized. If line losses are not excessive, stabilization 
of the losses through temperature control can be used in combination with calibration 
techniques to correct the radiometric temperature data. Resistors and terminations 
within the feed network should be avoided or used with discretion, since noise emitted 
by such components into the receiver could desensitize and confound the radiometric 
measurement.

Microstrip Patch Radiometer Antennas

Although the ohmic efficiency of microstrip antennas is 
not high, arrays of microstrip patch antenna elements are 
attractive for airborne radiometry due to their potential 
for conforming to arbitrary surface shapes.39Accordingly, 
it can be expected that as feed and coupling techniques 
for improving main beam efficiency and thermal mea-
surement and compensation techniques improve, the use 
of microstrip antennas in radiometry will become more 
widespread.

41.5 RECENT DEVELOPMENTS  
AND TRENDS IN RADIOMETRY

Overview

Several major developments in radiometry and 
radiometer antennas have occurred in the areas of 

FIGURE 41-12 Feed beam 
efficiency factor for a reflector 
antenna

FIGURE 41-13 Beam-efficiency fac-
tor of a random rough surface reflector
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precision radiometric imaging and sounding and interferometry for Earth applications. 
Two particularly important applications of radiometry are polarimetric imaging of 
the Earth for ocean wind direction sensing and geostationary microwave imaging and 
sounding. These radiometric techniques rely on state-of-the-art radiometer antennas or 
systems of antennas.

Spaceborne Imaging Radiometers

Since the launch of the Scanning Multichannel Microwave Radiometer (SMMR)29 system 
in 1978, the scientific and operational value of microwave imagery for measuring Earth 
surface parameters such as soil moisture, sea surface temperature, snow water equivalent, 
sea ice concentration, and atmospheric parameters such as precipitable water vapor, rain 
rate, and cloud liquid water has been well established. Conical microwave imaging is 
performed using a rotating offset parabolic reflector antenna with ∼55° incidence angle 
scanned about a vertical axis. The resulting conical scan provides a polarization basis that 
coincides with the Earth’s natural basis9 provided that the feedhorn and radiometers also 
rotate with the scan. Examples of such systems include SMMR, the DMSP Special Sensor 
Microwave/Imager (SSM/I),40 the JAXA Advanced Microwave Scanning Radiometer 
(AMSR-E) on board the NASA EOS Aqua spacecraft,41 the Tropical Rainfall Measurement 
Mission (TRMM) Microwave Imager,42 and the U.S. Navy’s WindSat polarimetric imaging 
sensor.43 These systems use either closely spaced arrays of multi-polarization feedhorns 
or multiband multipolarization feedhorns to achieve nearly coincident beams at several 
frequency bands. The selected bands are located at key transmission window or absorption 
line frequencies that collectively span over a decade in bandwidth. These sensors provide 
dual polarization imagery, while the WindSat sensor also has provided the first fully 
polarimetric (four Stokes parameter) imagery from space.

The SSM/I system consists of a seven-channel, four-frequency, linearly polarized micro-
wave radiometer system operating at 19.3, 22.2, 37.0, and 85.5 GHz.40 This system was 
launched into low Earth orbit and travels at a velocity of 6.58 km/s at an altitude of 833 km. 
The SSM/I Earth coverage in a single day is shown in Figure 41-15. The scanning antenna 
depicted in Figure 41-14 is an offset reflector fed by a multifrequency corrugated horn.  

FIGURE 41-14 SSM/I scan geometry (after 
Hollinger et al44 © IEEE 1990)
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A similar corrugated horn at low-frequency bands was used on the SMMR system. The 
SSM/I feed horn has a flare angle of 58°, giving an equivalent edge taper of about 17 dB 
for all frequencies. The SMMR horn (Figure 41-16) used a set of ring-loaded corruga-
tions. This horn design has been modified to include straight-sided grooves of alternating 
depth. Multifrequency performance is achieved by coupling waveguides at various points 
along the feed waveguide and/or horn body. Filters were placed in the various waveguide 
ports to minimize multiband coupling. These remarkable feedhorns were designed by  
Dr. K. A. Green and have significant losses of 0.5 to 0.7 dB, depending on operating band. 

FIGURE 41-15 SSM/I Earth coverage of SSM/I in a 
24-hour period. Shaded areas are not observed in this time 
period (after Hollinger et al44 © IEEE 1990).

FIGURE 41-16 Multiband corrugated feed horn used 
for SMMR (after Njoku et al21 © IEEE 1980)
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This loss must be calibrated and removed 
from the antenna temperature as a bias 
(as in Figure 41-5). Cross-track scanning 
radiometers such as the NOAA Advanced 
Microwave Sounding Unit (AMSU27) use 
simpler scanning antenna configurations 
consisting of feedhorns directed toward flat 
45° tilted rotating mirrors. The spatial resolu-
tion of such cross-track scanning radiometers 
varies throughout the scan, as does the polar-
ization vector.

Synthetic Aperture Interferometry

Direct imaging radiometers such as AMSR-E 
and WindSat map brightness temperatures by 
scanning their antennas mechanically across 
the field of view. The resolution of these filled-
aperture radiometers for a particular channel is 
determined by the size of the main reflector and 
wavelength. In contrast, interferometric imag-
ing radiometers generate brightness images 
indirectly by measuring the Fourier transform 
of the brightness temperature distribution over 
a wide field of view. Interferometry is implemented by cross-correlating signals received from 
a number of small broad-beam antennas that are spatially separated so as to achieve a near-
uniform distributions of baselines. Each of these antennas have overlapping individual fields of 
view. An example of a pair of elements is given in Figure 41-17.45 A generic antenna correlator 
is depicted in Figure 41-18. Because the effective resolution of the system depends on the 
maximum baseline dimensions rather than the antenna element size, the system is referred to 
as having a synthetic (as opposed to real) aperture. Synthetic aperture interferometry has been 
used for decades46 in radioastronomy at frequencies of up to 86 GHz for terrestrial systems47 
and baselines of up to 2.6 Earth diameters for combined ground- and space-based receiv-
ers.48 The first spaceborne synthetic aperture interferometer capable of mapping global Soil 
Moisture and Ocean Salinity (SMOS) is being designed by the European Space Agency (see  
Figure 41-19).49,50 SMOS implements an L-band synthetic aperture imager using 69 patch 
antenna elements in a Y-shaped array with a maximum baseline of 6.75 m with sensitivity 
over 1400–1427 MHz.

For the synthetic aperture radiometer, the scene temperature sensitivity is given by

 ∆T
T T T T

B
N N

=
+ + + +( )( ) ( )( )0 1 0 2 2 1 2 1

2
R R X Y

τ
 (41-26)

where TR1 and TR2 are the receiver noises of the two receiver channels and NX and NY 
are the numbers of antenna elements in the X and Y planes. The standard deviation in 
the noise floor of the image has been increased by the root sum square of the noise in 
individual measurements. An extension of the correlation technique can be applied to a 
high-resolution thinned array.51,52

An airborne thinned array synthetic aperture imaging radiometer operating at X-band 
has been demonstrated in preparation for the NASA Global Precipitation Mission.53 Other 
applications of correlation radiometry include measurements of the third and fourth Stokes 
parameters54 and emission spectra for atmospheric profiling applications.45

FIGURE 41-17 A two-dimensional Earth-viewing 
interferometer. The two antennas in the z = 0 plane 
have antenna patterns directed toward Earth (after 
Ruf et al45 © IEEE 1988)
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Geostationary Microwave Imaging and Sounding

Microwave imaging of the Earth from geostationary orbit offer the unique possibility of 
tracking storms, weather fronts, and hurricane rainbands that are hidden to infrared and 
optical sensors by clouds and at the time scales at which these weather systems naturally 
evolve (∼15 minutes or less). However, the high orbital altitude presents unique engineering 
challenges in designing an efficient multiband radiometer antenna with extremely narrow 
beams and a low mass-and-power scanning mechanism. One such design utilizes a 2-meter 
diameter main parabolic reflector and moveable Cassegrain subreflector to provide a rapid 
scan of its beams over a portion of the Earth’s disk.55 The entire antenna slews at a slow rate so 
as to permit imaging over the entire disk with little momentum transfer to the host platform. 
The five-band GEostationary Microwave (GEM) radiometer provides a 3-dB subsatellite 
spatial resolution of ∼16 km at the highest of its sounding frequencies (424 GHz), and 
progressively lower resolution but higher radiometric sensitivity at its lower frequencies 
(380, 183, 119, and 55 GHz). To maintain high main beam efficiency, the subreflector is 
limited to scanning a range of ∼0.3° around the antenna boresite. Geostationary imaging of 
the earth in microwave bands is also being studied using synthetic aperture interferometry56 
with the potential advantage of implementing a system having no moving parts.

FIGURE 41-18 Quadrature (complex) antenna correlator, 
where receiver noise is added at the antenna terminals

FIGURE 41-19 (a) Rendering of the SMOS satellite showing its Y-array of antenna elements directed 
toward Earth and (b) synthesized SMOS field of view on the Earth’s surface (after Font et al50 © IEEE 2004)

(a) (b)
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42.1 INTRODUCTION

Antenna angle tracking systems have a variety of forms dependent on their application. 
System applications that use broad coverage antennas can have either no antenna track-
ing requirements or modest pointing requirements, such as the case in terrestrial relay 
designs. Other applications require very precise closed loop systems in order for high 
gain antennas to satisfy high angular accuracy requirements. Generally, antenna track-
ing systems are required when the uncertainty in the signal direction exceeds a small 
fraction of the antenna’s beamwidth. This requirement derives from the need to maintain 
alignment of the antenna’s peak gain level with the signal’s direction to avoid signal 
loss. The boresight axis of the antenna is coincident with the antenna’s peak gain level. 
At the outset, it is well to distinguish between antenna pointing, which is the capabil-
ity to position the antenna’s boresight axis towards a given direction (for example, an 
azimuth and elevation value), and antenna tracking, which is quite different. Antenna 
tracking is the capability to align the antenna’s boresight axis (the one that intersects 
the peak gain level of the antenna’s pattern) with the signal direction and then follow 
any variations in that direction. Thus, pointing is a static quantity whereas tracking is 
a dynamic quantity.

The system applications for antenna tracking include communication and radar 
systems. While both system applications share some commonality in techniques and 
implementations for antenna tracking, their requirements differ. Communication system 
signals generally have well-known directions of arrival for the signals and the received 
signal levels are generally well behaved with little variation in received power levels. 
By contrast, radar systems typically must detect potential targets, a phase generally 
referred to as search and acquisition, and then locate detected targets not only in the 
angular coordinates of interest using the angle tracking techniques discussed here, but 
also in the target’s range and Doppler coordinates. Further, the received radar signal 
level typically has a large dynamic range, as the aspect angle between the radar and 
target changes.

A hierarchy of antenna tracking techniques exists. In some cases, the signal direc-
tion is stationary and antenna pointing rather than tracking is required. A common 
example is the user direct broadcast antennas that require only a simple pointing align-
ment. The simplest antenna tracking technique results when variations in the signal 
direction are known or predictable to an uncertainty that is a small fraction of the 
antenna’s beamwidth. In this case, the antenna position can be simply commanded 
to follow known changes in the signal’s directions, a technique known as program 
track. Program track is an example of an open loop tracking design, as is another tech-
nique referred to as step track, which when commanded, validates and updates correct 
antenna tracking. Closed loop antenna tracking techniques also exist, and two distinct 
techniques, conical scan, and monopulse systems, are described. These closed loop 
techniques continuously measure the signal’s direction of arrival. The measured signal 
directions are an input to the antenna’s control system, which commands the antenna 
to dynamically follow changes in the signal’s direction. The closed loop techniques 
involve more than the antenna’s RF design, and they include the means of pointing to 
and following the signal’s directional variations using a positioner and control system. 
These features mechanically and/or electronically align the antenna’s main beam with 
the signal direction in response to estimates of the signal direction derived from the 
antenna’s response. As the antenna tracking system becomes more complex, test tech-
niques to verify the performance of the antenna tracking design become more stringent, 
and such system testing is also discussed.
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42.2 TRACKING REQUIREMENTS

The requirements for antenna tracking depend on the system’s application. Communication 
system applications require maintaining signal alignment within a specified accuracy. 
Commonly, alignment within one-tenth of the antenna’s beamwidth limits the signal loss 
to about 0.1 dB lower than the peak antenna gain level on the boresight axis. Radar sys-
tems have a more stringent requirement than signal loss and seek to determine the target’s 
location with as much angular accuracy as possible. Generally, an angular accuracy of one-
twentieth of the antenna’s beamwidth or better is achieved by tracking radars. The selection 
of the antenna tracking design depends on the uncertainty of the signal direction relative to 
the antenna’s boresight axis containing the peak gain level of the main beam. Commonly, 
the antenna’s tracking accuracy normalized to the antenna’s beamwidth1 is the measure 
of performance. This tracking accuracy is the one sigma angular uncertainty normalized 
to the antenna’s beamwidth. Error budget projections using the rss sum of the one sigma 
error component values and the algebraic sum of the mean components are used to quantify 
antenna tracking performance. It should be recognized that tracking accuracy does not have 
an absolute angular limit independent of the antenna’s beamwidth. The tracking accuracy 
limit is a fractional part of the antenna’s beamwidth.

Communication Systems

Antenna tracking is commonly required for larger ground terminal antennas used in satel-
lite communication system applications. Satellite pointing directions are determined from 
the user location on the earth and the satellite’s ephemeris, which describes the satellite’s 
orbital motion. For geostationary satellites that maintain a fixed location above the earth’s 
surface, the changes in the signal’s direction is minimal and a slight figure eight motion 
over a day’s time is encountered. The magnitude of this figure eight motion about the equa-
torial plane depends on how well the satellite is stationkept for maintaining its position on 
the equatorial plane and for compensating for orbital perturbations. The size of the figure 
eight is controlled by occasional satellite thruster adjustments. Satellites in other orbital 
configurations move in predictable trajectories described by the satellite’s ephemeris and 
typically require positioners and antenna tracking systems to follow the dynamics of the 
satellite’s trajectory.

The satellite communication application illustrates the variety of requirements for 
antenna tracking systems. Broad beamwidth antennas used with geostationary satellites 
require little more than antenna pointing alignment to limit signal loss, and a variety of 
such antennas for very small antenna terminals (VSAT) applications are commonly used. 
Positioning for these designs range from a fixed alignment to simple positioners that can 
be commanded to point the antenna to different satellites in the geostationary satellite belt. 
Antennas for other orbital configurations require more capable positioners that can fol-
low the satellite’s trajectory. The dynamic requirements of these positioners increase with 
reduced satellite altitude. Still more capable positioners are required for high data rate 
systems where the gain performance of a larger aperture is required for link closure. Such 
antennas can require open loop or closed loop antenna tracking design dependent on the 
antenna’s beamwidth. Larger antennas are typically subject to pointing perturbations by 
wind unless they are protected by a radome. When unprotected by a radome, closed loop 
antenna tracking is generally required to compensate for wind disturbances.

The tracking accuracy requirement for communication systems limits signal loss resulting 
from antenna boresight misalignment. This loss depends on the antenna’s main beam pattern 
and the sensitivity to misalignment relative to the antenna’s boresight axis. Typical values  
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in Figure 42-1 illustrate the required tolerance of the signal loss to antenna misalignment, 
and they indicate a 1/10 beamwidth misalignment results in about a 0.1 dB signal loss. 
Antenna tracking is principally concerned with the antenna’s pattern close to the main 
beam’s boresight axis. A convenient means for determining this sensitivity assumes the 
shape of the antenna’s high level portion of the main beam follows a Gaussian function at 
the higher gain levels. This is a good assumption for practical antennas that is used in this 
discussion. The pattern variation around the main beam peak, normalized to its peak gain 
level (voltage), is given by

F(q ) = exp(–K(q /qhp)
2)

where q is the angular variation of the pattern in one plane, q hp is the half power beam-
width of the actual antenna, and K = 1.3816 as determined by evaluating the pattern at its 
half power point. This expression can be refined by using analytic projections of the actual 
antenna pattern predicted by commonly available computer codes or measured values of 
the actual antenna.

Larger antenna diameters that are not protected by radomes are susceptible to tracking 
disturbances caused by wind gusts. When the antenna aperture is buffeted by wind, the 
resulting torques disturb the antenna positioner system, producing antenna pointing errors. 
Thus, maintaining antenna pointing under wind loading depends in part on the torque capa-
bilities of the positioner drives. Analysis techniques to determine antenna tracking errors 
caused by wind disturbances2 have been developed and address the statistical disturbances 
of the antenna pointing as a function of the wind conditions. Ultimately, the wind torques 
are sufficient to potentially damage the antenna positioner and/or antenna, and vendor 
recommendations advise placing the antenna in a stow (pointing straight up); a position 
that minimizes the wind torque. Finally, vendors also specify a survival wind velocity in 
the stow position. When systems have high availability requirements, antenna radomes are 
typically used and the antenna is protected from wind-induced antenna pointing errors. 
The radome cost is offset in part by the reduced antenna structural and weather protection 
requirements and the torque requirements of the postiioner drive.
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FIGURE 42-1 Pattern loss with boresight misalignment for communication systems
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Radar Systems

Radar systems3–4 can be broadly separated into search radars and tracking radars. Search 
radars look for potential targets and the antennas follow a fixed angular scan pattern. A 
typical example is airport surveillance radars that continuously scan both in azimuth and 
in range searching for aircraft. A time history of the radar returns defines the trajectory of 
the detected aircraft. Tracking in this case is really an open loop process. A plan position 
indicator (PPI) indicates target location in an azimuth direction and the radial distance from 
the indicator center is proportional to the target range. The time history of targets resulting 
from the persistence of this screen displays the trajectory of the aircraft target.

Search radar performance depends on the power aperture product of the radar, and 
therefore cost considerations favor low frequency operation. Tracking radars, on the other 
hand, gather more details regarding detected targets and the dimensions of tracking radar 
resolution include range, Doppler resolution, and, of interest in this discussion, target loca-
tion in angular coordinates. Tracking radars generally operate at higher frequencies than 
search radars and use coherent radar waveform processing techniques to obtain improved 
resolution in comparison to search radars. The angular resolution of the target benefits 
from narrow antenna beamwidths, while Doppler resolution benefits from both the high 
frequency and coherent processing of narrow bandwidth waveforms. Finally, range reso-
lution is achieved by processing wide bandwidth radar waveforms. In operation, narrow 
bandwidth and wide bandwidth radar waveforms are alternatively used to obtain range 
and Doppler resolution, respectively. In some cases, dual frequency radars are configured 
to provide search capability at the lower frequency and tracking capabilities at the higher 
frequency. A wide diversity of radar designs, with varying requirements for angle tracking, 
also exists.

Requirements for radar angle tracking differ from communication system requirements. 
Radar angle tracking strives to locate the angular coordinates of the detected target with 
as much precision as possible. Radar angle tracking requirements are more complex than 
antenna tracking requirements for communication systems, not only because radar systems 
generally require higher angular accuracy, more rapid acquisition times, greater dynamics 
in signal direction, and a dynamic range in received signal levels, but because the variation 
of the target aspect angle relative to the radar presents varying RCS (Radar Cross Section) 
levels from the target. This variation is received at signal level, and typically requires 
simultaneous signal reception of the main beam, azimuth, and elevation tracking beams 
commonly referred to as three-channel processing. In contrast to the one-tenth beamwidth 
accuracy typical for communication systems, the goal for radar angle tracking accuracy 
often exceeds one-twentieth of the antenna’s beamwidth. Precision tracking radar systems 
typically use a large antenna at high frequencies to obtain narrow antenna beamwidths, high 
Doppler sensitivity, and sufficient waveform bandwidth for range resolution performance. 
They also use closed loop antenna tracking techniques to accurately measure the target 
location in angular coordinates.

Other issues for radar systems can arise. In some applications, multiple target tracking 
calls upon the radar to sequentially monitor the trajectories of several targets. Such moni-
toring requires rapid repositioning of the antenna beam. Antennas using reflector designs 
would require rapid mechanical motion to respond to multiple targets, and the time neces-
sary to reposition and reacquire the targets may become excessive. In this case, the cost of 
array antenna technology may be justified to rapidly revisit targets with the array’s elec-
tronic agility of beam positioning. The array technology has a limited scan volume over 
which the array’s antenna gain can be maintained, and wider angular coverage typically 
requires separate array antennas covering different angular sectors so that radar system 
performance is not limited by array antenna beam scanning limitations.
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Angle tracking at low elevation angles5 is problematic because of antenna multipath 
interaction and an image of the target being created by smooth surfaces such as water. 
Typically, at low elevation angles where the radar beam intercepts the terrain, the radar 
receives signals from both the actual target and its image. (The radar tends to track 
towards the horizon.) In such cases, operation at a sufficiently high frequency allows the 
terrain to be diffuse rather than specular. Higher frequency operation generally results in 
a narrow beamwidth antenna, and the minimum elevation position is kept above the ter-
rain by one quarter of the antenna’s beamwidth. Higher frequency operation also permits 
using sufficient waveform bandwidth to resolve the target from multipath and terrain 
images. These are effective techniques for maintaining angle tracking performance at 
low elevation angles.

Radar systems for terminal guidance applications have errors resulting from the tar-
get scattering properties. At long ranges, the accuracy of angle tracking is limited by S/N 
(Signal to Noise ratio). At close ranges to the target, scattered returns from different por-
tions of the target can be resolved; typically, the radar is also in the near field of the radar 
target. As the radar approaches the target, the phasing between the different scattering 
centers comprising the target response varies, and this phasing results in different indicated 
target positions. This phenomenon is referred to as target “glint” and is the limiting error 
source for target tracking at close ranges. One treatment6 of this problem analyzes the bal-
ance point based on the target’s scattering characteristics. This balance point is a centroid 
of the target tracking and dynamically moves as the individual scattering terms coherently 
combine in and out of phase; depending on the phasing, the radar alignment can be outside 
of the target dimensions. This treatment addresses the scattering mechanisms of the actual 
target by analytic means. A second approach7 examined the statistical behavior of mea-
sured tracking responses and proposes such statistical modeling in addressing glint issues. 
The statistics for a given target geometry, aspect angle, and radar frequency are required. 
Both of these approaches have instilled debate.8–9 Wide bandwidth radar waveforms can be 
effective in reducing this error source because the phasing effects between target scattering 
centers is decorrelated over the bandwidth.

In other applications, a tracking beacon is used on the target. The beacon has both 
receive and transmit antennas connected to a transponder, which amplifies the received 
radar signal. In contrast to skin tracking from the target’s geometry, beacon tracking has 
some distinct advantages. Generally, amplification within the beacon provides a higher 
level return signal than the target itself reducing the performance requirements of the radar 
and/or increasing the radar’s detection range. Additionally, the beacon return depends on the 
beacon’s transmit antenna pattern, so that the radar’s received signal has a better behaved 
variation with aspect angle changes than the skin return from the vehicle that generally 
has a lobe structure. Beacon operation is beneficial in satellite launch vehicle applications, 
for example, where tank separations and other events require the radar to determine the 
appropriate portion of the vehicle to track. In addition, the beacon also affords the oppor-
tunity to modulate other data onto the beacon return, providing trajectory, health, and other 
telemetry data. In some cases, the beacon translates the incident frequency both to provide 
additional isolation between the beacon’s transmit and receive antennas and to separate the 
radar’s receive signal from surrounding clutter returns in the normal radar response.

42.3 OPEN LOOP ANTENNA TRACKING

The most straightforward antenna tracking techniques are open loop designs. The open 
loop tracking technique follows the functional block diagram in Figure 42-2. The antenna 
is pointed using a positioner or in the case of an array steered to a nominal beam direction. 
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The receiver provides an indication of the received signal strength. The antenna beam is 
repositioned following a priori information. If the knowledge of the antenna’s boresight 
axis positioning and the uncertainty of the pointing information corresponds to a small 
fraction of the antenna’s beamwidth, such open loop methods can be quite effective and 
inexpensive to implement. The signal level can be the output of a carrier tracking loop or 
an AGC voltage. Two types of open loop tracking techniques are described: program track 
and step track.

The simplest form of antenna tracking is where the antenna’s angular position is simply 
commanded to follow the time variation of the signal’s direction, a technique referred to as 
program track. This technique relies on a known antenna location and orientation and the 
time history of the signal direction relative to the antenna’s location. A common application 
is direct broadcast satellite services where the antenna is commanded to move from one 
satellite to another. The angular positions of the satellites defined by their ephemeris values 
and the antenna’s location are known. This information provides the azimuth and elevation 
coordinates required to command the antenna to point to the selected satellite. Another 
application for relatively broad beamwidth antennas is meteorological satellites in a polar 
orbit. The satellite’s trajectory is known and the antenna location is also known. This infor-
mation allows the calculation of the time history of the required antenna positioning. The 
combination of the terminal’s location, its orientation relative to level and true north, and 
time of day suffice to provide acceptable performance.

Step Track

While program track by itself is acceptable in many applications, another open loop track-
ing technique is useful in validating correct antenna tracking. This process is referred to as 
step track10 and involves pointing the antenna at its nominal position, commanding equal 
angular offsets in opposite directions, and then measuring the received signal power at 
these locations. If the nominal position is correct when the antenna is displaced in equal 
and opposite directions, the same signal power level is received. The operation of the step 
track technique is illustrated in Figure 42-3, where the nominal beam pointing is indicated, 
and the displaced beam pointings to both the left and right are also indicated. An example 
signal direction is indicated in the figure, and the pattern levels for the nominal and dis-
placed beams are apparent. For this example, the signal direction is slightly removed from 
the boresight axis. If the antenna is moved in the vicinity of this point, small changes in 
signal level are observed and significant measurement accuracy is required to relocate the 
antenna to the peak gain value on axis. By contrast, the displaced beam positions result in 
significantly different signal levels.

FIGURE 42-2 Functional diagram for open loop tracking
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This difference in signal power levels allows the calculation of the angular correction 
needed to align the antenna with the signal direction. Assuming the Gaussian pattern repre-
sentation, the angular correction qe can be easily computed from the amplitude imbalance10 
at the two angular offsets using

qe = –(qhp
2/4K qo) ln R

where qhp is the antenna’s half power beamwidth, qo is the angular offset from the antenna’s 
boresight axis, K has been previously defined for the Gaussian function pattern approxima-
tion, and R is the amplitude ratio of the signal power at the two angular offsets. This process 
is repeated in the orthogonal plane.

In practice, step track validation of antenna tracking accuracy can be performed at regu-
lar intervals or by monitoring the received signal power (with an AGC output, for example), 
to determine whether or not an adequate power level is being received. For example, the 
antenna’s pointing might be perturbed by wind gusts reducing the received signal power. 
Under this condition, step track can be used to decide if antenna realignment is appropriate. 
Another example is when a narrow beamwidth antenna tracks the stationkeeping varia-
tions of a geosynchronous satellite. Orbital perturbations result in geostationary satellites 
following a figure eight variation, centered on the equatorial plane over a 24-hour period. 
This movement is limited by correcting the satellite movement, a process referred to as 
stationkeeping. In this case, step track may be used to sample the figure eight movement at 
a discrete number of times over a 24-hour period. Because this motion repeats, the sampled 
points can be used to correct program tracking values.

In applying step track, the choice of the angular offsets, referred to as qo, must be 
made. This choice impacts the angular accuracy of the measurement. Small angular offsets 
have small reductions in signal power because the antenna pattern near the beam peak is 
relatively flat and high accuracy is required to measure signal level differences. Larger 
angular offsets experience more angular slope in the antenna pattern but the S/N (signal 
to noise ratio) is reduced which can increase measurement uncertainty. Thus, an optimum 

FIGURE 42-3 Step track operation
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value exists for the angular offset. A general expression10 for the step track accuracy sq is 
given by

sq /qhp = –(qhp
2/2Kqo) sA

where sA is the one sigma accuracy with which the received signal amplitude can be mea-
sured. If the principal limitation of measuring the signal amplitude is S/N and that accuracy 
is 1/(2S/N)1/2, the accuracy becomes

sq /qhp = k/(S/N)1/2

where k is plotted in Figure 42-4. Notice that the tracking accuracy improves with increas-
ing angular offset as a consequence of the increased slope of the main beam—until the 
reduced S/N limits the accuracy. An optimum value (minimum k) occurs at a pattern level 
of –4.3 dB. However, this is a broad optimum and in practical systems, different choices 
may be made. For example, most communication systems operate with a margin relative 
to threshold requirements as measured by bit error rate (BER) performance. In practice, 
the angular offset might be selected based on the signal margin requirements so that the 
data fidelity is maintained during tracking verification. It is important to recognize that the 
angular accuracy is limited by more factors than S/N considerations. For step track, posi-
tioner pointing errors and backlash, encoder quantization, and signal amplitude variations 
are other limitations. For this technique and others, it is important to construct an error 
budget incorporating all of the error sources specific to the applications to determine the 
overall accuracy of the design.

The step track antenna tracking technique as described has the assumption that the 
signal’s direction remains fixed over the measurement interval. In some cases, this assump-
tion is not valid, when, for example, tracking a polar satellite. Recently, the step track 
technique has been extended for this case and this extended technique is referred to as rate 
corrected step track.11 One problem is the ability to sample the angular offsets while the 
signal direction changes in a known fashion, such as the case of satellite signals. In this 
case, the angular offsets are along the track and across the track of the trajectory rather  

FIGURE 42-4 Step track accuracy coefficient versus angular offset (after R. B. 
Dybdal10 © IEEE 1998)
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than repositioning the antenna in azimuth and elevation directions. An examination of the 
trajectory of a polar satellite reveals relatively small dynamics occurring at the rise and 
set of the satellite; the principal dynamics of the trajectory occur when the satellite is at 
the higher elevation angles of its trajectory. By using step track verification initially at the 
lower elevations, the ephemeris and antenna tracking can be corrected. The cross track 
motion centers the antenna on the trajectory, while the antenna beam location in the track 
direction is determined either by moving the antenna ahead and behind to identify the beam 
peak location or by moving the antenna ahead and slowing it to let the satellite drift through 
the main beam peak. As a practical matter, the satellite’s orbital drag slows the satellite in 
orbit resulting in a time offset. Motion outside of the orbital plane requires perturbations 
other than drag. Thus, outdated ephemeris generally requires a time offset.

A second problem is the initial acquisition of the satellite as it clears the horizon; the 
multipath at low elevation angles limits tracking performance. The time required for initial 
acquisition is important because the goal is to collect as much data as possible during the 
time that the satellite is in view. To reduce the effects of multipath for step track operation, 
it is recommended that the antenna boresight be initially positioned above the horizon by 
about one quarter beamwidth, and azimuth motion be used to center the beam on its trajec-
tory. As the satellite elevation angle increases, the satellite will drift through the main beam 
and the rate corrected step track can be initiated. By fixing the elevation angle, the phasing 
between the direct and multipath signal components tends to remain fixed.

These open loop tracking techniques are simple and cost-effective to implement. Such 
techniques are particularly useful for communication applications having a well-behaved sig-
nal power level. Their application to radar systems is limited by changes in the target’s RCS 
levels during the signal sampling at the offset angular positions. Step track techniques are a 
useful means to verify the accuracy of program track in order to avoid excessive signal loss.

42.4 CLOSED LOOP ANTENNA TRACKING

Closed loop antenna tracking techniques require an antenna that has the means to dynami-
cally measure the received signal’s direction and a control system that can position the 
antenna based on the measured signal direction. The functional diagram in Figure 42-5 
showing closed loop tracking differs from Figure 42-2’s diagram for open loop tracking in 
several respects. The antenna must provide the capability for continuously measuring the 

FIGURE 42-5 Functional diagram for closed loop tracking
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received signal’s direction in the form of a tracking signal. This directional information 
then provides an error signal that serves an input to the control system. By minimizing 
the error signal, the antenna is dynamically aligned with the signal direction. In operation, 
the antenna requires some a priori estimate of the signal directions and, for reasons that 
will be discussed, the uncertainty required in this a priori estimate is on the order of the 
antenna beamwidth. This a priori information can come from handover information from 
other systems or in the radar case, from target detection. Early closed loop tracking sys-
tems followed conical scan designs, while more recent designs favor monopulse designs. 
Closed loop antenna tracking techniques have been applied to both radar and communica-
tion applications.

Conical Scan

Conical scan designs1 use a conventional antenna design and sense the signal direction by 
offsetting the boresight axis of the main antenna beam to coincide with a conical surface, and 
by rotating the antenna’s boresight axis on the conical surface whose half angle corresponds 
to angular boresight offset. If the antenna is ideally aligned with the signal, the received 
signal strength is independent of the main antenna rotation on the conical surface. Antenna 
misalignment results in angular variation as the antenna’s main beam traces its conical path. 
This angular variation has a sinusoidal form with its peak level occurring when the main 
beam is closest to the signal direction and a minimum level occurring when the main beam 
is farthest from the signal. A synchronous detector measures the received signal amplitude 
as the antenna beam traces its conical path. The amplitude variation increases with increas-
ing antenna misalignment. The amplitude variation serves as an error signal for the control 
system, which operates by minimizing the amplitude variation. The magnitude of the ampli-
tude variation increases with the magnitude of the misalignment. The azimuth angles of the 
maximum and minimum values (for example, the phase of the amplitude variation) indicate 
the direction to realign the antenna in order to reduce the amplitude modulation. In other 
words, the rotation axis of the conical scan should be repositioned in an azimuth direction 
from the highest value towards the lowest value.

Conical scan designs use a conventional antenna design and require mechanical motion 
to generate the conical scan pattern. For small antennas, such motion is commanded through 
the positioner drive. Larger antennas that have a dual reflector design generally offset and 
rotate the subreflector in order to generate the conical scan pattern with reduced mechanical 
rotation requirements, as compared to rotating the entire antenna. If conical scan is applied 
to array antennas, the beam rotation and repositioning is performed electronically. The 
angular accuracy for conical scan1 is

sq /qhp = 0.6/(S/N)1/2

and is limited in part because the received signal is not aligned with the antenna’s main 
beam peak gain level during tracking. Again, the angular accuracy is limited by error 
sources other than S/N, which must be addressed for specific applications. These error 
sources for conical scan include mechanical perturbations in the scan pattern and imperfect 
synchronization in the detection of the amplitude variation.

One problem with conical scan designs arises when the received signal amplitude fluc-
tuates. This problem is particularly severe when the amplitude fluctuation rate is harmoni-
cally related to the conical scan frequency. Such variations in the received signal level 
result in a control system response that is unreliable. For communication systems requiring 
antenna tracking, the received signal level is generally well behaved. For radar systems, the 
received signal level depends on the target aspect angle relative to the radar, and changes in 
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the received signal level depend on the variation of the target’s radar cross section (RCS) 
with aspect angle changes. This sensitivity to fluctuations in the received signal level limits 
the attractiveness of conical scan systems for radar applications.

An early variation of the conical scan design involves switching the antenna beam from 
one side of the boresight axis to the other side. This variation is referred to as sequential 
lobing, a technique that predates conical scan. Correct alignment results in the same ampli-
tude at the switched positions, while misalignment results in different amplitudes. In early 
applications of sequential lobing, the control system was the operator. Sequential lobing 
has some features that are analogous to step track, but the lobing is performed continuously 
rather that being commanded a discrete time intervals like step track. Step track physi-
cally moves the antenna beam to off-axis position whereas sequential lobing electronically 
repositions the beams to off-axis positions. Like step track, sequential lobing is repeated 
in orthogonal planes. Like conical scanning, sequential lobing is susceptible to received 
signal amplitude fluctuations that limits tracking accuracy.

Monopulse Designs

Monopulse designs sense the signal direction by using two types of antenna patterns. One 
pattern is the conventional antenna response having a main beam aligned with the antenna’s 
boresight axis and is used for data reception. The second pattern has a pattern null that is 
coincident with the antenna’s boresight axis and is used for antenna tracking. The ratio of 
these two patterns, the tracking divided by the data pattern, yields a response that has a null 
on-axis and a linear slope (volts/volt/deg) for antenna misalignments from the boresight 
axis. This ratio is an error response and is the input to the control system for antenna beam 
positioning. The error response is the ratio of the tracking and data signals and results in 
the fundamental advantage of monopulse designs. Both the tracking and data signal levels 
can fluctuate with changes in the amplitude of the incident signal. However, their ratio is 
invariant with the incident signal fluctuations. Thus, monopulse designs are not limited by 
fluctuations in the received signal power. The term monopulse derives from the ability to 
obtain tracking information from a single radar pulse. True monopulse operation provides 
tracking information that is independent of signal fluctuations, unlike the sequential mea-
surements made in other forms of antenna tracking.

Conceptually, antennas for monopulse operation 12 form the data and tracking patterns 
from two antenna beams symmetrically displaced from the antenna’s boresight axis. When 
the two beams are added, an on-axis beam results. This beam is commonly referred to as 
the sum beam corresponding to the data pattern. When the two beams are subtracted, the 
pattern has a null on axis, and away from the axis, the beam is in phase with the sum beam 
in one direction and out of phase in the other direction. The two pattern responses using the 
Gaussian pattern assumption in Figure 42-6 illustrate typical pattern behavior. The ratio of 
the difference and sum beam is zero on axis, whereas near the axis it has a linear slope and 
is referred to as the error response, as illustrated in Figure 42-7. The error response follows 
the classic control system law in order to minimize the error that aligns the antenna with 
the difference pattern null. Since the peak of the data pattern is coincident with the error 
response null by design, minimizing the error response not only aligns the error response 
null with the signal direction, but also aligns the peak of the sum (data) pattern with the 
signal. Misalignment from the axis is measured by the error response magnitude and the 
sign of error indicates the direction towards the null.

The Gaussian pattern analysis can be used to derive the angular accuracy for monopulse 
systems.12 This analysis assumes the two conceptual beams cross over at their half power 
point and it yields an angular accuracy given by

sq /qhp = 0.51 sA
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This analysis can be refined if the pattern data or error response of the actual antenna is 
available. Like step track, the angular accuracy depends on the ability to measure ampli-
tude sA. Like step track, two limitations are S/N and positioning errors. Additionally, 
errors associated with the coincidence of the boresight axes of the sum and difference 
beams, the balance in the monopulse combining circuitry, and other factors need to be 
included in an error budget projection of tracking accuracy and also require quantification 
for specific designs. If S/N is the limiting factor in amplitude measurement accuracy, the 
monopulse accuracy becomes equal to

sq /qhp = 0.361/(S/N)1/2

Notice that the coefficient for the monopulse accuracy is smaller than those for conical scan 
or step track. Generally, monopulse tracking is more accurate than either conical scan or 
step track. However, the error budget limitations for the overall accuracy uncertainty differ 

FIGURE 42-6 Monopulse sum and difference patterns
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FIGURE 42-7 Monopulse error response corresponding to sum and difference pat-
terns, as shown in Figure 42-6
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in the three cases. In addition to the signal-to-noise issues, the monopulse errors include 
the balance of the feed circuitry, data and tracking pattern boresight coincidence, phasing 
errors, receiver tracking, and so on. This means that the individual error components in the 
uncertainty budgets must be addressed for all cases.

Monopulse designs require a more complex feed design than those used for open loop 
tracking, in order to produce the sum and difference beams. The problem of an optimum 
feed design has long been pursued. Early designs13–14 used multiple horns in the focal 
fields of the reflector to generate on-axis and off-axis beams, an approach that continues in 
radar designs. In radar applications, separate receivers are required for the sum, azimuth, 
and elevation difference beams so that measurements can be made simultaneously on both 
beam patterns. The multiple horn feed is also used in communication applications that does 
not have the same tracking sensitivity requirements as radar systems. Since communica-
tion systems generally have a well-behaved received signal level, the azimuth and eleva-
tion channels can be sequentially sampled and only a single tracking receiver is required. 
This approach is referred to as pseudo-monopulse. For communication applications, carrier 
recovery loops are often used to measure the incident signal amplitudes and the com-
bination of a narrow bandwidth and averaging provide greater amplitude measurement 
accuracy than can be achieved from the signal alone. Accordingly, the difference channel 
antenna gain requirement can be lower than the sum channel requirement. One example for 
communication systems15 illustrates the integration of small feed apertures into the throat 
of a corrugated horn for tracking purposes.

Feeds using multimode excitations have developed more recently and are commonly 
used in communication applications. The communication application benefits from a well-
behaved signal level in comparison to radar systems. Consequently, communication appli-
cations are often pseudomonopulse designs where the tracking signals are coupled onto the 
data signal and are sequentially sampled. This approach reduces the design complexity and 
the cost because separate tracking receivers and their amplitude balance requirements (each 
tracking receiver needs to produce the same output level for a given input signal level) 
are not needed. In practice, a dominant mode distribution in the feed provides the data or 
sum beam. A higher order waveguide mode sampled by a coupler supplies a tracking or 
difference pattern. The higher order mode has a null on axis as required for the tracking 
pattern. As the signal direction varies from the antenna boresight, the received signal level 
of the higher order mode increases, producing the linear variation from the null position 
required by the control system. The higher order waveguide modes, in addition to having an 
axial null, also have a phase progression with azimuth variations. When the dominant and 
higher order modes are combined, a peak level results when the two modes are in phase. 
The position of the peak level in azimuth is desired at quadrature points to provide the 
tracking response and then these quadrature points are sequentially sampled to determine 
the signal’s azimuth position. If the amplitude is sampled at quadrature points using hybrid 
combining circuitry, azimuth and elevation difference channels are formed. In other cases, 
the magnitude and phase of the error response is measured. The magnitude indicates the 
magnitude to the boresight misalignment and the phase indicates the azimuth direction. In 
this case, the error response is a polar r and j indication rather than an azimuth and eleva-
tion indication.

Three alternatives have been investigated to produce and process the dominant and 
higher order modes needed for monopulse operation. One approach16 uses multiple coupler 
arms to sample the higher order mode TE21 circular waveguide modes. The waveguide sec-
tion containing the higher order waveguide coupler supports the dominant TE11 waveguide 
mode used for the sum signal. Eight TE21 mode couplers are spaced in an azimuth direction 
around the circumference of the waveguide. These eight arms are combined through hybrid 
circuitry to produce azimuth and elevation tracking outputs. Another approach17–18 uses 
the TM01 higher order circular waveguide mode and varies the azimuth angles where the 
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modes add in phase by using a phase shifter. This design uses four couplers spaced around 
the circumference of the multimode waveguide and then combines them with hybrids; an 
approach that has been demonstrated in wide bandwidth applications. A third approach19 
uses a multiflare horn and a multimode coupler section and has a demonstrated high power 
transmitting capability. Orthomode junction couplers in the multimode section are used to 
sample the higher order tracking modes. The high transmit power capability in this case 
was obtained by combining four individual transmitters and the coupler design for the four 
transmitters was integrated into the feed design.

The tracking patterns obtained from the higher order waveguide modes and the data pat-
tern obtained from the dominant mode must be coupled together in the pseudomonopulse 
design. The sequentially sampled tracking outputs provide an amplitude modulation on the 
data signal that is synchronously detected by the receiver. This detected amplitude modula-
tion provides the input to the control system and the minimization of the amplitude modu-
lation correctly aligns the antenna with the signal direction. One problem is that the path 
lengths through the tracking channels are generally longer than the straight path for the sum 
channel. Because of this, a “trombone” section is inserted into the sum path to equalize the 
path lengths between the data and tracking channels. This equalization of the group delay 
in the data and tracking channels is particularly important when polar r and j processing 
is used. While a phase shifter can be used to equalize the phase, such an approach has a 
narrow bandwidth. When broad bandwidth antenna tracking is required, the phase shifter 
must be reset at discrete frequencies, if available for the broad bandwidth application.

The design issues for the multimode tracking techniques include the coupler that 
samples the higher order mode in a propagating section of the feed and the group delay 
differences between the sum and difference beams that result from their path length dif-
ferences when these beams are combined together by a coupler. Couplers for the higher 
order modes are well demonstrated and the selection of the higher order mode to be used 
for tracking generally depends on the system’s bandwidth requirement. This limitation 
results because the phase velocities of the dominant mode and higher order modes differ. 
The different group delay values of the sum and difference beams result in azimuth errors 
in the peak level of the dominant and higher order modes. These azimuth errors result in 
cross coupling degradation in tracking performance; for example, azimuth displacements 
produce indicated azimuth and elevation components. For narrow bandwidth applications, 
phase shifters can compensate for the group delay differences. For systems that operate at 
multiple frequencies, the phase shifter can be appropriately set for each of the bands. Such 
steps are not necessary if the waveguide lengths in the sum and difference channels can be 
equalized to produce the same group delay in both channels. By equalizing the group delays 
in the sum and difference channels, wide bandwidth operation can be achieved.

One problem with monopulse feed designs is their sensitivity to the polarization of the inci-
dent signal.20 In polarization diverse signal environments, the feed response can lead to loss in 
tracking performance. For example, if the tracking channels of the feed are linearly polarized, 
the system will properly track circularly polarized signals of either sense with a polarization 
mismatch loss, but linearly polarized signals encounter difficulties when the polarization is 
cross-polarized to the design polarization of the feed. Because of the cross-polarization condi-
tion of the linearly polarized signal, the tracking signal does not measure a response and the 
system is without tracking information.

When the tracking channels of the feed are circularly polarized,20 the system will prop-
erly track the design circular polarization with the proper design sense and all orientations of 
linear polarization with a polarization mismatch loss. However, the operation of the design 
when the system receives circular polarization of the wrong sense can actually become 
unstable. This instability results from the error response for cross-polarized signals. The 
error response for the design sense of circular polarization follows the standard response of 
having a null on axis and to first order a linear deviation as the antenna becomes misaligned 
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from its boresight axis. Cross-polarized circular signals have an altogether different error 
response, having nulls in off axis positions corresponding to roughly the angular positions 
where the sum beam is roughly 10 dB below the beam peak. The error response differences 
between principal and cross polarizations are illustrated in Figure 42-8. The error response 
for the principal polarization case is well behaved and follows the desired linear behavior 
needed for the control system over a large fraction of the antenna’s beamwidth. The error 
response for the cross polarized case has a much different behavior. Near the boresight axis, 
the error response peaks up and rapidly changes sign. This error response results in unstable 
tracking behavior as has been demonstrated.20,21 The dynamics of the antenna under such 
unstable operations are severe and the antenna tends to cone at an off axis position, prob-
ably where the error response nulls occur.

A technique22 has been devised to result in a tracking design that is independent of the 
signal’s polarization for situations where the antenna must respond to a polarization diverse 
environment. The antenna is again configured for circularly polarized response for both senses 
of polarization. The tracking receiver is switched between both senses of circular polarization 
and the detected output for each polarization sense is summed to form an error response for 
the control system. If the received signal has the proper sense of the response being sampled, 
the proper error response is obtained. If the received signal has the wrong sense, the output 
is reduced in level by the polarization mismatch loss. The sum is dominated by the properly 
polarized response and the correct error response is routed to the control system. If the signal 
is linearly polarized, both the switched orthogonally polarized channels have the desired 
error response, albeit reduced by polarization mismatch. Such a design properly tracks both 
senses of circular polarization and linear polarization of any orientation.

A second problem is to make the sum channel independent of the signal’s polariza-
tion, so that excessive polarization mismatch loss does not degrade signal reception. This is 
normally accomplished by combining the orthogonally polarized sum signal outputs with 
a diversity combiner. One configuration connects the two orthogonally polarized sum chan-
nels through a vector modulator, which combines the two channels in any arbitrary complex 
sum. Such diversity combining can be automated through an adaptive design. One approach 
examines the signal power differences for each polarization and combines the channels in 
both amplitude and phase in order to maximize the output signal power. A second approach 
uses a vector modulator that combines two signal paths in amplitude and phase. The modula-
tor has two outputs, and by minimizing the signal power of one output through adjustment 
of amplitude and phase, the signal power is maximized at the second output.

FIGURE 42-8 Error response for principal and cross polarization
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Closed loop tracking dynamically follows directional changes in the received signal. 
These systems become necessary when the antenna’s beamwidth is several times the uncer-
tainty in the signal direction and accurate antenna pointing must be maintained. Such sys-
tems are more expensive than the open loop antenna tracking techniques. Part of the system 
expense lies with a more complex antenna feed design, because both data and tracking 
antenna patterns must be developed. Additional expense is incurred for the control sys-
tem and the monitoring of the received signal levels. Radar systems must simultaneously 
sample the sum and two difference channels with three receivers to avoid degradation from 
received signal fluctuations. Communication systems generally have an easier and less 
costly implementation because the received signal level is well behaved. Thus, communi-
cation systems can sequentially sample a single receiver rather than multiple receivers and 
can effectively use averaging to maintain performance.

42.5 ACQUISITION ISSUES

Angle tracking techniques are successful when the received signal levels are sufficiently 
strong to allow detection. The process of aligning the antenna position with the signal 
is referred to as acquisition and assumes the system’s receiver has an adequate signal 
level. Radar and communication systems again differ in the process of acquisition. The 
location of potential targets for radar applications is not known a priori and a search for 
the target must be undertaken. The location of potential targets for a tracking radar may 
be determined by handover information from a search radar or information regarding the 
target’s trajectory may be known. Generally, tracking radars perform a limited search in 
the suspected target location, following a raster or spiral search pattern. The radar’s range 
capability is a key requirement along with the target’s radar cross section level. The radar 
search includes range and Doppler possibilities and an acquisition waveform may be used 
for coarsely determining the target’s location. Radar target detection follows the usual 
issues of probabilities of detection and false alarm.

Communication systems are generally notified of the general signal direction and, 
as appropriate for the antenna’s beamwidth, will conduct a limited search for the signal. 
Again, the antenna’s beamwidth relative to the uncertainty of the signal direction dictates 
the need for a spatial search. Because the initial signal acquisition can often be done by 
acquiring the carrier component with the benefits of high sensitivity from a narrow band-
width and averaging, the acquisition has greater sensitivity than the sensitivity needed to 
demodulate the data.

When extremely narrow beamwidth antennas are used, the spatial acquisition becomes 
more challenging. When very narrow antenna beamwidths are used, sometimes a separate, 
smaller acquisition antenna is used to provide a coarse determination of the signal’s direc-
tion. While the gain of the smaller antenna is insufficient for data reception, the higher 
tracking sensitivity may still be able to obtain a coarse estimate of the signal direction to 
assist in acquiring the signal of the main antenna with its narrower beamwidth. A second 
approach23 increases the acquisition field of view by using a cluster of antenna feeds in the 
focal region and individual tracking receivers on each feed. The spacing of these feeds is 
selected on the basis of the minimum required signal sensitivity, while a minimal number 
of additional feeds and tracking receivers can be selected to increase the acquisition field 
of view. The sensitivity of this approach is generally higher than using a separate, smaller 
acquisition antenna. Additionally, when one of the feeds acquires the signal, insight is pro-
vided to correctly align the antenna with the main beam from the knowledge of the pattern 
characteristics of the multiple beam of this design.

Antenna tracking techniques are limited to proper operation when the initial antenna 
positioning is within the main beam region. Away from this region, the anticipated tracking 
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response is not obtained. When narrow antenna beamwidths are used, the signal may be 
acquired with the signal arriving through the antenna’s sidelobes. Three distinct techniques 
are available to verify the signal is aligned in the antenna’s main beam rather than with an 
antenna sidelobe. One technique uses a separate smaller guard antenna. The guard antenna 
is selected so that this gain is comparable to the sidelobes near and adjacent to the antenna’s 
main beam. A comparison of the signal level in the main and guard antennas are used to 
determine signal alignment. A single receiver can sequentially sample the signal level at the 
main and guard antennas. Separate receivers can simultaneously sample the received power 
levels, but the amplitude balance between separate tracking receivers, meaning both receiv-
ers have the same indicated output levels for the same input signal levels, must be main-
tained to produce reliable results. Signal injection through a coupler is one means to verify 
amplitude balance. If the main antenna signal level exceeds the guard antenna signal level, 
the signal is aligned with the main antenna’s main beam and antenna tracking may be initi-
ated. If the levels are comparable, a further search for main beam alignment is required.

A second technique25 is based on the properties of the main antenna pattern and does not 
require a secondary guard antenna or tracking receiver. The angular width of the antenna’s 
main beam is roughly twice the angular width of the antenna sidelobe. Measurement of 
the angular lobe width is used to distinguish main beam and sidelobe alignment. After the 
receiver has acquired, the antenna is commanded in angular offsets in order to measure 
the angular width of the lobe where the signal is received. This open loop commanding is 
similar to the operation of step tracking and if the location is determined to be the main 
beam, step tracking would be used for initial alignment. On the other hand, if this initial 
measurement indicates the smaller angular width of a sidelobe, the main beam is yet to 
be located. Open loop commands are then initiated to reposition the antenna to the next 
adjacent lobe position, and the angular width of this lobe is again measured. This process is 
repeated until the main beam is located. Insight into the pattern characteristics of the actual 
antenna is useful in applying this technique.

The third technique25 applies to antennas having a monopulse capability. The error 
response has a linear response within the main beam and has high levels and a linear response 
having a different slope in the sidelobes, as shown in Figure 42-9. The error responses in 
this figure were determined by using sinX/X functions to obtain responses having a sidelobe 
structure. For the principal polarization, the error response follows the previously described 
behavior having a null on axis and a linear deviation away from the axis. This behavior 
persists over a significant portion of the main beam region and deviates from this response 

FIGURE 42-9 Error response over wider angular range
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beyond it. In the sidelobe region, a portion of the response also has a linear slope, but the 
slope in the sidelobe region exceeds the slope in the main beam region. These differences in 
the error response can be used to distinguish alignment in the main beam region from align-
ment in the sidelobe region.

Generally, tracking receivers for the amplitude modulation containing the tracking 
response saturate above a predetermined percent modulation. If the tracking receiver has a 
saturated output, the signal is not aligned in its linear region and again commanded offsets 
can be used to realign the antenna to a point having a linear response. When a linear region 
of the error response is obtained, slight angular offsets can be used to determine if the slope 
of the error response is that of the main beam region or a sidelobe. If the slope is in the 
sidelobe region, angular offsets can again be used to search for the main beam. Once main 
beam alignment is verified, antenna tracking can be initiated.

42.6 INTERFEROMETRIC SYSTEMS

Interferometric antennas derive their tracking information by determining the phase differ-
ence between separated antennas. Such systems are sometimes referred to as phase mono-
pulse, because the tracking information can be obtained from a single pulse and the relative 
phase between antenna elements is independent of the received signal level.

The phase difference between interferometric elements12 for a signal arriving at an 
angle q, with respect to the boresight direction of the elements, equals

∆j = 2p (d /l) sin q

where d is the baseline separation between the phase centers of interferometric elements 
and l is the operating wavelength as illustrated in Figure 42-10. By taking the derivative 

FIGURE 42-10 Geometry of interferometer
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of this expression and noting that the half power beamwidth of the interferometric lobes 
equals

qI = 0.88l/(d cos q )

it can be shown that the angular accuracy of an interferometric pair equals

sq /qI = 0.181 sj

where sj is the phase measurement accuracy. Thus, the angular accuracy of an interferom-
eter is normalized to the beamwidth of the interferometric pair and depends on the accuracy 
with which the relative phase between interferometric elements can be measured.

In practice, the relative phase between antenna elements can be measured in a modulo 
2p sense. Generally the received signal strength for each interferometric element dictates 
the required antenna gain level. Accordingly, the separation between antenna phase centers 
exceeds several wavelengths, because the antenna apertures cannot physically overlap. 
Because the phase between elements can only be in a modulo 2p  sense, the signal direction 
becomes ambiguous, having several potential values when the baseline between the inter-
ferometric elements are several wavelengths. Interferometeric ambiguities can be elimi-
nated only if the baseline between the antenna element is less than one-half wavelength, 
and the angular accuracy for such a spacing is generally unattractive. Therefore, a means 
must be devised to reliably select the correct signal direction from the possible locations 
corresponding to the phase ambiguities.

One approach12 to the phase ambiguity problem applies to interferometers that use 
high gain antenna elements. If these interferometric antenna elements are configured 
with a monopulse capability, the monopulse estimate can be used to resolve the ambigui-
ties of the interferometer as illustrated in Figure 42-11. Thus, this system design enjoys 

FIGURE 42-11 Monopulse resolution of interferometric  
ambiguities (R. B. Dybdal12 © IEEE 1986)
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the angular accuracy of the interferometer, while the monopulse capability provides the 
means to resolve the interferometric ambiguities. A probability of correct ambiguity reso-
lution has been derived based on the diameters of the interferometric antenna elements, 
the baseline between the elements, and the accuracy of the monopulse capability. For 
practical applications, it can be shown that a high probability of correct ambiguity resolu-
tion exists if the element baseline is limited to four to five times the antenna diameter. An 
attractive feature of this approach is that the results are independent of frequency. As the 
frequency increases, the monopulse accuracy also increases maintaining the probability 
of correct ambiguity resolution. Thus, such a design can be used in wide bandwidth 
applications.

A second approach26 applies in cases where low gain antenna elements are used in an 
interferometer. In this case, additional antenna elements are inserted within the interfero-
metric baseline. In this approach, the overall angular accuracy is obtained from the longer 
baseline, and interferometric processing of the shorter baselines provides the means of 
resolving the phase ambiguities.

The strategy of selecting the spacing of the additional interferometric elements within 
the overall baseline must be devised. If the element spacing is an integer fraction of the total 
baseline, some of the ambiguities of the smaller baseline will be aligned with the ambigui-
ties of the overall baseline. Those ambiguities that are not aligned can be eliminated as 
possible signal directions, and the process is continued until the correct signal direction is 
determined. The fractional integer value can be selected by determining the phase measure-
ment accuracy of the interferometric pairs, and again a probability of correct ambiguity can 
be determined; practically, an element spacing of one-quarter to one-fifth of the total base-
line or the next subbaseline as appropriate yields a reliable indication of the possible ambi-
guities. Like the monopulse resolution of phase ambiguities, this system can be used over 
wide bandwidths since the overall accuracy increases with increasing frequency as well as 
the resolution of the ambiguities. At the highest frequencies, the minimum element spacing 
may be insufficient to resolve all possible ambiguities and the physical constraints on the 
element spacing may not permit additional elements. In this case, forming a synthetic ele-
ment by arraying two elements with the shortest baseline results in a phase center location 
between the two actual elements, and this baseline can be used to resolve the remaining 
ambiguity. A comparison of wide bandwidth techniques for angular location27 illustrates 
the angular accuracy of interferometric approach and other monopulse techniques for broad 
coverage antennas.

Three distinct system parameters exist for antenna tracking designs: sensitivity or 
antenna gain, field of view, and angular accuracy. A further system constraint for practical 
systems is overall size. If the overall size is fixed, a comparison of monopulse and inter-
ferometric systems can be made. Monopulse design have a higher antenna gain because in 
a size constrained application, a single aperture is larger than multiple apertures required 
by interferometric systems; at the same time, the field of view for monopulse designs is 
accordingly smaller than interferometric designs. The angular accuracy of the interferomet-
ric design is better than the monopulse designs. Thus, the role for interferometry is applica-
tions where the wide field of view and angular accuracy requirements are more important 
than signal sensitivity. An example application for an interferometric design is a short range 
system where S/N is not a constraint and high dynamics in signal direction are anticipated. 
In this case, the smaller interferometric antenna elements have a wider angular field of view 
than a single monopulse antenna. This wider field of view is advantageous in following the 
angular position of the signal. Additionally, the reduced size of the interfereometric anten-
nas compared with the single large monopulse design eases the mechanical requirements 
for angular beam positioning.
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42.7 ANTENNA TRACKING TESTING

Testing antenna tracking designs21 generally requires not only RF evaluation but also 
mechanical and control testing. The RF testing includes the normal evaluation of antenna 
gain, pattern, polarization, and bandwidth capabilities. The testing generally evaluates the 
feed performance and then the integration of the feed into the antenna. Monopulse testing 
is more complex, since the performance of both the sum and difference channels must be 
determined along with the error response characteristics. Careful attention to the coinci-
dence of the sum channel’s boresight axis and tracking channels’ null is required. Attention 
must also be paid to the group delay differences between the sum and difference channels. 
Finally, the error response of the antenna, or the difference over sum pattern ratio, must 
be measured to establish the tracking sensitivity of the design and the angular region over 
which the linear error response prevails.

Having established the RF performance, the boresight axis of the antenna must be ref-
erenced to the mechanical axes of the antenna positioner. Small antennas can be measured 
in general purpose antenna test facilities and such testing does not necessarily require the 
operational positioner. The boresight alignment in this case is most conveniently performed 
in the test facility and the mechanical position of the antenna can be referenced to the elec-
trical boresight axis, through the use of optical cubes, for example. Larger antennas, which 
cannot be readily accommodated in a test facility, require alignment when integrated with 
the positioner into the site. In addition to leveling the positioner, the positioner must be 
aligned to true north so that the angle encoders are properly registered.

Independent of how the antenna boresight is mechanically referenced to the positioner, 
any biases in antenna pointing must be determined. Signals whose directions are known 
are measured using the antenna system; such signals can include radio sources, signals of 
opportunity such as satellites, and calibration sources in known directions. The directions 
of these signals can be measured by step track and monopulse processing as appropriate. 
The antenna is commanded to point at the signal and differences in this direction and the 
direction indicated by antenna tracking provide the means to determine azimuth and eleva-
tion biases. Generally, antenna patterns are symmetric about the boresight axis near the 
main beam peak. Selecting different angular offsets (for example, 2, 2.5, 3, 3.5 dB) from 
the beam peak and looking at the boresight axis determined by the midpoint between the 
respective angular offsets provides some averaging opportunities for defining the boresight 
axis further. Least square fits to an approximate or measured beam shape is another alterna-
tive. The end objective is to verify the open loop pointing commands yield the same signal 
alignment as that determined by the antenna tracking technique. Independent signal of 
opportunities such as satellites can also be used to assure further confidence in the antenna 
boresight registration.

Monopulse systems alignment is more complex. The sum and difference patterns must 
have coincident boresight axes and open loop measurements are a starting point. The error 
response can also be measured and verification of null coincidence yields confidence. 
Measurement of the error response, and its deviation from linear, provides a measure of 
the acquisition range of the design. The need to have proper phasing between the sum 
and difference channels in order to minimize crosstalk between the azimuth and elevation 
channels also requires verification. An external signal source provides a tracking source; 
and signals of opportunity at relatively high elevation angles to avoid multipath should 
be used. (Such signals include existing satellite signals or radio sources.) The antenna is 
commanded to an offset angular position in azimuth, for example, and the tracking system 
is then activated. The azimuth and elevation encoders are observed and the tracking return 
to boresight should only occur in the azimuth direction in this example. Such tests are then 
repeated in the elevation plane. Testing of this type is commonly referred to as snap on 
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tests and should be repeated at different angular offsets to determine the angular limits of 
the tracking capability.

Other tests are required to evaluate the control system for closed loop tracking designs. 
The control system is evaluated by measuring its step response and ramp response.21 Again, 
a signal source is required for such testing and a low frequency function generator is used 
to inject offset error signals into the control system. The step response is measured by 
injecting a low frequency square wave into the error signal. The rise and fall character-
istics define the control performance and the damping and overshoot characteristics are 
observed. The ramp response is obtained by using a triangular wave from the function 
generator and evaluates the linearity of the error response. By increasing the amplitude 
level of the function generator, the angular extent of the tracking system can be evaluated. 
This angular extent is limited by either the error response or when the amplitude modula-
tion of the tracking signal saturates the tracking receiver. The dynamic range of the tracking 
receiver is measured by determining a threshold input level for acquisition and the input 
level needed to saturate the receiver.

The remaining testing requires a determination of the dynamic tracking performance. 
Such testing requires a moving signal source and knowledge of its dynamic motion. For 
satellite systems, the use of a polar satellite and measurements of the tracking during a sat-
ellite path provides such an opportunity. The satellite position is well known through the 
satellite’s ephemeris and the time variation in azimuth and elevation can be determined a 
priori. Comparison of this time variation with the measured variation provides a dynamic 
evaluation of the performance. Selection of a satellite pass with a high elevation angle results 
in tracking trajectories having high dynamic motions and provides a good measure of the 
achieved satellite tracking performance.

The dynamics of the antenna are ultimately limited by the structural resonances of the 
design, which is a mechanical design issue. To first order from a control viewpoint, an 
antenna is an integrator until limited by structural resonance. A tabulation of roughly one 
hundred high performance antennas28 has been made as a function of the antenna diameter. 
Examination of this data reveals the upper bound of the resonant frequency fr shown in 
Figure 42-12.

fr = 250/D, Hz

FIGURE 42-12 Structural resonance versus antenna diameter (after D. D. 
Pidhayny28)

1

10

100

1000

1 10 100

Antenna Diameter, ft

S
tr

u
ct

u
ra

l R
es

o
n

an
ce

, H
z

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Antenna Tracking



42-24 CHAPTER FORTY-TWO 

where D is the antenna diameter in feet. When evaluating the resonant frequencies, care 
should be taken to ensure other structural resonances associated with the antenna feed do 
not limit tracking accuracy.

Antenna tracking evaluation normally required the development of an error budget to 
project the uncertainty in antenna tracking accuracy. This budget is specific to the design 
and application of the antenna tracking design, the S/N obtained by the system design, 
and in the terminal guidance case, must also address the target effects. The error budget 
contains both mean and random error components and generally, the error budget is com-
prised of the algebraic errors and an rss sum of the random components. Such error budgets 
require significant attention to quantifying the individual error components. An example29 
illustrates the evaluation of a K-band ground terminal and includes the design description 
and evaluation including crosstalk evaluation and the effects of wind.
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43.1 INTRODUCTION

A microwave beacon system, like a radar, transmits a pulsed RF wave to locate a target, 
using the time delay of the “echo” to determine distance and using antenna directionality to 
determine angular location. The distinguishing feature of a beacon system is that the target 
cooperates in this process, using on-board electronics to enhance the returned RF wave with 
amplification, frequency shifting, or coding. Beacons are thus highly accurate and reliable 
surveillance systems and also can provide some data-link capability. Beacon systems typi-
cally consist of transponders and interrogators. Transponders are the active devices carried 
by the target to provide the enhanced echo. Transponders are usually located on moving 
platforms, although fixed transponders may be used to mark hazards, navigation points, or 
calibration points. Interrogators employ equipment similar to that of conventional pulsed 
radars, i.e., a transmitter which elicits replies from the transponder and a receiver to detect 
and process the replies.

The most widely deployed beacon system is the military Identification Friend or 
Foe (IFF) system and its civilian derivative Air Traffic Control Radar Beacon System 
(ATCRBS). The military systems are also known as Mark X, Mark XII, and Mark IV IFF. 
Mark IV, the latest version, is known internationally as the NATO Identification System 
(NIS). The civilian systems are also known internationally as Secondary Surveillance Radar 
(SSR). All systems have similar waveforms and share common frequencies of 1030 MHz 
for interrogation and 1090 MHz for reply.1–3 Polarization is always vertical. NIS also can 
be interrogated by certain radar signal formats at frequencies near C-band.

Transponders typically must respond to interrogations from any direction in space. 
Therefore, antennas with omnidirectional coverage in azimuth (see Figure 43-1) are desir-
able for this part of the beacon link. For aircraft, the antennas are usually blade antennas 

FIGURE 43-1 Handheld Identification Friend 
or Foe (IFF) radar transponder with omnidirec-
tional antenna (© 2007 Sierra Monolithics, Inc. 
All rights reserved.)
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(aerodynamically shaped monopoles) protruding from the aircraft skin or flush-mounted 
annular slots in the skin. The design of these antennas is relatively straightforward, with 
primary emphasis on location to minimize shadowing.4,5 A modest 8 percent bandwidth 
covers the interrogation and reply frequencies. Interrogators, which also must respond to 
NIS radar interrogations, must have additional bandwidth. When aircraft shadowing pre-
vents omnidirectional coverage from a single antenna, transponders are available with a 
time-sharing switch to rapidly sample two antennas (e.g., one on top of the aircraft and 
another on the bottom).

The interrogator may be either ground-based or airborne. In either case, the interrogator 
antenna is highly directional, with some means for scanning the directional beam over a 
volume of space. Thus, interrogator antennas are more complex in design and operation. 
These constitute the central focus of this chapter.

43.2 INTERROGATOR ANTENNA  
DESIGN PRINCIPLES

Requirements for interrogator antennas are similar to those for radar antennas, with the 
following differences:

● Beacons do not benefit from the “two-way” sidelobe suppression of radar.
● The beacon’s greater link reliability mandates greater attention to suppression of false 

targets due to multipath and sidelobe effects.
● Beacon power levels can be much lower because of target cooperation.
● Beacon antenna gain is often less critical than radar.

Minimization of false targets from multipath and sidelobe effects is a central design 
consideration. Collocation with a primary radar and the large physical dimensions imposed 
by the relatively low frequency are other factors.

Vertical Pattern Design

The preferred vertical pattern shape for surface-based interrogators is a sector pattern (uni-
form gain from the horizon to some prescribed upper limit) or a modified cosecant pattern. 
The cosecant pattern is preferred for long-range systems requiring high gain near the hori-
zon. The upper limit of coverage is typically about 40° elevation.

Multipath reflection from surrounding terrain is a major contributor to false targets 
for surface-based interrogators. Multipath is minimized by shaping the vertical radiation 
pattern to reduce radiation below the horizon. Older antenna designs used small vertical 
apertures with broad vertical patterns, resulting in considerable radiation onto surrounding 
terrain. More recent designs have larger vertical apertures to shape the vertical pattern for 
substantially reduced radiation below the horizon. Figure 43-2 shows examples of vertical 
lobing for small and large apertures.

The antenna beam is usually tilted up slightly so that the pattern level at the horizon is 
−6 dB. A useful measure for multipath rejection is the slope of the vertical pattern at the 
horizon, measured in decibels per degree. Figure 43-3 shows the envelope of the multipath 
minima as a function of this cutoff rate. Since higher cutoff rates require larger apertures, 
the trade between antenna size and reduced multipath must be made carefully. A cutoff of 2 
to 4 dB per degree has been found to be satisfactory for most installations.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Microwave Beacon Antennas



43-4 CHAPTER FORTY-THREE 

FIGURE 43-2 Influence of vertical aperture on elevation lobing patterns

FIGURE 43-3 Envelope of lobing minima for various horizon cutoff rates
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Pattern-synthesis techniques have been developed to optimize horizon cutoff subject to 
constraints on antenna size, above-horizon coverage, and sidelobe levels. For the synthesis 
of sector beams, Evans6 has adapted a procedure originally developed for digital filters. 
For engineering estimates, Lopez7 provides curves (normalized to a vertical aperture of 
one wavelength) relating horizon cutoff, sidelobe level, and ripple within the sector beam 
(see Figure 43-4).

For urban interrogator locations, limited electronic scan of the vertical pattern is very 
useful to avoid direct illumination of tall buildings, thereby reducing reflected false targets. 
This feature, called beam hopover, allows the −6-dB pattern point to be tilted up slightly 
when interrogating in the direction of the obstruction. Array implementations of the inter-
rogator can use a multiple-beam feed network to achieve this feature with a minimum 
number of switches or phase shifters. With a reflector antenna, a secondary feed below the 
focus can achieve the result.

Recent designs have used dipole arrays because they provide the control of vertical 
illumination needed to obtain shaped patterns, good horizon cutoff, and effective use of 
vertical aperture. Shaped reflectors also can be used, with multiple-horn and line feeds.

Because the vertical pattern is broad, it provides no significant ability for vertical-plane 
direction finding. This is usually not a limitation, because many transponder replies include 
a coded report of altitude. Thus the interrogator often receives a direct report of the target’s 
vertical coordinate.

Horizontal Pattern Design

In the horizontal plane, accurate determination of target angle and minimization of 
false targets are of central importance. Surface-based interrogators typically use a low- 
sidelobe beam with a 3-dB width of 2 to 4°. The target’s location can be measured to an 
accuracy of about one-tenth the 3-dB beamwidth by scanning the beam across the target 

FIGURE 43-4 Normalized horizon cutoff rate 
(after Lopez7 © IEEE 1979)
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while interrogating continuously, with the target location estimated as the centroid of the 
“run” of replies that is received. For greater accuracy, a monopulse difference pattern is 
included in the horizontal plane. Standard off-boresight monopulse processing is used. 
With monopulse, angle accuracy of 1 to 2 percent of the half-power beamwidth is pos-
sible.8 For monopulse antennas, the two patterns are called the ∑ (sum) and ∆ (difference) 
beams, respectively.

For arrays, the ∑ beam is formed with cophased illumination in the horizontal dimen-
sion. Amplitude tapering for −25- to −30-dB sidelobes is typical. The ∆ beam is obtained 
by feeding opposing sides of the aperture in phase opposition. Use of the ∑ amplitude 
taper for both the ∑ and ∆ patterns gives a simple feed network but results in quite high 
∆ sidelobes. This high-sidelobe ∆ pattern is suitable only for noncritical uses. A more 
complex multibeam feed network, capable of producing an independently optimized  
∆ illumination (such as the Bayless taper), is usually required. Optimal ∑ and ∆ illumina-
tions are very similar on the outer parts of the array, so the multibeam feed is only required 
for the center portion of the array. Figure 43-5 shows the two types of difference patterns 
and their respective aperture illuminations.

For reflectors, a conventional parabolic contour in the horizontal plane gives the desired 
pencil beam. Careful control of feed spillover is needed to ensure that backlobes are −30 dB 
or lower. Standard monopulse feed design will give suitably low ∆ sidelobes.

Sidelobe Suppression

A procedure called interrogation sidelobe suppression (SLS) cues the transponders to avoid 
replying to sidelobes of the interrogator antenna. With SLS, the interrogation is transmitted 
first by the ∑ pattern and then by an omnidirectional “control” pattern (Ω). The Ω gain is 
lower than that of the ∑ beam but higher than that of the sidelobes. The transponder replies 
only if the amplitude for the ∑ interrogation exceeds that for the Ω by some prescribed mar-
gin, indicating that the interrogation came from the main beam. A variation called improved 

FIGURE 43-5 Typical far-field horizontal patterns with the corresponding aperture distribu-
tions shown in the insets
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SLS (ISLS) provides for suppression of reflected main-beam interrogations. With ISLS, a 
pulse is transmitted simultaneously on the ∑ and Ω beams, and the transponder measures 
timing differences to detect an interrogation arriving via a reflected path. Some beacon 
systems also employ SLS on the reply link (RSLS). With RSLS, a two-channel receiver 
compares replies received on the ∑ and Ω antennas, blanking the reply when the relative 
amplitude indicates a pulse received by a ∑ sidelobe.

When the directional and control beams (∑ and Ω) are derived from the same aperture, they 
share a common phase center. Consequently, the multipath lobing (see Figure 43-1) will be the 
same for both beams, so the proper ∑/Ω amplitude is preserved at all elevations. If, however, 
the phase centers are vertically displaced, the lobing does not match, and faulty SLS operation 
occurs. When an ∑ peak aligns with an Ω null, sidelobe amplitude may be high enough to 
“punch through” the Ω coverage. When an ∑ null aligns with an Ω peak, even the main beam 
may be unable to exceed the Ω gain, and all replies are suppressed. This differential lobing can 
be a serious problem, so most recent designs have used common phase centers.

Common types of ∑ and Ω patterns are illustrated in Figure 43-6 and described below.

● Omnidirectional pattern This pattern is usually formed by a separate antenna, often a 
collinear array of dipoles. Its advantage is simplicity. It does not rotate and therefore does 
not require an additional rotary joint channel, and it does not constrain the design of the 

FIGURE 43-6 Generic control-pattern types
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directional antenna. The vertical pattern of this Ω antenna is often designed to match that 
of the ∑. To avoid mutual blockage, the two antennas are displaced vertically, causing 
differential lobing. Such systems exhibit marginal SLS operation9,10 and are avoided in 
critical applications.

● Difference pattern The high-sidelobe difference pattern formed by an abrupt phase 
reversal at the center of the ∑ illumination is sometimes used for Ω coverage. The ver-
tical patterns and phase-center locations are closely matched, so differential lobing is 
minimized. The pattern is easily formed, requiring only a “magic T” power divider at the 
center of the array, and it imposes no other design constraints. Its principal shortcoming 
is that it provides little Ω coverage behind the antenna, allowing possible interrogation 
by backlobes and reflections.

 With this pattern, the Ω pulse can be transmitted at a higher power level relative to the 
∑ because the null precludes main-beam blanking. The higher power compensates for 
the relatively poorer Ω coverage. This also narrows the effective beamwidth over which 
replies are elicited, because a substantial part of the main beam skirts are also blanked. 
Airborne military interrogators, where aperture size is often limited, use this effect to 
improve angular accuracy. For example, with Ω power that exceeds ∑ by 5 to 10 dB, an 
antenna with a 35° 3-dB beamwidth can elicit replies over only a 5° sector. The design 
must consider the substantially higher power at the Ω port.

● Notch pattern For array implementations, this type offers an excellent combination of 
common phase center, central null, and control of sidelobe punch-through. The pattern 
is produced by the broad radiation from a single central column of the array, with simul-
taneous out-of-phase by the ∑ pattern to produce the notch. Because of the ∑’s greater 
gain, little power is needed to produce the notch, typically about 1 percent of the total. An 
auxiliary “backfill” antenna is usually added to cover backlobe radiation in this approach. 
(A backfill antenna is also useful with the difference-pattern omni.)

43.3 INTERROGATOR ANTENNAS: PRACTICE

The following paragraphs describe practical issues faced by designers of ground- and air-
based beacon interrogation antennas.

Ground-Based Systems

For many years the standard configuration for ATCRBS/IFF interrogators consisted of a 
linear array (commonly called a hog trough because it resembles an animal feeder) and a 
stationary omnidirectional antenna. The hog trough is a sectoral horn fed by a horizontal 
array of dipoles and is about 26 ft long. The beamwidth is 2.3° in azimuth and 42° in eleva-
tion. Peak sidelobe level is typically −23 dB. The omnidirectional antenna is a biconical 
horn or collinear dipole array mounted on a fixed mast beside the interrogator. Figure 43-7 
shows such an installation at a Federal Aviation Administration (FAA) site. A more recent 
design,11 shown in Figure 43-8, features an integral notch-type SLS pattern and also a dif-
ference pattern that can be used for monopulse angle estimation and RSLS. The military 
uses various shorter versions of the hog trough for its mobile interrogators. An example 
is shown in Figure 43-9. These are approximately 14 ft long, have a difference-pattern Ω, 
and have a wider azimuth beamwidth, typically about 4°. All of these antennas have little 
elevation beam shaping and little horizon cutoff (about 0.3 dB per degree). All are subject 
to problems of multipath.
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FIGURE 43-7 Typical hog-trough antenna (Courtesy of Department of Transportation, 
Federal Aviation Administration)

FIGURE 43-8 Typical SSR antenna (Courtesy of Cossor Electronics, Ltd.)

FIGURE 43-9 Typical military IFF antenna (Courtesy of Hazeltine Corporation)
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More recently, designs have employed increased vertical aperture to control mul-
tipath. The open-array antenna12 shown in Figure 43-10 is a planar array of dipoles 
with a vertical aperture of 5 ft. It has a horizon cutoff of 2.2 dB per degree and employs 
an integral notch-type Ω pattern (with backfill radiator) for SLS, so multipath prob-
lems are greatly reduced compared with the hog trough. The dipole array is made 
unidirectional by columns of parasitic reflector dipoles located behind and between the 
columns of driven dipoles. This eliminates the need for a ground plane, giving a very 
open construction that has low wind loads, even with ice accumulations. Typical radia-
tion patterns for this antenna are shown in Figure 43-11 and Figure 43-12. The open 
array has replaced the hog trough as the standard ATCRBS antenna at FAA terminal 
radar sites.13

At sites which have a large radar reflector as part of the surveillance equipment, a sharp 
horizon cutoff for the beacon can be obtained by sharing the reflector with the radar, using 
an integral beacon feed. Since both feeds must be located approximately at the reflector’s 
focal point, the principal design problem is ensuring that each feed operates properly in 

FIGURE 43-10 Open-array SSR antenna. The ladder-like top section 
makes up the SSR directional antenna.

FIGURE 43-11 Open-array azimuth patterns (Courtesy of Texas Instruments, Inc.)
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the presence of the other. S-band and L-band radars are commonly associated with beacon 
systems. The two bands have somewhat different design concerns, as follows:

● The S-band reflectors are relatively small, yielding approximately a 4° azimuth beam-
width and 2 dB per degree horizon cutoff. The 4° beam is too wide for most FAA appli-
cations but is useful for certain less-demanding military applications. The S-band feed 
horn is small relative to the longer beacon wavelength, so an array of beacon dipoles can 
usually be disposed around the horn to make a beacon feed whose phase center is at the 
focal point.

● The L-band reflectors are larger, giving a 2° azimuth beamwidth and 4 dB per degree cut-
off. However, the larger physical size of the L-band feed horn usually precludes a sepa-
rate dipole array around the radar horn. Therefore, either the beacon must be duplexed 
into the radar horn or the beacon feed must be displaced from the focal point.

For either band, the beacon feed must be isolated from the radar so that it is not damaged 
by high radar-power levels and so that radar power is not coupled into the beacon receiver. In 
many cases the radar feed is circularly polarized, with both amplitude and phase patterns care-
fully adjusted for good axial ratio and proper illumination of the reflector. The beacon feed, 
being vertically polarized, can alter the axial ratio, degrading polarization performance of the 
radar. For either band, the elevation pattern is largely determined by the reflector contour, and 
it often approximates a cosecant-squared shape. The beacon feed pattern can be modified to 
direct more energy at the “spoiled” part of the parabolic contour, thereby increasing elevation 
coverage at higher angles to more nearly approximate a sector pattern.

FIGURE 43-12 Open-array elevation pattern (Courtesy of Texas Instruments, Inc.)
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Figure 43-13 shows beacon dipoles around the feed of an S-band radar. An array of 
dipoles, as shown in Figure 43-14, provides the feed-pattern control needed to optimize the 
beacon’s azimuth and elevation-pattern shapes.

In the L-band ARSR-3 radar, the beacon feed is located beside the radar horn, off the 
focus (see Figure 43-15 and Figure 43-16). This introduces an azimuth offset between the 

FIGURE 43-13 Tactical S-band radar antenna with integral 
IFF feed (Courtesy of Thomson-CSF)

FIGURE 43-14 Integral beacon feed for elevation-
pattern shaping (Courtesy of AEG-Telefunken)
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beacon and radar patterns. The returns are corrected with signal processing so that they 
appear coincident on the display. Radiation patterns for the ARSR-3 beacon feed are shown 
in Figure 43-17.

Experimental beacon antennas using electronic scanning have been constructed. Cylindrical 
arrays are used to provide 360° azimuth scan. The version shown in Figure 43-18, built by 
Hazeltine Corporation’s Wheeler Laboratory, mounts on the fixed portion of the tower for 
an S-band radar.14 The vertical pattern is a sector beam with 3 dB per degree horizon cutoff.  

FIGURE 43-15 ARSR-3 long-range surveillance radar antenna (Courtesy of 
Westinghouse Electric Corp.)

FIGURE 43-16 Integral beacon feed for the ARSR-3 (Courtesy of 
Westinghouse Electric Corp.)
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It includes beam hopover to avoid reflection obstructions. The antenna has ∑, ∆, and Ω horizon-
tal patterns, with a 2.4° beamwidth. The azimuth beamwidth is held nearly constant for all eleva-
tion angles (see Figure 43-19) by a multiple-angle collimation scheme. Scanning, performed 
by a combination of switches (sector steps) and phase shifters (fine incremental steps), can 
emulate the uniform continuous motion of a mechanical-scan system (for compatibility with 
existing systems) or can be completely agile to support more advanced interrogation manage-
ment schemes. To date, this antenna has not been widely deployed.

The array shown in Figure 43-20 has been developed for tactical applications.15 The 
65° azimuth beam is scanned in increments of 5.6° using a modal Butler-matrix feed that 

FIGURE 43-17 Typical radiation patterns for the ARSR-3 beacon antenna (Courtesy of 
Westinghouse Electric Corp.)

FIGURE 43-18 E-SCAN cylindrical array (Courtesy of Hazeltine Corporation)
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excites all eight dipole columns. The SLS and monopulse functions share a difference-type 
pattern synthesized to provide backlobe coverage. All beams have the same elevation pat-
tern with a high horizon cutoff rate.

The cylindrical array shown in Figure 43-21 has been developed for shipborne IFF use. 
The directional beam, complemented by a stationary omnidirectional SLS beam, is posi-
tioned by a Lockheed-proprietary trimode scanner system.16

FIGURE 43-19 Beamwidth variation of E-SCAN 
array versus elevation angle (Courtesy of Hazeltine 
Corporation)

FIGURE 43-20 Tactical IFF-
ATM cylindrical array (Courtesy of 
Bendix Communication Division)

FIGURE 43-21 Shipborne ATC-IFF cylindrical array AN/OE 120/UPX (Courtesy of 
Lockheed Electronics Co.)
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Airborne Systems

To date, most IFF interrogators on airborne 
platforms have been for military use. Airborne 
interrogators have not seen wide use in civilian 
aviation.

Airborne IFF interrogators almost always 
have limited availability of aperture size. 
They are typically used in conjunction with 
a radar at X- or Ku-band. Figure 43-22 shows 
a typical implementation in which L-band 
dipoles for IFF are mounted on the surface 
of a radar reflector. The dipoles use reso-
nant techniques to reduce scattering at the 
radar frequency. Use of thin dipole arms and 
baluns also reduces the effect on the radar. 
Radar/beacon interaction is most easily con-
trolled when the polarizations of the two sys-
tems are orthogonal. Because the beamwidth 
is always relatively large, beam sharpening 
using difference-pattern SLS is employed, 
with the power level for the difference  
pattern at nominally 9 dB above the sum  
pattern.

Other, similar radar antennas have used cavity-backed L-band slots instead of 
dipoles. The slot apertures are flush with the reflector surface, and the slots and cavi-
ties are carefully tuned to maximize reflectivity at the radar frequency. Folded l/2 slots 
in which the slots are very thin (width < 0.01l) have been found to be quite invisible 
to the radar.

IFF dipoles also have been added to “flat plate” radar antennas (planar arrays of wave-
guide slots). Thin, carefully tuned dipoles and orthogonal polarization are used to minimize 
interaction of the two systems.

The use of airborne interrogators on 
civilian aircraft has been investigated to 
provide traffic-alert and collision-avoidance  
information. An experimental antenna for 
this purpose is shown in Figure 43-23. This 
antenna can form either a directional beam or 
a notched beam in any one of eight azimuth 
directions. Using sidelobe suppression, the 
antenna is used to interrogate selected 45° 
sectors. The replies are received on multiple 
beams and are processed to provide 360° 
direction-finding capability with 8° rms 
accuracy. Top-loaded monopoles are used in 
this design to provide a low-drag antenna. 
Four monopoles spaced at approximately 
l/4 are used. The dipoles are fed by a beam-
forming network consisting of stripline cou-
plers, diode switches, and phase shifters.

FIGURE 43-22 IFF array for airborne fire-
control radar (Courtesy of Hazeltine Corporation)

FIGURE 43-23 Fuselage-mounted interrogator 
array for collision-avoidance system (Courtesy of 
Dalmo Victor Operations, Textron, Inc.)
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44.1 INTRODUCTION

Antennas for satellite systems are required for both the space and user segments. Such 
antennas pose interesting design and test challenges. Space segment antenna designs are 
arguably the most diverse spacecraft technology varying with frequency, coverage require-
ments, and flexibility of operation. Likewise, user segment antenna designs vary drastically 
with frequency and data rate requirements, and can vary from very small designs as satellite 
services are extended to individual users to much larger ground terminals for high data rate 
services. The technology for both the space segment and the user segment is quite diverse 
and draws upon those technologies described in detail elsewhere.

Communication services are a major application for satellite systems and the diversity of 
antenna technology1 that has been used for communication satellites has a significant range of 
performance capabilities. Both commercial and military services are commonly found and the 
differences in their objectives are apparent in the choice of technology. Commercial commu-
nication systems are strongly motivated to obtain as much communication capacity from their 
allocated bandwidth thereby increasing the amount of data that can be communicated. This 
motivation has resulted in the development of frequency and polarization reuse techniques. 
Frequency reuse uses the same bandwidth in portions of the satellite’s field of view that are 
isolated by the satellite’s antenna patterns. Polarization reuse techniques increase throughput 
by transmitting and receiving orthogonally polarized signals. Commercial systems are devel-
oped based on projected capacity demands in well defined coverage areas. Military systems, 
by contrast, require flexibility in their coverage characteristics in order to respond to changing 
geopolitical needs. Military services use technology to mitigate interference from undesired 
sources to protect authorized users. Other satellite applications provide navigation services 
and remote sensing data. The requirements for these applications provide differing challenges 
from communication applications. Finally, every satellite system requires tracking, telemetry, 
and control (TT&C) capabilities to determine the satellite’s orbital location, provide health 
and status information on the satellite, and inject and validate commands to maintain satellite 
operation over its lifetime.

While specific applications have differing antenna technology requirements, these appli-
cations have common issues. The mantra for the space segment is size, weight, and power 
(SWaP) because of limitations imposed by the satellite launch capabilities. A significant 
development effort in composite materials and reduced weight fabrications has resulted. 
Space segment antennas must have the capability to withstand launch and on-orbit envi-
ronments and consequently, the designs must be sufficiently rugged to survive launch as 
well as have adequate thermal protection for accommodating the on-orbit thermal extremes 
while having a low mass. Satellite antennas must also reliably operate unattended over 
the long orbital lifetimes. Reliability concerns result in rigorous prelaunch testing and the 
antenna designs are generally required to substitute redundant RF electronics to maintain 
operational capability over the required lifetime. In many cases, restrictions on the launch 
vehicle envelope result in the need for antenna deployment mechanisms to position antenna 
components to their operational configuration, so the reliability required for such mecha-
nisms is understandably high. Still other requirements for electromagnetic interference/ 
electromagnetic compatibility (EMI/EMC) are necessary to avoid mutual interference 
to/from satellite subsystems. The user segment also faces common requirements in their 
development/implementation. User antennas for communications have established require-
ments for antenna sidelobe control to avoid interference to/from adjacent satellites. The 
spectral crowding with other microwave services in adjacent frequency allocations, partic-
ularly at the lower microwave frequencies, requires increased design attention to protecting 
user systems from unintentional out-of-band interference from terrestrial users using other 
microwave services. As the trend to extend satellite services to individual users continues, 
design challenges include low fabrication cost to control the overall system acquisition 
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costs and developing reliable minimal testing techniques to assure design compliance on 
a production basis.

The satellite orbits provide other differences in space and user segment antenna designs. 
Predominately, satellites are in a geostationary earth orbit (GEO), which maintains these 
satellites in a fixed position above the earth as the earth rotates. This orbit locates satellites 
20,000 nmi above the earth where the earth subtends about a 16.9° field of view. The combi-
nation of the long range separating the user segment and the satellite and the relatively nar-
row field of view dictates the use of high gain antennas on the space segment to permit link 
closure. Nonetheless, maintaining a fixed position over the earth has a significant advantage 
in providing continuous service to users. One disadvantage of this orbit is the limited cov-
erage in polar regions. Applications, such as navigation, require complete global coverage 
including polar regions. These applications generally use inclined orbital constellations in a 
lower medium earth orbit (MEO) 12-hour orbit, with a 10,000 nmi altitude where the earth 
subtends about 28.7°. Other applications, particularly for remote sensing, use still lower low 
earth orbit (LEO) inclined 450 nmi orbits where the earth subtends 83°. This is used both to 
meet resolution requirements in their determination of feature contrasts and to achieve global 
coverage. As the satellite altitude decreases, the earth subtends a wider field of view from 
these lower altitude orbits, while a broader antenna coverage is required for the space seg-
ment. Satellite orbits between MEO and LEO altitude extremes are less attractive because the 
ionizing radiation from the Van Allen belts imposes significant protection requirements for 
electronic components. These orbital alternatives also impact the user segment. For example, 
geostationary satellites that maintain their position have very minor user antenna tracking 
requirements, especially in comparison to low altitude satellites that require user terminals to 
follow the satellite’s trajectory when the satellite is in view. The reduced range to LEO satel-
lites can also reduce user performance requirements. However, since an individual satellite 
within the constellation has a limited time in view of the user, switching to another satellite 
within the constellation is necessary to maintain service availability.

Clearly, antennas for satellite systems have a wealth of challenges for design, devel-
opment, and operation. The subject is truly multidiscipline, requiring not only an RF 
understanding but also mechanical and thermal awareness, interface issues with RF and 
control electronics, weight, volume and power, implementation costs, and extensive test-
ing requirements following both established practice and test issues peculiar to space sys-
tems. The diverse technologies used in satellite systems provide opportunities for creative 
designs, and, as in the past, significant development challenges exist for future satellite 
system antennas.

At a system level, two parameters specify antenna system level performance for satellite 
communications:

1. The G/ T (antenna gain, G, divided by system noise temperature, T ) for receiving antennas

2. Effective radiated power (ERP), equal to antenna gain multiplied by transmitted power, 
for transmitting antennas

The required values of these system parameters are derived from link analyses for com-
munications. Generally, Eb /No, the received signal energy per bit divided by the noise spec-
tral density, is determined from

Eb /No = ERP G/T [L/(kRb(4p R/l)2)]

where L is the system loss that includes propagation loss and receiver implementation 
loss, k is Boltzmann’s constant, Rb is the bit rate of the data, R is the separation between 
transmitting and receiving antennas, and l is the wavelength corresponding to the data rate. 
The value of Eb /No is determined from the data fidelity requirements in terms of bit error 
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rate (BER), the statistical average of the number of bits received in error out of a specified 
total number. The BER values are a function of Eb /No, which is commonly referred to as a 
“waterfall” curve that is dependent on the modulation format used and the receiver’s imple-
mentation loss. Both ERP and G/ T directly depend on the antenna gain value.

The space segment is characterized by the uplink G/ T for the receive antenna and the 
downlink ERP for the transmit antenna. The system parameters for the space segment are 
generally specified as minimum values over their required coverage area and also include 
the effects of antenna pointing errors resulting from the satellite’s attitude uncertainties. 
The user segment is characterized by the uplink ERP transmit capability and the downlink 
G/ T receive capability and are burdened by user antenna pointing errors.

The system noise temperature T has two components, the antenna temperature and the 
receiver noise temperature of the electronics. Both the antenna gain and system noise tem-
perature must be specified at a common reference plane (for example, the input terminals of 
a low noise amplifier) to quantify the G/ T capability of the design. For the space segment, 
the specification of earth-directed antennas typically references an ambient 290 K noise level 
for the antenna temperature. In practice, antenna temperature values2 are somewhat lower, 
resulting from the emission characteristics of the particular portion of the earth the antenna is 
servicing. The antenna temperature is typically higher than existing low noise receivers and 
it limits the uplink system sensitivity. An exception is crosslink antennas that provide con-
nectivity between satellites; these antennas view a cold 3 K background noise temperature. 
The user antenna temperature, as will be discussed in Section 44.3, depends on atmospheric 
path loss that is a function of the elevation angle to the satellite and ohmic loss.

44.2 SPACE SEGMENT ANTENNAS

One approach in describing space segment antennas separates the designs by their cover-
age requirements. This separation results in earth coverage designs that span the earth’s 
field of view, spot coverage designs that serve a limited portion of the earth’s field of 
view, multiple beam designs that serve the entire or a limited portion of the earth’s field 
of view, and hemispheric coverage antennas needed for TT&C applications. When con-
nectivity between satellites is required, point-to-point antennas are used in crosslink 
subsystems. Such crosslink subsystems allow global connectivity without the need for 
a relayed link with a ground terminal. Additionally, antennas for remote sensing appli-
cations require narrow beamwidths to obtain the required resolution for extracting the 
desired parameters and these narrow beamwidth antennas must be scanned to obtain their 
coverage requirements. This separation by coverage will be used in this discussion.

Earth Coverage Designs

The simplest satellite antenna design provides coverage over the complete earth disk 
visible from the satellite. Earth coverage antennas were the only feasible option for early 
satellites because of weight constraints and satellite attitude stability. Today, such designs 
are used in a limited number of applications, such as user access and routing, gateway 
(a link to a ground terminal that processes the uplink information into the downlink), 
services to avoid steering a more directive antenna beam, and so on. The technology for 
geostationary satellites generally uses simple horn antennas at microwave frequencies; 
corrugated or dual mode technologies are commonly used to obtain efficient rotationally 
symmetric patterns with good axial ratio performance. Such antennas are both small and 
lightweight. When both receive and transmit earth coverage services are required, and  
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a tradeoff exists between using a single horn for both receive and transmit or using indi-
vidual horns for each function. When the individual horns are used, physical separation 
provides isolation to reduce the filtering requirements for diplexing and, with reduced 
filtering requirements, lower loss can be achieved.

When earth coverage antennas are used in orbits lower than geostationary, the earth sub-
tends a greater angle and the range differences between the subsatellite point and the earth’s 
limb also increase. In this case, antenna designs with a shaped pattern can be used to equal-
ize performance for users within the visible portion of the earth. Arguably, the best known 
example of such designs is the antenna array3 used in navigational satellites. This array 
design produces higher gain towards the earth limb than at the subsatellite point, in order to 
offset the range differences between the subsatellite point and the limb of the earth.

Spot Coverage Designs

Spot coverage antennas serve a limited portion of the available field of view. A simple 
example is a parabola antenna mechanically positioned to serve a specified region of the 
earth. If communication needs change, the antenna can be repositioned to provide coverage 
in that area. Since a limited portion of the field of view is covered with a narrow antenna 
beamwidth, the antenna coverage area must also encompass the uncertainty resulting from 
the attitude stability of the spacecraft.

In some applications, coverage over the specified area and reduced coverage in other 
portions of the field of view is required. Such requirements typically arise to satisfy regula-
tory issues that limit coverage in other geographic areas or when the same satellite reuses 
the same frequency subband in different portions of the earth field of view and subse-
quent isolation between the two coverage areas is required to avoid cochannel interference. 
Often, the single beam parabola can satisfy the coverage requirements, but the sidelobes 
from this design may not adequately suppress the radiation beyond the specified cover-
age area. What is needed in such cases is an antenna design which has a sufficiently large 
aperture and a corresponding sidelobe response with the angular resolution to control its 
coverage beyond the specified area.

One means for achieving both the coverage and reduced sidelobe levels beyond the 
coverage area uses a parabola with a cluster of feeds in the focal region, producing a 
corresponding cluster of beams. The individual beams in this cluster are combined to 
produce the specified coverage area and the antenna pattern rolloff beyond the cover-
age area is dictated by the sidelobe response of the large aperture. The combining can 
be passive and implemented with fixed power dividers or active where each element 
has an active RF device and the collection is combined to form the coverage area. 
Active combining imposes amplitude and phase tracking requirements on the electronic 
devices, in order to maintain coverage characteristics. In addition, the coefficients that 
are used in the active combining can also be varied to change the antenna pattern cover-
age during the satellite’s lifetime. This operational flexibility is obtained at the expense 
of increased weight and power consumption. The variation in the active combining 
is commanded through the satellite’s TT&C subsystem. In some cases, the specified 
coverage area has an irregular shape and, by combining a large number of individual 
beams, the overall coverage can closely conform to such shapes. Typical examples of 
such requirements are coverage for time zones or coverage restricted, for regulatory 
reasons, to particular political boundaries. As the number of narrow beams increases 
to cover the specified area, the antenna aperture size has a corresponding increase to 
produce the narrow beamwidths. A better fit for the desired coverage irregularities can 
be achieved, but the spacecraft must accommodate this larger aperture size and more 
complex feed network.
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Another approach to providing irregular coverage areas shapes the reflector surface.4–6 
This approach still requires a larger aperture than would be used by a single spot beam; the 
required aperture size is comparable to multiple feed cluster designs so that the angular 
resolution and sidelobe rolloff requirements can be met. The design does simplify the feed 
requirements and typically a single feed horn is used. Synthesis approaches have been devel-
oped for this shaping technique. The pattern of this antenna design is fixed by the reflector 
surface shaping and unlike active feed combining cannot be changed by command.

Commonly in commercial system designs, the communication capacity becomes lim-
ited by the available bandwidth in the frequency allocation. The communication capacity 
to spot coverage areas can be increased by a factor of two when independent data signals 
are communicated by using orthogonal polarizations (a technique referred to as polariza-
tion reuse). Independent data streams are communicated on each polarization component; 
a technique used by direct broadcast services. In operation design, attention must be paid 
to maintaining isolation between the orthogonally polarized channels to avoid cochan-
nel interference, as the design of both the space and user segment antennas requires high 
purity in the orthogonal polarizations. A typical requirement for space segment antennas is 
a –27 dB cross polarization level, and similar polarization purity requirements are levied 
on user antennas. These polarization purity requirements are specific for particular system 
applications. The isolation provided by orthogonal polarization depends on the polarization 
purity of both the incident field and the receiving antenna. Often, polarization is expressed 
in terms of axial ratio, defined as the ratio of the major and minor axes of the polarization 
ellipse. The isolation depends on the axial ratios of the incident field and receiving antenna, 
as well as the relative orientation of their polarization ellipses. In many cases, the axial ratio 
is known but the relative orientations of the polarization ellipses are generally unknown.

The statistics of the isolation7 have been derived assuming the axial ratio values of the 
incident field and the receiving antenna are known, but their polarization ellipse orienta-
tions are unknown. The unknown orientations of the polarization relative to one another 
can have values between 0° and 180°. The statistics are derived by assuming their values 
are equally likely and uniformly distributed over that range of relative orientations. The 
minimum, maximum, mean, and rms spread of the isolation may be evaluated from the 
axial ratio values of the incident field and receiving antenna. The statistics are derived from 
the polarization efficiency. When the incident field and receiving antenna have opposite 
polarization senses, the polarization efficiency is the isolation; when the incident field and 
the receiving antenna have the same polarization sense, the polarization efficiency is the 
polarization mismatch loss. The polarization efficiency is given by

   hp = (1/2) + A + B cos ∆

where

A = 
2

1 12 2

r r

r r
w r

w r+( ) +( )

B = 
1 1

2 1 1

2 2

2 2

−( ) −( )
+( ) +( )
r r

r r
w r

w r

and rw and rr are the axial ratios of the incident wave and the receiving antenna, respectively. 
When the incident field and the receiving handedness is the same, A is positive, and when 
their handedness is opposite, A is negative. The angle, ∆, is the phase difference between 
right- and left-handed components of the polarization ellipses and equals twice the differ-
ence in the tilt angle alignments of the ellipses. The commonly used bounds on polarization  
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efficiency are (1/2) + A + B. Assuming the tilt angle differences are equally likely and uni-
formly distributed from 0 to 180°, the first order (mean) statistics become

EP = ( / )1 2
0

2
π η

π
p d∆∫

= (1/2) + A

When the incident field and receiving antenna have the same sense, the mean efficiency is 
> 1/2, and when the handedness is opposite, the efficiency is < ½ yielding the polarization 
isolation. The second order (variance) statistics become

VP = ( / ) ( )1 2 2

0

2
π η

π
p pE d−∫ ∆

= B2/2

so that the standard deviation equals B/√2. Since these statistics have a non-zero mean 
value, the second order statistics are generally expressed as +1s  about the mean value, also 
known as the rms spread about the mean. Notice that the polarization efficiency statistics 
are not Gaussian. The peak to peak bounds are +B for these statistics while the rms spread 
is +0.707 B. Thus, the bounds equal 1.41 times the standard deviation.

Example statistics for isolation and polarization mismatch loss in Figure 44-1 illustrate 
the variations, assuming an incident field with a 1 dB axial ratio and receiving antennas 
with axial ratio values as great as 4 dB. The isolation has a finite value even with an ideally 
polarized receiving antenna resulting from the cross polarization of the incident field and 
also has a possibility to achieve ideal cancellation when received by an orthogonal polar-
ization, 1 dB axial ratio receiving antenna. The polarization mismatch has minimal values 
for the range of receiving axial ratio values and again, zero loss is probable with an ideally 
matched 1 dB axial ratio receiving antenna. It is also apparent these statistics do not have 
a Gaussian distribution. This example illustrates that achieving high values of polarization 
isolation require significant design attention to the polarization purity of the link antennas 
and minimizing depolarizing effects in the link.

Military communication systems generally have spot coverage requirements for serving 
military theaters and this coverage is mechanically repositioned to respond to changing geo-
political requirements. Interference threats and issues of privacy are also concerns to mili-
tary systems. These concerns are addressed through spread spectrum modulation formats, 
error correction techniques, data interleaving, and encryption, as well as the protection  
that can be achieved through sidelobe control and adaptive antenna processing8 to negate 

FIGURE 44-1 Polarization statistics (after R. B. Dybdal7 © IEEE 1999)
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uplink interference. Sidelobe protection reduces interference power beyond the design cov-
erage area. Adaptive processing using a cluster of uplink beams with a reflector design9 
provides the ability to negate interference within the coverage area. Reflector antenna tech-
nology,10 for adaptive uplink antennas, is generally preferred to array technology both for 
performance reasons and SWaP. Rather than using a fixed combination of beams to con-
form to a specified coverage shape, the adaptive design provides amplitude and phase con-
trol to dynamically produce antenna pattern nulls in the direction of interference sources. 
Because these systems generally use spread spectrum modulation as well, for interference 
protection, the interference power must significantly exceed the user power if the interfer-
ence is to be effective.

Adaptive antennas must:

1. Distinguish desired signals from interference

2. Respond to interference that can degrade system performance

3. Combine antenna elements with adaptive weighting circuitry to reduce interference

4. Provide a control processor to derive the adaptive weight values to satisfy an optimiza-
tion criteria

5. Monitor and respond to changes in the interference.

Since spread spectrum techniques are generally used, interference is distinguished 
from desired signals on the basis of the spreading technique. The adaptive design is 
generally activated when a threshold power level is exceeded, indicating interference 
signals that are sufficiently strong to exceed the capabilities of other interference protec-
tion techniques. Correlation techniques are used to determine the amplitude and phase 
weighting of the individual beams. Iterative correlation measurements are typically pro-
cessed by an algorithm based on least mean square measures. This algorithm is derived 
to satisfy an optimization criterion such as maximum S/(N + I ) or signal to noise plus 
interference ratio.

An interference scenario is specified to guide the adaptive antenna development and 
defines the number, geographic distribution, and RF performance of the interference 
sources. Adaptive system design11 proceeds by developing a simulation program based 
on a candidate RF design, the RF circuitry, and the correlation and control electronics 
associated with the design. Two types of performance measures are required, one specify-
ing the transient time in responding to interference initiation and the second measuring 
steady state performance. When nulls are produced within the coverage area, portions 
of the coverage area have insufficient performance to permit link closure for the users. 
The percent coverage area is a quantitative measure of performance and is defined as the 
fraction of the original design coverage area remaining after interference cancellation that 
permits user operation. A threshold S/(N + I) is determined where acceptable communi-
cations as measured by a BER value can occur. This threshold S/(N + I) level provides 
a means to define a coverage boundary and hence determine the percent coverage area. 
These measures depend on specific interference source locations. The simulation program 
varies the interference locations, power levels, spectral contents, and so on, as defined by 
the scenario in a Monte Carlo manner, in order to obtain statistical answers to the transient 
time and percent coverage characteristics as needed to evaluate adaptive system perfor-
mance. Selected cases that are representative of the scenario are used to develop a test 
program, since it is impractical to test on a Monte Carlo basis. These test cases are then 
used to validate the simulation and the statistical measures of performance are obtained 
from the validated simulation.

The minimum angular separation between users and interference sources is an impor-
tant parameter for adaptive uplink antenna design. Statistical answers for this parameter 
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can be obtained from the adaptive system simulation. The separation9 depends on the mini-
mum beamwidth that can be formed by the antenna, the performance above a threshold 
level for a user, and the incidence angle on the earth’s surface. An estimated separation 
distance in Figure 44-2 illustrates these factors as a function of the minimum beamwidth 
of the aperture and is based on aligning the antenna pattern null between the main beam 
and first sidelobe with the interference source. These systems, particularly at the higher 
EHF frequencies, are margined to maintain link availability during rain, and hence, under 
clear conditions, the margin can be reduced in the interest of interference negation and 
still maintain operation at the threshold S/(N + I). Two values of antenna gain loss, 3 and  
10 dB, are illustrated in Figure 44-2 ; if 10 dB of margin loss can be tolerated, the system 
can maintain threshold performance closer to the interference than if only 3 dB of margin 
loss can be accommodated, for example. Finally, the minimum separation differs between 
the subsatellite point and a lower 20° elevation angle because the beams spread further 
over the earth’s surface at the elevation angles. These values provide a first order estimate 
of the required aperture size for meeting the desired angular resolution between users and 
interference, and are supported by more detailed simulation results. A further parameter of 
interest is the achievable amount of interference suppression. Interference cancellation is 
inherently a subtraction process, and the cancellation depth depends on the ability to match 
the amplitude and phase responses in the adaptive channels over the required bandwidth. 
The tolerance requirements in Figure 44-3 become increasingly stringent as the required 
interference suppression increases.

The protection of high data rate services12 in a military area benefits from using a high 
gain space segment antenna and from the operation of EHF frequencies with wide bandwidth 
frequency allocations. Antenna pointing must be maintained and the attitude stability of the 
satellite becomes a significant contributor to the antenna pointing loss. One solution13 lies in 
actively tracking a ground beacon to maintain pointing; for this a coded beacon signal and 
correlation processing on the satellite can be used. This technique can also be used to reduce 
interference. The narrow beamwidth limits interference from ground-based sources removed 
from the ground terminal location. Because system transfers high data rate signals, only 
limited interference protection is afforded by spread spectrum modulation. Protection from 
interference located close to the ground terminal is provided by the narrow beamwidth.

FIGURE 44-2 Interference/User angular separation (after K. M. Soo Hoo and 
R. B. Dybdal9 © IEEE 1989)
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Additional protection can be obtained by offsetting the satellite antenna from the ground 
terminal in a direction away from the interference source, as illustrated in Figure 44-4.  
The ratio of the signal to interference power increases from R to R’ as indicated as the beam 
is repositioned, with some loss in the received S/N. Because a significant rain margin is 
typically required for link availability, some loss in peak gain can generally be sacrificed 
in order to gain protection from interference close to the ground terminal. As the beam 

FIGURE 44-3 Amplitude and phase tolerance for adaptive antennas
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is offset from the ground terminal away from the interference source, the interference is 
reduced more than the desired signal because of the increased slope of the antenna pattern. 
As the signal margin permits, it is desirable to offset the narrow beam in order to align the 
null between the main beam and the first sidelobe with the interference source to improve 
the S/(N + I ). The required margin is shown in Figure 44-5 as a function of the angular 
separation between the user and interference source.

The implementation of adaptive beam repositioning follows the functional diagram in 
Figure 44-6. The desired signal is accompanied by a pseudo-random code for tracking 
purposes. The correlation of the data (Σ channel) and the tracking (∆ channel) signals pro-
duces outputs for tracking that are not affected by interference, because the interference sig-
nal is not correlated with the coded desired signal. Thus, independent of fluctuations in the 
desired received signal level that may result from weather events, the desired signal loca-
tion is always determined. When interference is present, the cross correlation of the data 
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FIGURE 44-6 Functional diagram of adaptive beam repositioning (after R. B. Dybdal and S. J. Curry13 
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and tracking channels contains components that include both the desired signal and interfer-
ence; additionally, power meters on the data and tracking channels can also indicate interfer-
ence initiation. The cross correlation output level indicates the interference strength and open 
loop commands can be initiated to reduce the interference as indicated in the cross correlation 
output. During such commanding, the desired signal level in both the data and tracking chan-
nels can be monitored independent of the interference levels, and the signal reduction relative 
to the margin and the signal growth in the tracking channel can be observed.

Antennas for spot beam applications are typically reflector technology, since a limited 
field of view is required and reflector antennas have attractive SWaP. In many cases, the 
number of antennas that can be used is limited by the available space on the satellite. One 
approach14 for systems using multiple frequency bands integrated several such bands into 
the same aperture to provide more compact designs. This design example provides both 
shaped and multiple beam capabilities. In many cases, frequency selective surface technol-
ogy can be used to isolate frequency bands in multiple frequency designs. More commonly, 
the coverage requirements must be maintained for both the uplink and downlink services 
that use different frequency bands, the required aperture sizes for the uplink and downlink 
antennas differ, and separate uplink and downlink antennas are often used to maintain the 
same coverage characteristics at both frequencies to reduce design complexity.

Multiple Beam Antennas

In many applications, the system design requires covering large portions of the field of 
view with high G/ T and ERP beams for link closure reasons and/or achieving greater data 
capacity than the frequency allocation can support, if a single coverage beam is used. 
Multiple beam antenna technology provides the means to meet these objectives for such 
applications. The field of view is served by a collection of beams where the narrow antenna 
beamwidth is used to meet G/ T and ERP requirements. Isolation between individual beams 
permits frequency subbands to be reused in separated coverage areas and this frequency 
reuse increases the system data capacity.

Multiple beam antennas typically use reflector antennas with a cluster of feed elements 
in the focal region to generated independent beams in different directions. The beams are 
arranged on an equilateral triangular grid. Commonly, a central beam is surrounded by a 
ring of six feeds surrounded again by a ring of 12 
feeds, then by a ring of 18 feeds, and so on. This 
results in the sequence, 7, 19, 37, 61, 91, … and 
so on for the number of beams to service a cover-
age area. Figure 44-7 illustrates an example beam 
pattern for 91 beams. The required number of 
beams greatly increases as the beamwidth of the 
individual beam decreases, and the peak gain for 
each beam also increases. Figure 44-8 illustrates a  
typical variation of these parameters for the complete 
field of view coverage of geosynchronous satellites, 
along with the required aperture size at selected fre-
quencies. The required aperture size variation is also 
indicated in this figure for selected frequencies. As 
the beamwidth of the individual beams becomes nar-
rower, not only is the system complexity increased 
by the number of beams, at lower frequencies, 
deployment of the reflector surface is also required 
at lower operating frequencies.

FIGURE 44-7 Multiple beam arrangement 
for 91 beams

91 Beam Design

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Satellite Antennas



 SATELLITE ANTENNAS 44-13

A design conflict15 results between the desire for beams with low sidelobes to isolate 
beam positions and the desire for the beams to crossover at a high pattern level to maximize 
the minimum gain within the coverage area. Reduced sidelobe levels require an aperture 
distribution with amplitude tapering that in turn requires directive antenna feeds. However, 
the antenna feed size is limited by the inability for the antenna feeds to physically overlap. 
Two different approaches have been investigated for addressing this conflict between beam 
overlap and sidelobe levels. One approach16 defocuses the feed cluster and under-illuminates  
the reflector. A second approach17 develops low sidelobes by combining a feed with a 
weighted sum of the six adjacent feeds, which results in a complex beamformer. The scan 
performance of reflector antennas18 is limited by phase aberrations for feed positions 
removed from the reflector’s focal point. Reflectors with a long f /D ratio and dual reflector 
designs benefiting from the magnification ratio are means for reducing the phase aberra-
tions and producing high quality beams over a field of view.

Multiple beams commonly use frequency reuse techniques to extend system capacity. 
Frequency reuse imposes isolation requirements between beam positions that share a com-
mon frequency subband. The isolation between beam positions depends on the sidelobe 
response of the closest beams sharing the same subband. The required isolation depends on 
the susceptibility of the modulation to cochannel interference and the dynamic range of the 
users. In practice, these two factors are used to devise a frequency reuse plan defining the sub-
band assignments to individual beams within the multiple beam collection. Since the beams 
are typically arranged on an equilateral triangular grid, the minimum number of subbands to 
avoid the same subband in adjacent beam is three. More commonly, a frequency reuse plan 
based on seven frequency subbands is selected to provide adequate isolation.

Multiple beam antennas can also been used in a limited portion of the earth’s field of 
view19 to provide high data rate, high capability communications to a limited geographical 
area. As the individual beamwidths of the design become narrower, their width can become 
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comparable to the attitude stability of the spacecraft. In such cases, actively tracking ground 
beacons20 can be used to maintain beam pointing. Such designs are attractive for military 
communications to theater operations. Not only are the high data capacity advantages pro-
vided by such designs, protection from interference is afforded by the narrow beamwidths 
and the effectiveness such interference is limited to a few beam positions.

In multiple beam operation, capacity demands are often not uniformly distributed over the 
collection of beams and can dynamically vary. One approach21 to provide high capacity in a 
limited number of beam positions would use a frequency reuse plan providing a basic capac-
ity to the individual beams within the collection along with separate frequency subbands that 
can be switched to beam positions with higher capacity demands as required. Because these 
frequency subbands do not overlap the subbands in the basic service, the necessary isolation 
is provided. As memory technology expands and becomes space qualified, storing non-time 
critical data for transmission at a later time when capacity is available may also provide a 
means to lower the peak capacity requirements. While such approaches add flexibility and 
capacity to the system design, they also add complexity and the need for network control.

The preponderance of multiple antenna technology for GEO satellites is reflector 
designs because the earth subtends a relatively small field of view. When multiple beam 
designs are used at lower microwave frequencies, the required aperture size requires the 
use of deployable reflector technology. When multiple beam designs are used for satellites 
in lower LEO orbits, beam generation over a wider field of view is required. For such 
applications, array technology is used to produce relatively broad beams over the larger 
field of view. Such array designs22–23 have a manageable number of elements, whereas 
applying array technology at the higher GEO altitudes results in an excessive number of 
elements. Array designs require active receive and transmit elements to offset losses in 
their corporate feed networks resulting in a prime power penalty. Transmit arrays require 
attention to the transmitter operating points because intermodulation of carrier compo-
nents when multiple beams are routed through the transmit modules degrade performance. 
Failure of active elements has a minor effect on the peak gain levels of array antennas, but 
the sidelobe response24 does not have the same graceful degradation. If a small number of 
elements fail, rephasing can maintain sidelobe performance, but as the number of failed 
elements increase, rephasing cannot maintain sidelobe performance. Further attention is 
also required to devise on-orbit calibration techniques to identify and verify array element 
excitation errors. Design attention is required to establish performance projected to the end-
of-life levels accounting for the anticipated number of element failures. Further, the array 
elements must be commanded to produce the required beam patterns and beam steering, 
and such control also incurs additional weight and power impacts. As digital technology 
matures, digital beamforming techniques will evolve. Development experience for this 
technology25 is described for a multiple beam design, albeit for a mobile user terminal.

Crosslink Antennas

Communication links between satellites provide a means to relay information between 
system users that are not in the field of view of a single satellite, and are referred to as 
crosslinks. Crosslinks permit global linkage of users without using a relay through ground 
stations. The antennas used in crosslinks are point-to-point configurations in contrast to 
other spacecraft antennas that serve a coverage area on the earth’s surface.

Antennas for crosslink applications are typically reflector designs mechanically pointed 
at the corresponding antennas on other satellites within the constellation. Such designs use 
antenna tracking26 to maintain beam alignment with their destination satellite. For GEO 
satellites, the antenna must have the capability to track other satellites within the equatorial 
plane and accommodate the elevation variations that depend on how well the satellite is 
stationkept; at GEO, orbital perturbations result in satellites following a figure eight motion 
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about the equatorial plane over a 24-hour period. Spacecraft thrusters control the size of 
this figure eight maintaining the satellite’s position on the equatorial plane. This adjustment 
of the satellite’s orbit is referred to as stationkeeping. Crosslink antennas, therefore, are 
required to provide principally azimuth positioning to link with different satellites within 
the constellation and a smaller elevation positioning requirement dependent on how well 
the satellites maintain stationkeeping.

Crosslink systems often operate at 60 GHz where wide bandwidth allocations exist to 
transfer high data rates. The 60 GHz frequency range corresponds to the resonances of 
oxygen absorption spectra27,28 and provides broad bandwidth, high level attenuation of ter-
restrial signals. Thus, operation at 60 GHz also isolates the crosslinks from ground based 
interference.29 Satellite crosslinks often transfer high data rate data between satellites. The 
EHF operation also results in antennas with a compact physical size—an important factor 
in satellite systems. These antennas achieve high gain performance and their corresponding 
narrow beamwidths require antenna tracking capabilities to maintain beam alignment with 
adjacent satellites.

TT&C Antennas

All satellites require a TT&C subsystem to provide information on the satellite’s orbital 
position, monitor the health and status of the spacecraft, and to inject and validate com-
mands for the satellite’s operation. The spacecraft’s TT&C subsystem communicates to 
a dedicated mission control station that maintains the operation of the satellite. Antenna 
systems for TT&C applications require two types of antenna coverage. During launch 
operations, complete spherical coverage is required so if the spacecraft begins to tumble, a 
command can be injected to attempt to control the spacecraft independent of the satellite’s 
orientation. Once on orbit, an earth coverage pattern is required so that alternative mission 
control stations can perform the TT&C operations. However, because the data rate require-
ments for TT&C applications are modest and ground terminal designs with ample perfor-
mance can be configured, many satellite programs simply use the earth facing hemispheric 
coverage antenna to reduce design complexity.

Two antennas that provide hemispheric coverage are typically used to satisfy the spheri-
cal coverage requirement. One antenna covers the forward hemisphere and is also used in 
the on orbit position, and the second covers the rear hemisphere. During launch operations, 
the antenna with the higher signal power is used. Attempting to coherently combine the two 
antennas results in significant pattern ripple where their patterns overlap because of the physi-
cal separation between the two antennas. These broad hemispheric coverage requirements 
have the generic problem of isolating the TT&C antenna from the satellite blockage and 
scattering. Such systems typically operate at lower microwave frequencies with a relatively 
long wavelength. The long wavelength further limits the ability to control antenna backlobes 
that interact with the satellite’s structure with a compact design. The receive and transmit fre-
quencies can also be a relatively large percentage bandwidth. To satisfy these diverse require-
ments, generally a frequency independent antenna is used and the antennas are mounted on 
booms to provide a clear field of view and to minimize the interactions with the spacecraft 
structure. Design attention to reducing the backlobes of TT&C antennas30 and the develop-
ment of analysis and measurement techniques for projecting and verifying the performance of 
TT&C antennas in the presence of the spacecraft structure would be useful capabilities.

Remote Sensing Antennas

Remote sensing satellites can use RF sensors31 to collect data. Two types of sensors have 
been developed: active or radar sensors and passive or radiometric sensors. Such sensors 
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are used in low orbiting satellites for global coverage characteristics and high resolution 
of surface features.

Radar sensors32 for remote sensing applications use array antennas operated in a syn-
thetic aperture mode. An example design is the SIR-C radar flown on the space shuttle. 
This design uses two active array antennas, one operating a L-band and the other operating 
at C-band. Additionally, the program also uses an X-band slotted waveguide array. Such a 
design approach allows the evaluation of image quality at different frequencies. The arrays 
are also capable of operation using orthogonally polarized beams so that the polarization 
contrast can be judged. Like other spaceborne antennas, SWaP has a significant impact on 
the design. Further development of this technology can be anticipated in the future; as the 
remote sensing data gathered by this effort provides a proof of concept and an example data 
base with which to refine estimates of remote sensing extraction algorithms.

Two categories of radiometric designs are used in passive RF remote sensing applica-
tions.33 One category uses narrow antenna beamwidths that are mechanically scanned to 
obtain data across a terrain swath beneath the satellite. The beam is scanned across the 
swath and the spacecraft orbital trajectory fills in the swath in subsequent scans. A portion 
of this scan looks at reference temperatures to calibrate the radiometer, a “hot” reference is 
provided by an ambient temperature and a “cold” reference is provided by the deep space 
background with a 3 K temperature.

Radiometric sensors receive data from the emission of the surfaces and contrasts of the 
surface emission properties allow the generation of an image. Such sensors normally look 
obliquely at the earth’s surface and the combination of the polarization dependence of the 
surface emissivity and multiple frequency data allows estimates of remote sensing param-
eters. The resolution of the emission temperatures depends on the ∆T of the radiometer 
that is defined by

∆T = Ts/(Bt)1/2

where Ts is the total system temperature, B is the IF bandwidth, and t is the integration 
time. Physically ∆T is the standard deviation of the output temperature. For specification 
purposes of the radiometric sensitivity, a 290 K antenna temperature is used as a reference 
value and the integration time is 1 second. In practice, the resolution of the emission tem-
perature depends on the integration time at each pixel (picture element). Design attention 
to minimizing RF loss and to utilizing low noise amplifiers is necessary to achieve good 
resolution in emission temperature as measured by a low ∆T.

The second performance parameter for radiometric system concerns the spatial resolu-
tion of the design. The spatial resolution is measured by the antenna’s solid beam efficiency. 
The solid beam efficiency is the ratio of the integrated antenna pattern over a specified solid 
angle for a particular polarization to the total integrated pattern for all polarizations. The 
sense of this definition is to examine the collected emission over a specified solid angle 
in comparison to the emission collected over the entire pattern. The solid beam efficiency 
measured the ability of the antenna to respond to its intended pixel coverage and not the 
surrounding radiometric background. High solid beam efficiency values require both high 
polarization purity and attention to reducing the antenna sidelobes by tapering the aper-
ture’s amplitude distribution and maintaining a uniform phase distribution.

A second type of radiometric is referred to as a sounder, which uses simple broad 
coverage antennas. Sounders use frequencies corresponding to the molecular absorption 
frequencies. The center frequency corresponds to the peak absorption value and several 
IF bandwidths are used. As the IF bandwidth increases, the absorption at the band edges 
decreases. Using different IF bandwidths results in a height profile of the radiometric 
response results, meaning that wider IF bandwidths respond to absorption characteristics 
at lower altitude levels.
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44.3 USER SEGMENT ANTENNAS

Like the space segment, the user segment of satellite systems has a wide array of antenna tech-
nology. The early user segments required relatively large ground terminal antennas because 
of the limited satellite performance, the broad coverage space segment antennas necessitated 
by uncertain satellite attitudes, and the high receiver noise temperatures of early designs. 
The large ground terminals generally served as a hub for distribution by terrestrial segments. 
Improvements in satellite capabilities and user technology availability results in satellite ser-
vices presently being extended to the personal level with examples being cost effective hand-
held GPS receivers and direct broadcast services. Such trends can be anticipated to continue 
in the future. These trends prompt the development of cost effective designs to control total 
system costs and appeal to individual users. These trends also pose interesting challenges in 
testing on a production level.

At a system level, like the space segment antennas, the user segment antennas have G/ T 
and ERP requirements to meet the specified link performance. Unlike the space segment 
antennas, which are required to meet G/ T and ERP performance over a specified coverage 
area, the user segments must align their main beams with the satellite, so that the peak antenna 
gain values burdened with the antenna pointing loss determines the link performance.

While the user segment exploits a diversity of antenna technology, common issues exist. 
These issues include antenna temperature characterization, interference protection, diplex-
ing, and production issues.

Antenna Temperature

Unlike space segment antennas, the antenna temperature for the user segment depends on 
the propagation path and its loss. Propagation loss, in common with ohmic loss in RF cir-
cuitry and antenna feeds, both attenuates the received signal and generates additional noise. 
In both cases, the increased noise is a consequence of blackbody radiation. At microwave 
frequencies, propagation loss depends on the water vapor and oxygen absorption charac-
teristics in the atmosphere.34 At higher EHF frequencies, the propagation loss is weather 
dependent.35–36 The principal impact results from raindrops within the propagation path, 
because their size becomes comparable to the EHF wavelength. The loss results from the 
absorption cross section of rain drops. Other hydrometeors, such as fog, are smaller, and 
then there are ice crystals and snow, which are both even smaller and have reduced absorp-
tion. Statistical projections of path loss at EHF frequencies are commonly made using 
climate models of the geographical locations based on cumulative rainfall rate statistics. 
The specific attenuation (dB/km) of the path has an aRb dependence,37 where R is the rain 
rate (mm/hr), and the a and b constants depend on the operating frequency. Using the 
cumulative rain rate statistics and a freezing height, above which rain drops become ice 
crystals with little loss, projections can be made of link availability. In addition to loss in 
the propagation path, antennas enclosed by radomes also suffer performance degradation 
when radome surfaces are wet38–39 and must be factored into projections of link availability. 
These link availability statistics are stationary only in a long-term multi-year sense—for 
example, some years are drier than others. While such analyses provide a basis of estab-
lishing rain margin requirements, the availability of a given system at a particular time is 
subject to meteorological conditions prevailing at that time.

Like other loss components, such as ohmic loss, the propagation loss not only reduces 
the signal level but also increases the system noise level. The increase in the system noise 
temperature for user antenna contrasts with uplink satellite receiving antennas where the 
290 K earth background antenna is not increased by noise contributions from loss. Practical 
antenna systems likewise contain ohmic loss and other necessary components such as filters  
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unavoidably contain loss. Today’s availability of low noise receiver technology often 
results in receiver noise temperatures that are less than the total antenna noise temperature. 
Because the user’s G/ T dictates the received signal sensitivity, attention must be paid to 
the total system noise temperature T that equals the sum of the antenna temperature and 
the receiver temperature. In the past, the achievable receiver noise temperature greatly 
exceeded the antenna noise temperature and consequently, simply reducing the receiver 
noise temperature almost directly reduced the system noise temperature. This is not the 
case with available low noise receiver technology.

Antenna temperature for user systems depends not only on the operating frequency 
but also the propagation path. The loss increases as the elevation angle to the satellite 
decreases, because the path traveling through atmosphere where loss occurs is longer. The 
antenna temperature depends on the emission temperature of the environment surrounding 
the antenna. Finally, practical antennas are not ideally lossless and matched to the receiver 
input impedance, and corrections must be made for those effects.

The total system noise temperature must be referenced to a specified elevation angle 
because the antenna temperature depends on the path length through the atmospheric loss. 
At low elevation angles, the antennas are limited by obscura from natural terrain and man-
made structures specific to the site. As a consequence, a moderate elevation angle, for 
example, 20°, is often selected for specification purposes. Such a choice allows compli-
ance measurements without the measurement uncertainties at the lower elevation angles. 
In practice, however, the elevation angles used operationally must be addressed and at the 
lower elevation angles, the antenna temperature can depend on the azimuth angle because 
of obscura; in such cases, blockage may be a further problem. These concerns must be 
addressed when a site selection is made for user antennas.

The antenna and receiver noise temperatures comprise the total system noise tempera-
ture. The user terminal’s G/ T requires determining the antenna gain and the system noise 
temperature at the same terminal reference plane. In many cases, the input to the receiver’s 
LNA is a convenient terminal plane because the receiver temperature can be measured at 
the LNA input, using standard Y factor hot/cold load measurements. Additionally in many 
cases, the LNA input is convenient to terminate in a matched load to provide a stable noise 
temperature value for measuring the antenna temperature.

The total system temperature for a terminal is comprised of the antenna temperature at 
the reference plane and the receiver noise temperature at the reference plane. The system 
temperature at this reference plane40 Ts is given by

Ts = (1−Γ2) [TantL + 290(1 – L)] + Trec

where Γ is the magnitude of the reflection coefficient (for well matched systems, (1 – Γ2) 
is very close to 1), Tant is the antenna temperature, L is the loss, and Trec is the receiver 
noise temperature. Physically, the noise power received by a lossless antenna is reduced 
by that loss but the noise generated by the loss must be included. If significant impedance 
mismatch loss (1 – Γ2) exists, the noise incident on the LNA must be reduced by the mis-
match loss.

The antenna temperature can be established through measurement. If such measure-
ments are not available, the antenna temperature of a lossless antenna can be calculated 
from the pattern characteristics and the emission background levels. Such a procedure 
has been done41 and verified by measurement of a Cassegrain reflector antenna, as shown 
in Figure 44-9. The antenna temperature differs from the sky temperature values,34 par-
ticularly at the lower elevation (high zenith) angles, because of ground emission coupling 
through the antenna sidelobes. The sky temperature values correspond to the noise received 
by an ideally lossless antenna with an infinitely small beamwidth. The measured and calcu-
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lated antenna temperatures were performed using very low loss antenna. Practical antenna 
systems must be corrected for loss in filters and other RF components needed for system 
operation. Often, data for only the antenna is available and when determining the G/ T the 
gain must be reduced by the RF loss and the antenna temperature likewise compensated by 
the RF loss as indicated.

Interference Issues

The utilization of satellite and terrestrial systems has greatly expanded in recent years, a 
trend that can be expected to continue. As a consequence, interference between systems 
increases both as a possibility and as a concern. Two distinct types of interference problems 
exist. One type results from interference between satellite programs and the second type is 
interference to/from user terminals and other terrestrial systems.

The dense population of satellites in geostationary orbits prompted concerns of inter-
ference between users and satellites, for example, user illumination of unintended satel-
lites create interference at the unintended satellite and likewise, user reception, from not 
only the desired satellite but also unintended satellites, creates interference. Accordingly, 
constraints were placed on the sidelobe envelope for user antennas, and are commonly  
followed by antenna vendors. A typical envelope requirement42 is

 G = 32 – 25 log q, dBi, 1° < q < 48°

= –10 dBi, 48° < q < 180°

for D/l > 100

FIGURE 44-9 Calculated and measured antenna temperature (after K. M. 
Lambert and R. C. Rudduck41© Radio Science 1992)
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and

G = 52 –10 log (D/l) – 25 logq, dBi, (100D/l)° < q  < 48°

= 10 –10 log (D/l), dBi, 48° <  q < 180°

for D/l < 100

where D/l is the antenna aperture size in wavelengths and q  is measured from the antenna’s 
boresight axis.

The spectral crowding at the lower microwave frequencies results in potential interfer-
ence between user satellite antennas and other terrestrial antennas. While frequency regu-
lations are imposed to isolate users, the proximity of terrestrial systems to users is much 
closer than satellites. While emissions from terrestrial users are isolated in frequency, the 
higher power levels from nearby terrestrial systems can degrade user systems by saturat-
ing the receiver at out-of-band frequencies. Such interference is unintentional. Military 
systems also have concerns of intentional interference or jamming, and have developed 
effective means for negating such interference.

User systems can be protected from interference by a variety of techniques. In many 
cases, site alternatives can be effective in avoiding interference; and spectrum analyzer 
instrumentation43 is commonly used to determine potential interference sources at a given 
site. Another operational alternative that can be effective is determining the feasibility of 
restrictions on the operational use of the interference source (sector blanking for nearby 
radars, for example), not transmitting in a limited angular sector, is sometimes effective in 
controlling interference from radar systems.

In addition to such operational alternatives, four basic techniques may be applied to 
user systems to negate interference. The gain and filtering distribution of the receiver 
should be examined to filter interference so that the receiver remains in its linear operat-
ing range is a basic technique that should be addressed in the terminal design. Spread 
spectrum modulation and data interleaving are commonly used to dilute and distribute 
the effects of interference.

In addition to the receiver architecture and the modulation alternatives, two antenna 
techniques are also available to negate interference. One technique is the passive control 
of antenna sidelobes.44–46 In many cases, the interference arrives through the antenna side- 
lobes. Because the radiation mechanisms for the wide angle sidelobes do not contribute to 
the aperture distribution, these sidelobe control techniques can be employed without sig-
nificantly impacting the antenna’s main beam gain performance. A second technique is the 
adaptive cancellation of interference. For user antennas, adaptive sidelobe cancellation47–48 
is an appropriate design choice. In this design, auxiliary antenna elements with gain levels 
that exceed the sidelobe gain are used to sample the interference power. Correlation of the 
auxiliary antenna elements with the main antenna response is used as a means to dynami-
cally determine the adaptive weight settings. Since the main antenna output is made up of 
both desired signal and interference components, whereas the auxiliary antenna elements 
have predominantly interference. The control circuitry for the adaptive weight values is 
based on minimizing the correlation of the main antenna and the auxiliary antenna ele-
ments. The gain of the auxiliary antenna elements and the circuitry is purposely constrained 
to avoid canceling the main beam of the main antenna containing the desired signal power. 
One problem with such designs is that the frequency response of the main antenna does not 
match the response of the auxiliary antenna elements nor are their phase centers coincident. 
Effective interference over a bandwidth requires equalization of the responses of the main 
and auxiliary antennas. The differences in these antenna responses have been examined49 
and generally, an adaptive transversal equalizer is used to equalize these antenna responses. 
The number of taps and the required tap spacings for the adaptive transversal filter design 
have been derived for a specified interference cancellation performance.
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44.4 SATELLITE ANTENNA TESTING

Spacecraft antennas require rigorous RF and environmental testing because of the reliability 
needed to perform over their long operational lifetimes. While antenna measurement tech-
niques are well established,50 spacecraft antennas have some specialized test requirements 
that are not commonly used in other applications. User segment antennas also pose antenna 
test challenges, particularly testing in a production basis as services are extended to a personal 
level. Larger ground terminals also present test challenges, particularly from excessive far 
field requirements. Radio source techniques are commonly used in such situations.

Spacecraft Antenna Test Phases

There are three distinct phases in testing spacecraft antennas, as illustrated in Figure 44-10.  
The first phase is developmental testing, where the compliance of candidate design(s) with 
system requirements are established; requirements include both RF performance and test-
ing for compatibility with the launch and on-orbit environments. The second phase is quali-
fication testing, which verifies that the flight hardware conforms to the RF performance 
established during development testing and that the flight hardware can withstand launch 
and on-orbit environments. The third phase is on-orbit testing that has the objectives of 
establishing compliance with system specifications, providing baseline data for subsequent 
trending, and complementing satellite telemetry to diagnose on-orbit performance short-
comings that may arise during the satellite’s lifetime.

Each test phase differs in both scope and requirements. Additionally, the test parameters 
in each of these phases evolve from component level parameters in the development phase to 
system level parameters used in the on-orbit phase. Detailed testing can be conducted using 
general purpose instrumentation and facilities in the development phase, while specialized 
ground terminals that are generally part of the program’s mission control terminal are required 
for on-orbit testing and the satellite in its orbital location rather than in a test facility.

Development Testing

Development testing can generally be accomplished with general purpose test facilities 
and instrumentation, and it uses engineering model hardware. Much of the RF testing is 
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FIGURE 44-10 Satellite test phases
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conducted at the component level and detailed measurements on the engineering model are 
performed. Typically, the projected performance of the antenna is evaluated using analytic 
codes; agreement between these analytic projections and engineering model measurements 
provides confidence in the results. In some cases, more than one candidate design exists at 
the initiation of the program, and design tradeoffs are conducted during the development 
phase to select a final design. In other cases, requirements for other issues such as elec-
tromagnetic interference/electromagnetic compatibility (EMI/EMC) result in test require-
ments at out-of-band frequencies or in specialized models needed to emulate the spacecraft 
structure and/or payload antennas. Examination of the candidate designs for identifying 
potential workmanship issues is a prudent practice for assisting in flight hardware testing. 
Finally, present testing is often conducted using software test procedures and experience 
with these procedures provides benefits for subsequent qualification testing.

At the initiation of the program, a requirements verification matrix is generally con-
structed flowing down the specific antenna requirements from the system specification and 
identifying how these requirements are to be verified at each phase of the testing. Attention 
to the test requirements identified in this matrix is necessary early in the program’s initia-
tion in order to identify instrumentation and facility needs, as well as necessary test points 
within the antenna hardware. In some cases, development is required to conduct the qualifi-
cation testing. Additionally, the requirements verification matrix helps to identify the scope 
of the test procedures and planning. Such steps are necessary in determining program needs 
and schedule requirements.

Qualification Testing

Flight hardware must be space qualified to demonstrate its capability for properly perform-
ing over its orbital lifetime. Qualification testing is performed on flight hardware that must 
be properly protected. RF testing is therefore performed in protected test facilities to avoid 
damage to flight hardware. Compact ranges and near field sampling facilities are in common 
use for this testing. Qualification testing also requires demonstrating that the flight hardware 
is capable of withstanding launch and on-orbit environments. These environments typically 
require acoustic, thermal and vacuum, and vibration testing. Such testing is often performed 
at a more stringent level, on engineering development hardware that emulates the flight hard-
ware in order to determine design margins. The flight hardware is then tested at a some-
what lower qualification level following environmental values anticipated during launch and  
on-orbit operations. One of the important features of the qualification level testing is the 
identification of workmanship errors (such as cable integrity) and specific payload assembly 
errors that would limit on-orbit reliability. Such testing benefits from identification of poten-
tial workmanship errors in the development test phase.

Qualification testing is generally conducted at the component, subsystem, and inte-
grated spacecraft levels. The RF testing is distributed over these levels with attention at 
the component and subsystem levels using common antenna measurement parameters and 
at the integrated spacecraft level, transitioning to system level parameters such as ERP, 
G/ T, and BER values for the overall transponder. Redundant electronics paths are also 
evaluated in this testing, but this involves not just the performance of these redundant 
paths but the command paths needed to select the redundant components as well. Testing 
of this type particularly within the test environments precludes the normal RF test facili-
ties. Testing in these environments often involves “hat couplers” that are comprised of 
RF sealed enclosures containing RF probes to allow test signal injection and reception. 
Such hat couplers permit testing within environmental facilities such as thermal vacuum 
chambers that preclude conventional test facilities. The hat coupler designs are specific to 
the antenna technology used, and require development and calibration prior to their use in 
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qualification testing. Likewise, testing to evaluate both the antennas and payload electron-
ics is typically desired after shipment to launch sites and spacecraft assembly areas. The 
development of suitably portable RF test facilities would benefit testing in these areas, and 
as the spacecraft antennas become more complex and integrated with RF electronics, test 
requirements for the assembled payload will evolve from a “light bulb” evaluation of the 
heath to more insightful evaluations of the antenna systems functionality.

The evaluation of EMI/EMC compliance is a spacecraft-wide issue. At the initiation 
of the spacecraft design, the frequency plans should be examined to avoid conflicts. All 
frequency components and their harmonics need to be examined and the coupling between 
these components and other potentially susceptible components throughout the entire space-
craft need to be examined. Estimates of these potential coupling paths need to be examined 
and those paths with limited susceptibility margins need to be identified and verified by 
test. It is not unusual for the number of potential coupling paths to exceed 10,000, and 
after examination the number of paths with limited margin will be substantially less. The 
spacecraft antennas are generally well isolated from the majority of the payload electronics 
and their coupling can be estimated and/or augmented by measurement particularly at out-
of-band frequencies that are not normally characterized. Some of the coupling paths can 
be compromised by workmanship errors and call for examination of the flight hardware. 
Some EMI/EMC testing is performed at the component and subsystem levels. Generally, 
the assembled flight hardware is tested in an EMI/EMC facility to assure compliance. The 
natural background levels within these facilities needs to be established first, and these 
levels compared with the required sensitivities. Emissions from the test equipment and any 
anticipated leakage of the cabling that supports the testing bears scrutiny prior to the space-
craft examination. The EMI/EMC testing should concentrate on those paths previously 
identified as well as a more general survey of the emissions. Measurements of potential 
emissions are often sniffed using waveguide probes at microwave frequencies to detect 
leakage components that could degrade system operation.

Satellite qualification testing includes some specialized evaluations that are not nor-
mally a concern in other antenna applications. One concern for spacecraft transmitting 
antennas is multipaction51 that results in vacuum conditions when sufficient electrical 
field strength exists to strip electrons from metallic surfaces. A resonant condition pro-
duces an electron avalanche damaging the surfaces. Multipaction susceptibility depends 
on the product of gap size between surfaces and the RF frequency the spacing between 
surfaces, vacuum conditions, and the secondary electron emission properties of the mate-
rials as well as the RF power levels. Multipaction generally occurs at the smallest separa-
tion between surfaces in components. Testing components with potential multipaction 
concerns is generally performed under vacuum conditions, and since a 6 dB margin in 
power handling capability is commonly used, the transmitter power for such testing is 
accordingly higher than that used operationally.

Space segment antennas serve a variety of users and thus typically have modulations 
with multiple carrier components. In addition to transmitter linearity requirements, con-
cerns also exist regarding the linearity of the antennas and RF components, particularly in 
the case where the same antenna aperture is used to both receive and transmit; the receive 
and transmit bandwidths are isolated by the filtering in a diplexer. Mechanical joints within 
the RF and antenna components can exhibit nonlinear behavior creating intermodulation 
products that interfere with signal reception. This phenomenon is referred to as (passive 
intermodulation) PIM.52–53 Electroforming techniques can minimize the required number 
of joints in RF components and reduce potential PIM levels. The generation of PIM prod-
ucts is often determined by injecting two CW tones into the components. The frequencies 
are chosen to produce PIM products within the received passband. An examination of vari-
ous orders of potential PIM products is typically performed to understand what problems 
can arise and guide the evaluation of potential PIM generation.
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Another concern for satellite antennas is the potential of electrostatic discharge (ESD), 
which can damage or interfere with RF electronics. Satellite antennas are generally protected 
from the on-orbit thermal extremes by thermal covers. Such covers necessarily must have 
low insertion loss and are typically dielectric materials. On-orbit, such covers can accumu-
late sufficient charge to produce a discharge54–55 and while the spectra of the discharge has 
strong low frequency components, sufficient energy can couple into RF electronics at levels 
that can cause damage or interference. In other cases, the same thermal control materials are 
used to protect other spacecraft components such as solar arrays, and while the discharge is 
not associated with the antenna itself, nonetheless, spectral coupling from the discharge into 
the antenna must be considered to evaluate potential interference. The potential for ESD is 
particularly high during geomagnetic storms. Thermal covers, therefore, require sufficient 
conductivity in either their composition or through special ESD paints and ground paths to 
control the charge buildup. Generally, ESD characteristics are measured on material samples 
that are charged with electron beams to determine the spectral characteristics of the dis-
charge. Such tests are often performed on samples of the materials and in some cases, on the 
assembled antenna to verify the integrity of the grounding paths.

A common problem involves testing antennas that have broad coverage requirements 
such as the hemispheric coverage required by TT&C antennas. Because these designs often 
use lower microwave frequencies and must be compact, isolating such antennas from the 
surrounding spacecraft becomes a challenge. The antenna performance on the spacecraft 
differs from its free space performance and the interaction between the antenna and space-
craft results in pattern ripples in the coverage area that can lead to noncompliance. Antenna 
backlobe reduction helps to reduce the interaction. Testing on the spacecraft has its chal-
lenges not only from the physical size of the spacecraft but also the increased far field dis-
tance requirements compared to antenna itself. Development attention to address analysis 
and measurement techniques for such situations is recommended.

The environmental testing on spacecraft components includes acoustic, vibration, and 
thermal vacuum evaluations. Such testing is performed on the antennas by themselves 
and repeated when the antennas are integrated with the payload. In cases where the design 
margins relative to the environmental tests are required, testing performed on engineering 
model hardware is often performed at more stringent protoqualification levels. The test 
levels depend on the launch vehicle characteristics and structural details of the payload 
and the thermal characteristics projected in orbit. These tests are useful in ascertaining 
workmanship defects such as cable shortfalls. Testing within the environmental facility, 
particularly for the assembled payload, often require an end-to-end evaluation, such as 
BER measurements. Since conventional antenna test facilities cannot be configured within 
the environmental facility, a means of injecting test signals and measuring their output is 
required. In some cases, test couplers are integrated into the antenna hardware for such 
purposes and in other cases, hat coupler are used to inject or receive test signals from the 
antenna. Both injection methods require attention to calibration and measurement repeat-
ability to obtain meaningful results particularly for evaluating the noise characterization 
for uplink receiving antennas.

On-Orbit Testing

On-orbit testing verifies compliance with the key system level parameters for the spacecraft 
initially, and provides performance monitoring capabilities of the satellite over its lifetime. 
These measurements are at the system level, such as ERP, G/ T, BER, and others. Such test-
ing is performed with a specialized ground terminal. The requirements for these terminals 
include rigorous calibration and diagnostic capabilities to ensure accurate results, and other 
capabilities that are specific to the programs requirements. For example, systems that use 
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polarization reuse place stringent polarization purity requirements on the ground terminal 
to accurately measure the satellite’s polarization isolation. Likewise, some satellite systems 
have requirements for antenna sidelobe control (such as isolation characteristics) between 
multiple beams, and the sensitivity required to verify such sidelobe requirements dictates 
the ground terminal aperture size to perform accurate measurements. Other monitoring 
requirements include the satellite user loading characteristics versus the satellite transmitter 
operating point to control the level of intermodulation products.

On-orbit testing requires a dedicated ground terminal to monitor the on-orbit satellite 
operation. Such terminals are generally a part of the program’s mission control facilities. 
These test terminals require particular attention to calibration to obtain accurate measure-
ments. Additionally, these terminals require effective diagnostic capabilities to assure 
indicated shortfalls result from the spacecraft rather than the test terminal. Generally, the 
performance requirements for the test terminal exceed those of the user terminals. For 
example, measurement of the isolation between antenna beams requires a significantly 
larger test terminal aperture than the data reception requirements for a user terminal.

User Antenna Testing

User antennas for satellite systems also have requirements that differ from other applica-
tions. One problem that will become more commonplace is the ability to test at production 
levels. This problem results as satellite services are extended more broadly at the personal 
level and the number of user terminals increases. Testing each individual antenna is often 
both cost and schedule prohibitive. One approach for testing at a production level examines 
those areas where workmanship shortfalls can lead to noncompliance. One example of such 
shortfalls is user terminals where polarization reuse is used and the polarization purity must 
be maintained to isolate signals on orthogonal polarizations. An example of workmanship 
shortfall leading to noncompliance of these isolation requirements is the failure to maintain 
the required mechanical tolerance in the internal antenna feed dimensions that can increase 
cross-polarization levels. In this case, simple mechanical tolerance testing and random RF 
testing can provide assurance of compliance with polarization purity requirements without 
testing each individual feed.

Compliance testing for user antennas is generally conducted using general purpose 
instrumentation and test facilities. The normal antenna characterizations of gain, polariza-
tion, bandwidth, and impedance parameters are conducted using standard measurement 
practices. Other requirements, such as sidelobe envelope compliance, must address the 
capabilities needed for the sensitivity for accurately measuring lower power levels from the 
sidelobes and attention to the facility multipath levels that can degrade measurement accu-
racies. In such cases, attention to leakage levels in the RF test instrumentation and micro-
wave components are needed to assure the apparent sidelobe levels are from the antenna 
rather than leakage components. The correlation of these sidelobe responses with analytic 
projections of the design performance provides increased measurement credibility.

Radio Source Measurements

A measurement technique using radio sources has proved useful for characterizing the 
G/ T of user antennas. Originally, the technique was applied to large ground terminal 
antennas,56–57 which have a physical size that cannot be accommodated in general purpose 
test facilities and which have far field distances that are excessive. Because of available 
low noise receivers in system use, the technique can be applied to much smaller diameter 
antennas58 and, as RF electronics are integrated into the antenna design, it can provide a 
means of testing designs that have no convenient antenna terminals.
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The measurement technique59 consists of measuring the noise power from a radio source 
and measuring the cold sky background noise at the same elevation angle; the ratio of these 
noise power measurements is a Y factor. The noise flux densities of radio sources are very well 
known. For large antennas, radio sources such as Cassiopeia A are used. If the antenna does 
not have the sensitivity to measure the noise from these sources, the moon is commonly used. 
The strongest radio source is the sun, and measurements can be made on much smaller anten-
nas using this source. The sun has some limitations. Solar flare activity results in variations 
in the noise flux densities, but measurements of the solar flux are made daily by a global net-
work, so that variations in the solar flux are determined. The solar disk subtends about a 1/2° 
angular width so that it does not appear to be a point source for antennas whose beamwidths 
approach the 1/2° width. Techniques to correct for the angular width have been devised. 
However, because of solar flares, the solar flux density is not uniformly distributed over the 
solar disk, and experience has shown that particularly during active solar periods, measure-
ments of antennas with beamwidths smaller than 1/2° experience experimental results that 
are not always repeatable. By contrast, the correction for the angular width of the moon is not 
limited because the lunar flux results from solar reflection and does not have the variability 
of flare activity. The G/ T from these measurements is derived from

G/ T = 8p k (Y – 1)/Sl2

where k is Boltzmann’s constant, Y is the noise power ratio of antenna pointed at the source 
and the antenna pointed at a cold sky background, S is the radio source flux density, and l 
is the wavelength.

In practice, the G/T is referenced to a specified elevation angle because of the antenna 
noise temperature dependence on elevation angle. Since the radio source is generally at a 
different elevation angle, the G/ T must be compensated for the differences in the cold sky 
noise measurement where the source is located, as well as the cold sky noise measurement 
at the specified elevation angle. The radio source flux density does not include the propa-
gation loss of the atmospheric path and compensation for this path loss must be made. At 
microwave frequencies, the path loss can be estimated, but at the higher EHF frequencies, 
the path loss depends on weather conditions. A separate measurement of the antenna tem-
perature versus elevation angle is made as a means of determining weather effects at the 
time of the G/ T measurement. The antenna temperature can be measured from the ratio of 
the noise powers when the receiver is terminated by an ambient load and when the receiver 
is terminated by the antenna pointed at the desired elevation angle. This ratio equals the 
sum of the ambient and receiver noise temperatures divided by the sum of the antenna and 
receiver noise temperatures. The antenna temperature is determined from this ratio and the 
receiver noise temperature. The G/ T measurements need to assure the antenna is properly 
pointed at the noise source and that the measurements are not degraded by interference.

In many cases, the antenna gain rather than the G/ T is required. The total system tem-
perature is the sum of the antenna noise temperature and the receiver noise temperature. 
The antenna temperature can be measured and the receiver noise temperature is typically 
measured using the standard Y factor technique with hot and cold loads. The antenna gain 
is determined from the product of the measured G/ T and the system noise temperature com-
prised of the sum of the antenna temperature at the elevation angle where the radio source 
was located for the G/ T measurement and the receiver noise temperature. The sensitivity 
of the antenna temperature to elevation angle is of interest not only to obtain the correct 
value for determining the antenna gain but also in understanding how the user antenna 
system will perform at different elevation angles. The antenna gain can then be determined 
by multiplying the antenna’s G/ T by the system noise temperature. In addition, a common 
reference plane must be used for both the antenna’s G/ T and system noise temperature 
values. In some cases, the antenna gain within the transmit band is desired. If an LNA 
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operating in the transmit band is substituted for the transmitter, a G/ T measurement using 
a radio source can be performed. Determining the system noise temperature T for this case 
allows the determination of the transmit antenna gain.

Diplexer

User antennas commonly require the same antenna for both receive and transmit operation. 
A diplexer is required to separate the transmitting and receiving frequencies. While a vari-
ety of techniques may be used for diplexing, the requirements for diplexing are common to 
all designs. A diplexer provides the filtering necessary to isolate the receiver and transmitter 
and a means to connect the receiver and transmitter to the antenna. Diplexer loss is to be 
minimized to avoid reduced received and transmitted signal levels. The requirements of fil-
tering are derived in the following manner. The transmit filtering must pass the transmitted 
spectrum with low loss and with sufficient amplitude and phase flatness to avoid transmit 
signal distortion. The transmit filter must sufficiently suppress the out-of-band emissions 
from the transmitter that fall within the receive bandwidth sufficiently to avoid degrading 
receiver performance. This filtering requirement requires knowledge of the out-of-band 
spectral characteristics of the transmitter and generally, the required filter rejection in the 
receive bandwidth reduces the out-of-band transmitted spectrum to a level 10 dB below the 
receiver noise spectra density. This requirement also forms a basis to test the rejection by 
observing the receiver noise level with the transmitter off and the increase in the receiver 
noise level with the transmitter on. Testing for high transmit power levels also involves 
examining the power handling capabilities. Two requirements exist for high transmit power 
levels and are reflected in the testing. The first requirement is to ensure breakdown does 
not occur, a peak power limitation. The second requirement concerns average power limita-
tions and involves demonstrating the increased temperature resulting from ohmic loss stays 
beneath a safe operating temperature limit. In such cases, the transmit diplexing filtering 
might be distributed with some of the filtering being located on the transmitter and other 
filtering located near the antenna’s diplexer combiner to distribute the thermal load.

The receive filter must pass the receive spectrum with low loss, as well as sufficient ampli-
tude and phase flatness to avoid receive signal distortion. The filtering must also suppress the 
transmitted spectrum sufficiently to avoid compressing the receiver at out-of-band frequencies. 
This filtering requirement involves determining the spectral coupling of the transmitter into the 
receiver port, understanding the gain and filtering distribution of the receiver, and determining 
the power levels needed to saturate the receiver at out-of-band frequencies. Again, the filtering 
rejection is sized with a margin, commonly 6 dB, to avoid receiver compression throughout 
the receiver architecture. Testing involves measuring the receiver’s amplifiers output levels at 
the out-of-band frequencies where saturation could potentially occur.

In practice, a significant amount of filter rejection can be required. Attention should 
be given to leakage around filter sections to assure the overall filtering rejection is not 
compromised. Leakage components can be detected by using waveguide probes to assure 
component joints and tuning screws do not have excessive leakage levels. Electroforming 
techniques and distributing the filters at different locations can be helpful. The overall filter 
rejection may be sufficiently high to limit verification within the dynamic range of standard 
instrumentation such as network analyzers. The network analyzers provide the means to 
measure in-band insertion loss and amplitude and phase flatness as necessary but determin-
ing the rejection can require further sensitivity. Using additional amplification may provide 
the added sensitivity and in the case of distributed filtering, the individual components can 
be measured. In any event, measurements of the assembled system are necessary to assure 
the diplexer performance complies with requirements.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Satellite Antennas



44-28 CHAPTER FORTY-FOUR 

Radiation Hazard

Large ground terminal antennas often require significant power levels to meet link require-
ments for high data rate transfer. When high transmitting power levels, concerns exist that 
the power densities near the antenna can potentially harm personnel. Generally, the safe lev-
els for RF exposure50 are 2 mW/cm2 and the debate on the safe level is ongoing. When such 
concerns exist, measurements of the antenna fields are performed. These measurements are 
typically within the antenna’s near field and are performed using a probe antenna, as well as 
spectrum analyzer instrumentation. Because the power densities of concern have extremely 
high levels, measurements are generally performed using a signal generator in place of the 
actual transmitter to avoid concerns of potential harm to personnel performing the measure-
ments and generally adequate sensitivity exists when the signal generator is used.

Such measurements are guided by first using available analysis codes to examine the 
near field characteristics to identify regions where the near field power densities could 
potentially exceed the safe levels of exposure. One region is the near field of the aperture 
distribution and since in operation, the antenna is pointed at the satellite, this region is not 
readily accessible to personnel on the ground. Other regions, for example, pillover and 
scattering by struts supporting the feed and/or subreflector, are potential near field loca-
tions where the safe levels can be exceeded. Using the near field analyses provides insight 
of where measurements should be performed and an indication of what their levels should 
be. Other regions need to be examined if their effects are not included in the analyses. For 
example, leakage through the reflector panel gaps in large reflector antennas and openings 
in the reflector surfaces for antennas feeds need to be separately probed.
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45.1 INTRODUCTION

Almost all Earth station and ground station antennas are used for either telecommunica-
tions or science, and frequently the same antenna (as, for example, the 70-m antenna of the 
National Aeronautics and Space Administration [NASA] Deep Space Network [DSN]1) is 
used for both purposes. The terms Earth station antenna and ground station antenna seem to 
be used interchangeably. However, most often, antennas used for supporting Earth-orbiting 
satellites are called Earth station antennas and those used primarily for science or deep-
space satellites are termed ground station antennas. 

This chapter primarily deals with telecommunications, and Chapter 49 covers the sci-
ence applications. However, much of the material included in this chapter (e.g., analysis, 
design, and measurement techniques) applies equally well to both applications and will not 
be repeated in Chapter 49. This chapter also uses some material from previous editions of 
the book.

Reflector antennas have existed since the days of Heinrich Hertz (1857–1894) and are 
still one of the best solutions to requirements for cost-effective, high-gain, high-performance 
antenna systems. Consequently, virtually all ground station antennas are reflector antennas 
of one type or another. 

Requirements for ground station antennas can be grouped into several major categories:

● Electrical or radio-frequency (RF) requirements
● Control-system requirements
● Structural requirements
● Pointing- and tracking-accuracy requirements
● Environmental requirements
● Miscellaneous, such as those concerning radiation hazards, primary-power distribution 

for de-icing, etc. 

Only the electrical or RF requirements will be dealt with in this chapter.
The primary electrical antenna specifications are gain, noise temperature, voltage-

standing-wave ratio (VSWR), power rating, receive–transmit group delay, radiation pat-
tern, polarization, axial ratio, isolation, and G/T (antenna gain divided by system noise 
temperature). All parameters except the radiation pattern are determined by system require-
ments. For commercial Earth station antennas, the radiation pattern must meet the mini-
mum requirements set by the International Radio Consultative Committee (CCIR) of the 
International Telecommunications Union (ITU) and/or national regulatory agencies such as 
the U.S. Federal Communications Commission (FCC). For antennas used for deep-space 
communications, the primary design requirement is for G/T, and, in general, there are no 
requirements for a specific radiation pattern.

Earth station antennas operating in the field of international satellite communica-
tions must have sidelobe performance as specified by INTELSAT standards or by CCIR 
Recommendation 580-1 (see Figure 45-1).

The CCIR standard specifies the pattern envelope in terms of allowing 10 percent of 
the sidelobes to exceed the reference envelope and also permits the envelope to be adjusted 
for antennas whose aperture is less than 100 wavelengths (100l). The reference envelope 
is given by

 

G D L D= − − ≤

= −

[ log ( / ) log ]

( log

49 10 25 100

29 25

θ λdBi

θθ λ) dBi D >100  

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Earth Station Antennas



 EARTH STATION ANTENNAS 45-3

This envelope takes into consideration the limitations of small-antenna design and is 
representative of measured patterns of well-designed dual-reflector antennas.

For antennas used for deep-space communications, there is no specific sidelobe require-
ment. However, since the prime driver for deep-space missions is to receive extremely 
weak signals over vast interplanetary distances, a key element of telecommunications link 
performance is the received power signal-to-noise ratio (SNR), which is given by
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T T R T T R
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4
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 (45-1)

where 

PT = spacecraft transmit power
GT = gain
AT = effective area of the transmit (spacecraft) antenna
GR = gain
AR = effective areas of the receive ground antennas
N = total noise
R = distance to the spacecraft
Ts = receive system noise temperature
l = wavelength
B = bandwidth
k = Boltzman’s constant

To do its part effectively, the ground antenna system must maximize the ratio of received 
signal to the receiving system noise power, which is measured by an antenna figure of merit 
(FM), defined as the ratio of antenna effective area (or equivalent gain) to system noise 
temperature.

FIGURE 45-1 Sidelobe envelope as defined by CCIR Recommendation 580-1 and the FCC

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Earth Station Antennas



45-4 CHAPTER FORTY-FIVE 

The receive temperature consists primarily of the antenna feed system and amplifier 
contributions. For assessing the antenna FM, it is desirable to draw an imaginary reference 
plane between the receiver system and the antenna system, thus placing all noise contribu-
tions in one or the other of these categories. If the receiver contribution (including the feed 
system losses) is given by TR and the antenna noise contribution by TA, then the FM will 
be given by

 FM
G

T T
R

R A

= +
 (45-2) 

Antenna noise temperature properties are very significant contributors to FM, espe-
cially for cases of low receiver noise temperature systems. Thus, to maximize the FM for a 
given antenna size and frequency of operation, it is necessary to both maximize the antenna 
gain and minimize the total system noise temperature. Since the individual contributions 
to noise temperature are additive and essentially independent of each other, it is necessary 
to individually minimize each contribution. If any one of the noise contributions is large, 
minimizing the others only marginally improves the FM. However, by using cryogenic 
amplifiers, the receiver noise temperature contribution can be small (as low as 2 to 3 K for 
the best performing masers), and it then becomes imperative to minimize both the antenna 
and feed system contributions. For ambient conditions, it should be noted that feed system 
losses contribute to noise temperature at the rate of 7 K per 0.1-dB loss.

Ground station antennas can be grouped into two broad categories: single-beam anten-
nas and multiple-beam antennas. A single-beam antenna is defined as an antenna that gen-
erates a single beam that is pointed toward a satellite by means of a positioning system. A 
multiple-beam Earth station antenna is defined as an antenna that generates multiple beams 
by employing a common reflector aperture with multiple feeds illuminating that aperture. 
The axes of the beams are determined by the location of the feeds. The individual beam 
identified with a feed is pointed toward a satellite by positioning the feed, generally without 
moving the reflector. An important subclass of singe-beam antennas is the beam-waveguide 
(BWG) antenna, which is composed of one or more feedhorns with a series of flat and 
curved mirrors arranged so that power can be propagated from the horn through the mirrors 
to the main reflector with minimum loss. 

45.2 SINGLE-BEAM EARTH STATION ANTENNAS

Single-beam antenna types used as Earth stations are paraboloidal reflectors with focal-
point feeds (prime-focus antenna), dual-reflector antennas such as the Cassegrain, 
Gregorian, and dual-shaped configurations, BWG antennas, offset-fed paraboloidal 
antennas, and offset-fed multiple-reflector antennas. Each of these antenna types has its 
own unique characteristics, and the advantages and disadvantages have to be considered 
when choosing one for a particular application.

Axisymmetric Dual-Reflector Antennas

The predominant choice of designers of large Earth station antennas has been the axially 
symmetrical dual-reflector antenna (Cassegrain or Gregorian, classical or shaped). 

1. The classical Cassegrain geometry2,3 employs a paraboloidal surface for the main reflec-
tor and a hyperboloidal surface for the subreflector (see Figure 45-2). The paraboloidal 
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reflector is a point-focus device with a diameter, Dp, and a focal length, fp. The hyper-
boloidal subreflector has two foci. For proper operation, one of the two foci is the real 
focal point of the system and is located coincident with the phase center of the feed; the 
other focus, the virtual focal point, is located coincident with the focal point of the main 
reflector. The parameters of the Cassegrain system, as shown in Figure 45-2, are related 
as follows:

 φp p pD F= −2 0 251tan ( . / )  (45-3)

 f ds s p s/ . (cot cot )= 0 5 φ φ+  (45-4)

  s s p s p sf/ . ( {sin[ . ( )] / sin[ . ( )= − − +0 5 1 0 5 0 5φ φ φ φ ]]})  (45-5)

 In a typical design, the parameters Fp, Dp, and fs are chosen, and the remaining three 
parameters are then calculated. Granet4 has given design formulas and procedures for 
both Cassegrain and Gregorian starting with different design parameters and design 
considerations such as minimum blockage.

 The contours of the main reflector and subreflector are given by 

 Main reflector: 2y F xm p m= 4  (45-6)

 Subreflector: ( / ) ( / )y b x as s
2 21 1+ = +  (45-7)

 where

 

a f e b a e

e p s p

= = −

= +

( / )

sin [ . ( )] / sin[ . (

2 1

0 5 0 5

2

φ φ φ −− φs )]
 

 The quantities a, b, and e are half of the transverse axis, half of the conjugate axis, and 
the eccentricity parameters of the hyperboloidal subreflector, respectively.

FIGURE 45-2 Geometry of the Cassegrain antenna system
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2. An extremely important generalization of the Cassegrain geometry is that it consists of a spe-
cial-shaped quasi-paraboloidal main reflector and a shaped quasi-hyperboloidal subreflec-
tor.5–8 Green9 observed that in dual-reflector systems with high magnification—essentially 
a large ratio of main-reflector diameter to subreflector diameter—the distribution of energy 
(as a function of angle) is largely controlled by the subreflector curvature. The path length 
or phase front is dominated by the main reflector (see Figure 45-3). Kinber5 and Galindo6,7 
found a method for simultaneously solving for the main-reflector and subreflector shapes 
to obtain an exact solution for both the phase and the amplitude distributions in the aper-
ture of the main reflector of an axisymmetric dual-reflector antenna. Their technique, based  
on geometrical optics, involves solving two simultaneous, nonlinear, first-order, ordinary 
differential equations. Figure 45-4 gives the geometry showing the path of a single ray.  

FIGURE 45-3 Circularly symmetric dual-shaped 
reflectors

FIGURE 45-4 Dual-shaped reflector geometry
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The feed phase center is located as shown, and the feed is assumed to have a power 
radiation pattern (q1). The parameters a and b represent, respectively, the distance of 
the feed phase center from the aperture plane and the distance between the feed phase 
center and the back surface of the subreflector. The constraints to the dual-reflector 
system are as follows:

a. The phase distribution across the main-reflector aperture plane will be uniform, or

 r Cp1
2 3

1+ + + =ρ ρ θ( ) constant  (45-8)

  over the range  0 1 1 1≤ θ θ θ≤
max

. ( )Cp represents the phase distribution across the  
primary-feed radiation pattern in units of length.

b.  The feed energy, or ray bundles intercepted and reflected by the subreflector, is con-
served and redistributed according to a specified aperture distribution, or

 I d C I X X dX( )sin( ) ( )θ θ θ1 1 1 2 2 2= ⋅  (45-9)

  where I(X2) represents the power radiation distribution across the main-reflector aper-
ture, and C represents a constant that is determined by applying the conservation- 
of-power principle.

 I d C I X X dX
X

X
( )sin ( )max

min

maxθ θ θ
θ

1 1 10 2 2 2
1

2

2=∫ ∫  (45-10)

  The lower limit of integration over the main reflector can be arbitrarily chosen so that 
only an annular region of the main reflector is illuminated.

c. Snell’s law must be satisfied at the two reflecting surfaces; applying it yields

 dY
dX

1

1

1 2

2= −



tan

θ θ  (45-11)

 dY
dX

2

2

2

2= − 



tan

θ  (45-12)

Solving Eqs. 45-9 through 45-12 simultaneously results in a nonlinear, first-order dif-
ferential equation of the form

 dY
dX

f1

2
1 2= ( , , , , )θ θ α β etc.  (45-13)

which leads to the cross sections of each reflector when subject to the boundary condition  
Y X X1 2 2 0( ) ,

max
= = where X2 is the independent variable. Equation 45-13 can be solved 

numerically by using an algorithm such as a Runge-Kutta, order 4.
The above procedure is based on geometrical optics (GO), but it is evident that the 

assumptions of GO are far from adequate when reflectors are small in terms of wavelengths. 
An improvement in the design approach is to include the effects of diffraction. Clarricoats 
and Poulton10 reported a gain increase of 0.5 dB for a diffraction-optimized design over the 
GO design with a 400l-diameter main reflector and 40l-diameter subreflector.
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Prime-Focus-Fed Parabolic Antennas

Prime-focus-fed parabolic reflector antennas are also often employed as Earth station 
antennas. For moderate to large aperture sizes, this type of antenna has excellent sidelobe 
performance in all angular regions except the spillover region around the edge of the reflec-
tor. The CCIR sidelobe specification can be met with this type of antenna. See Chapter 15 
on reflector antennas for more information on parabolic antennas.

Offset-Fed Reflector Antennas

The advantage of offset-fed reflector antennas is the elimination of feed and feed-support 
blockage. This can be extremely important for radio-telescope antennas. Because they are 
asymmetric, offset antennas are more complicated to build per unit aperture than circularly 
symmetric antennas, but the additional cost of the offset aperture generally isn’t warranted 
for telecommunications. Consequently, their use is generally reserved for smaller antennas, 
where eliminating blockage is important and the cost differential for producing the asym-
metric aperture is small. 

Offset-fed reflector antennas can employ a single reflector or multiple reflectors, with 
two-reflector types the more prevalent of the multiple-reflector designs. The offset front-
fed reflector, consisting of a section of a paraboloidal surface (see Figure 45-5), minimizes 
diffraction scattering by eliminating the aperture blockage of the feed and feed-support 
structure. Sidelobe levels of (29−25 log q  ) dBi can be expected from this type of antenna 
(where q  is the far-field angle in degrees) with aperture efficiencies of 65 to 80 percent. The 
increase in aperture efficiency compared with that of axisymmetric prime-focus-fed anten-
nas is due to the elimination of direct blockage. For a detailed discussion of this antenna, 
see C. A. Mentzer.13

FIGURE 45-5 Basic offset-fed paraboloidal antenna
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Offset-fed dual-reflector antennas exhibit sidelobe performance similar to that of front-fed 
offset reflectors. Two offset-fed dual-reflector geometries are used for Earth station antennas: 
the double-offset geometry shown in Figure 45-6a, and the open Cassegrain geometry intro-
duced by Cook et al11 of Bell Laboratories and shown in Figure 45-6b. In the double-offset 
geometry, the feed is located below the main reflector, and no blocking of the optical path 
occurs. In contrast, the open Cassegrain geometry is such that the primary feed protrudes 
through the main reflector; thus, it is not completely blockage-free. Nevertheless, both of 
these geometries have the capability of excellent sidelobe and efficiency performance.

The disadvantage of offset-fed dual-reflector antennas is that they are asymmetric, which 
results in increased manufacturing cost. Also, offset-geometry antennas, when used for linear 
polarization, have a depolarizing effect on the primary-feed radiation and produce two cross-
polarized lobes within the main beam in the plane of symmetry. For circular polarization, this 
depolarization effect introduces a beam squint whose direction is dependent upon the sense 
of polarization. The beam squint is approximately given by12 ys = arc sin [l sin (q0) /4p F], 
where q0 is the offset angle, l is the free-space wavelength, and F is the focal length. The 
effects of beam squint versus polarization for circular polarization and the relatively high 
off-axis cross-polarization performance for linear polarization must be considered by the 
antenna designer, since these characteristics may present a problem for the overall Earth 
station operation. Offset dual-reflector geometry has the capability of employing a feed tilt 
to correct for the polarization problems associated with the offset geometry resulting in the 
equivalent polarization performance of an axially symmetric antenna.13,15

Galindo-Israel, Mittra, and Cha16 have studied the offset-shaped dual-reflector geom-
etry for high-aperture-efficiency applications. Their analytical techniques are reported to 
result in efficiencies in the 80 to 90 percent range.17 See Galindo-Israel18 for a discussion 
of the synthesis of offset-shaped reflector antennas.

FIGURE 45-6 Offset dual-reflector geometries: (a) double-offset 
geometry (feed phase center and paraboloidal vertex at 0), and 
(b) open Cassegrainian geometry (feed phase center located at 0;  
paraboloidal vertex at 0)
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Beam-Waveguide Systems 

A BWG feed system is composed of one or more feedhorns with a series of flat and curved 
mirrors arranged so that power can be propagated from the horn through the mirrors to the 
reflector system with minimum losses. Horns and equipment can then be located in a large, 
non-tipping enclosure at an accessible location.

Feeding a large, low-noise ground antenna via a beam BWG system has several advan-
tages over placing the feed directly at the focal point of a dual-reflector antenna. For 
example, significant simplifications are possible in the design of high-power, water-cooled 
transmitters and low-noise cryogenic amplifiers. These systems do not have to rotate as in 
a normally fed dual reflector. Also, since a BWG system can transmit power over consid-
erable distances at very low losses, BWG optics is often used in the design of very high-
frequency feed systems.

Various design techniques19 have been used, but most frequently they are designed 
using either GO or Gaussian beams.

Geometrical Optics

The design for a BWG system using GO is based upon criteria introduced by Mizusawa and 
Kituregawa20,21 that guarantee a perfect image from a reflector pair. Mizusawa’s criterion 
can be briefly stated as follows: For a circularly symmetric input beam, the conditions on a 
conic reflector pair necessary to produce an identical output beam are

1. The four loci (two of which may be coincident) associated with the two curved reflec-
tors must be arranged on a straight line; and

2. The eccentricity of the second reflector must be equal to the eccentricity or the recipro-
cal of the eccentricity of the first reflector.

Figures 45-7a to 45-7c show some curved reflector pair orientations that satisfy 
Mizusawa’s criteria.

Mizusawa’s criteria were used in the design of NASA’s first DSN BWG antenna, which 
is shown in Figures 45-8 and 45-9 and described in detail in Chapter 7 of Large Antennas 
of the Deep Space Network.1 The design of the center-fed BWG consists of a beam  
magnifier ellipse in a pedestal room located below ground level that transforms a 22-dB 
gain feedhorn into a high-gain 29-dB pattern for input to a Mizusawa four-mirror (two flat 
and two paraboloid-case) BWG system. The system was initially designed for operation 
at 8.45 GHz (X-band) and 32 GHz (Ka-band) and has less than a 0.2-dB loss at X-band 

FIGURE 45-7 Examples of two curved-reflector BWG configurations
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FIGURE 45-8 Typical center-fed beam-waveguide antenna

FIGURE 45-9 First DSN beam-waveguide antenna named DSS-13
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(determined by comparing the gain of a 29-dB gain horn feeding the dual-shaped reflector 
system with that obtained using the BWG system) Gaussian beam.

While GO is useful for designing systems with electrically large mirrors (>50l diam-
eter with −20 dB or greater edge taper), some BWGs may be operated at low frequencies 
where the mirrors may be as small as 20l in diameter. Due to diffraction effects, the char-
acteristics of a field propagated between small BWG mirrors (<30l in diameter) will be 
substantially different from those resulting from the GO solution. For these small-mirror 
cases, the Gaussian beam technique was used.

The Gaussian beam is an approximate solution to a wave equation describing a beam 
that is unguided but effectively confined near an axis. The zero-order mode is normally 
used in the design. A major advantage of the Gaussian technique is the simplicity of the 
Gaussian formula, which is easy to implement and requires negligible computation time.

Because of the negligible computation time, a Gaussian solution can be incorporated 
into an optimization routine, providing a convenient method to search design parameters 
for a specified frequency range, mirror sizes and locations, and horn parameters.

G. Goubau gave the first mathematical expression of Gaussian modes, derived from 
the solution of Maxwell’s equations. These Gaussian modes are described by a continuous 
spectrum of cylindrical waves.22

Although Gaussian-beam analysis is fast and simple, it is less accurate than the physi-
cal optics (PO) solution for smaller mirrors (<30l diameter). However, by designing with 
Gaussian-beam analysis, then checking and adjusting using PO analysis, an accurate and 
efficient tool can be fashioned. Veruttipong23 developed such a tool for designing a second 
34-m BWG antenna for the DSN. The goal was to provide good performance over the range 
of 2 to 32 GHz.

The design is similar to that of the DSS-13 antenna (see Figure 45-9) in that it uses 
three curved mirrors (one in the basement room and two rotating in azimuth) and a 34-m 
dual-shaped reflector antenna (see Figure 45-10). Multiple-frequency operation is provided 

FIGURE 45-10 BWG designed using Gaussian 
techniques

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Earth Station Antennas



 EARTH STATION ANTENNAS 45-13

by the dichroic mirrors. The goal is to have the radius of curvature and −18-dB beam 
diameter of the Gaussian beam at the subreflector be the same at all frequencies. The size 
and locations of the mirrors are relatively fixed because of the basic structure geometry, 
so the pertinent variables are the horn diameters, horn positions, and mirror curvatures. 
Approximating the mirrors by applying a thin-lens formula (see Figure 45-11) and by using 
Gaussian-mode analysis to iterate the various design parameters, a design is achieved that 
meets the initial design constraint of identical patterns at the subreflector. The 34-m BWG 
antenna was built and measured at S-band, X-band, and Ka-band (see Chapter 8 of Large 
Antennas of the Deep Space Network1 for details).

45.3 MULTIPLE-BEAM EARTH STATION ANTENNAS

There has been increasing interest in using a single antenna to receive signals simulta-
neously from several satellites. This interest has prompted the development of several  
multibeam-antenna configurations that employ fixed reflectors and multiple feeds. The 
antenna engineering community has been investigating multibeam antennas for many 
years. In fact, in the middle of the 17th century, Christian Huygens and Sir Isaac Newton 
first studied the spherical mirror, and the first use of a spherical reflector as a micro-
wave antenna occurred during World War II. More recently, the spherical-reflector, the 
torus-reflector, and the dual-reflector geometries, all using multiple feeds, have been 
offered as antennas with simultaneous multibeam capability. Chu24 in 1969 addressed the  
multiple-beam spherical-reflector antenna for satellite communication, Hyde25 introduced 
the multiple-beam torus antenna in 1970, and Ohm26 presented a novel multiple-beam 
Cassegrain-geometry antenna in 1974. All three of these approaches, as well as variations 
of scan techniques for the spherical reflector, are discussed below.

Spherical Reflectors

The properties, practical applications, and aberrations of spherical reflectors are not new 
to microwave-antenna designers. The popularity of these reflectors is primarily due to the 
large angle through which the radiated beam can be scanned by translation and orientation 
of the primary feed. This wide-angle property results from the symmetry of the surface. 
Multiple-beam operation is realized by placing multiple feeds along the focal surface. In 
the conventional use of the reflector surface, the minimum angular separation between 
adjacent beams is determined by the feed-aperture size. The maximum number of beams is 
determined by the percentage of the total sphere covered by the reflector. In the alternative 
configuration described below, these are basically determined by the f /D ratio and by the 
allowable degradation in the radiation pattern.

FIGURE 45-11 Parameters for BWG Gaussian design
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In the conventional use of spherical reflectors, the individual feed illuminates a portion 
of the reflector surface so that a beam is formed coincident to the axis of the feed. The 
conventional multibeam geometry is shown in Figure 45-12. All the beams have similar 
radiation patterns and gains, although the performance of spherical reflectors is degraded in 
comparison with the performance of a paraboloid. The advantage of this design is that the 
reflector area illuminated by the individual feeds overlaps, reducing the surface area for a 
given number of beams in comparison with individual single-beam antennas.

The alternative multibeam-spherical-reflector geometry is shown in Figure 45-13. For 
this geometry, each of the feed elements points toward the center of the reflector, with the 
beam steering accomplished by the feed position. This method of beam generation leads 
to considerable increase in aberration, including coma; therefore, the radiation patterns 
of the off-axis beams are degraded with respect to the on-axis beam. This approach does 
not take advantage of the spherical-reflector properties that exist in the conventional 
approach. In fact, somewhat similar results could be achieved using a parabolic reflector 
with a large f /D.

FIGURE 45-12 Conventional spherical multibeam 
antenna using extended reflector and multiple feeds

FIGURE 45-13 Alternative spherical multi-
beam antenna using minimum reflector aperture 
with scanned beam feeds
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Torus Antennas

Torus antennas are dual-curvature reflectors, capable of multibeam operation when fed 
with multiple feeds similar to those of the conventional spherical-reflector geometry. The 
feed-scan plane can be inclined to be in the orbital-arc plane, allowing the use of a fixed 
reflector to view geosynchronous satellites. The reflector has a circular contour in the scan 
plane and a parabolic contour in the orthogonal plane (see Figure 45-14). It can be fed in 
either an axisymmetric or an offset-fed configuration.

Offset geometry for use as an Earth station antenna has been successfully demonstrated 
by COMSAT Laboratories.27 The radiation patterns meet a (29-25 log q  )-dBi envelope.

The offset-fed geometry results in an unblocked aperture, which gives rise to low wide-
angle sidelobes as well as providing convenient access to the multiple feeds.

Torus antennas have less phase aberration than spherical antennas because of the focus-
ing in the parabolic plane. Due to the circular symmetry, feeds placed anywhere on the feed 
arc form identical beams. Therefore, no performance degradation is incurred when multiple 
beams are placed on the focal arc. Point-focus feeds may be used to feed the torus up to 
aperture diameters of approximately 200l. For larger apertures, it is recommended that 
aberration-correcting feeds be used.

The scanning or multibeam operation of a torus requires an oversized aperture to accom-
modate the scanning. For example, a reflector surface area of approximately 214 m2 will 
allow a field of view (i.e., orbital arc) of 30 deg with a gain of approximately 50.5 dB at 
4 GHz (equivalent to the gain of a 9.65-m reflector antenna). This surface area is equivalent 
to approximately three 9.65-m antennas.

Offset-Fed Multibeam Cassegrain Antennas

Offset-fed multibeam Cassegrain antennas are composed of a parabolic main reflector, a 
hyperbolic oversized subreflector, and multiple feeds located along the scan axis, as shown 
in Figure 45-15. The offset geometry essentially eliminates beam blockage, allowing a sig-
nificant reduction in sidelobes and antenna noise temperature. The Cassegrain feed system 

FIGURE 45-14 Torus-antenna geometry (© COMSAT Technical Review 
1974. Reprinted by permission.)
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is compact and has a large focal-length-to-diameter ratio (f /D), which reduces aberrations 
to an acceptable level even when the beam is moderately far off axis. Low-sidelobe perfor-
mance is achieved by using a corrugated feedhorn that produces a Gaussian beam.

A typical antenna design consisting of a 10-m projected aperture would yield half-
power beamwidths (HPBWs) and gain commensurate with an axisymmetric 10-m antenna, 
0.5 HPBW, and 51-dB gain at 4 GHz. The subreflector would need to be approximately 
a 3-m by 4.5-m elliptical aperture. The feed apertures would be approximately 0.5 m in 
diameter. The minimum beam separation would be less than 2 deg, which is more than suf-
ficient to allow use with synchronous satellites with orbit spacing of 2 deg or greater. For 
the ± 15-deg scan, the gain degradation would be approximately 1 dB, and the first sidelobe 
would be approximately 20 to 25 dB below the main-beam peak.

45.4 ANGLE-TRACKING TECHNIQUES

Automatic tracking of satellite position is required for many Earth station antennas. 
Monopulse, conical-scan, and sequential-lobing techniques described in the chapter on 
tracking antennas are applicable for this purpose. Two other types of tracking techniques 
are also commonly employed: single-channel monopulse (pseudo monopulse) and step-
track. Single-channel monopulse is a continuous angle-tracking scheme, and steptrack is a 
time-sequencing, signal-peaking technique.

Single-Channel Monopulse Technique

This technique uses multiple elements or modes to generate a reference signal, an eleva-
tion error signal, and an azimuth error signal. The two error signals are then combined in a 
time-shared manner by a switching network that selects one of two phase conditions (0 and 
180 deg) for the error signal. The error signal is then combined with the reference signal, with 
the resultant signal then containing angle information. This allows the use of a single receiver 
for the tracking channel. This technique is equivalent to sequential lobing in which the lobing 
is done electrically and can be adjusted to any desired fixed or variable scan rate.

FIGURE 45-15 Geometry of the offset-fed multibeam Cassegrain 
antenna (© American Telephone and Telegraph Company 1974. 
Reprinted by permission.)
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Steptrack Technique

Steptracking is a technique employed primarily for maintaining the pointing of an Earth 
station’s antenna beam toward a geosynchronous satellite. Since most geosynchronous orbit-
ing satellites only slowly traverse a small angular region, a simple peaking technique can 
be used to keep the Earth station beam correctly pointed. The signal-peaking, or steptrack, 
routine is a software technique that maneuvers the antenna toward the signal peak by follow-
ing a path along the steepest signal-strength gradient or by using some other algorithm that 
accomplishes the same result.28,29 Any method of direct search for a maximization of signal is 
applicable; one such method calculates the local gradient by determining the signal strength 
at three points (A, B, C; see Figure 45-16). From the signal strength at points A, B, and C, an 
angle a 2, representing the unit’s gradient vector angle relative to the azimuth axis, is com-
puted. Once C1 has been determined, A2 is set equal to C1 and another angle q 2 is defined by 
q 2 = q 1 + a 2 (q 1 = 0). The angle is used to relate pedestal movements to a fixed-pedestal coor-
dinate system. The procedure is repeated a number of times until the antenna boresight crosses 
throughout the peak. At this time, the step size is reduced by one-half, and for each time that 
the peak is crossed it is again reduced by one-half until peaking resolution is accomplished.

45.5 POLARIZATION

Many satellite communications systems are dual-polarized (frequency reuse) and are there-
fore susceptible to interference from the intended cross-polarized signals when the medium 
of propagation is such that the ellipticity of the signals is changed. This condition can 
occur during atmospheric conditions such as rain and Faraday rotation in the ionosphere. 
Therefore, in order to maintain sufficient polarization discrimination, special precautions 
must be taken in regard to the polarization purity of dual-polarization antennas; indeed, 
adaptive polarization-correcting circuits may be necessary.30,31

Several types of polarization-discrimination-enhancement schemes may be used. They 
include:

● Simple rotation of the polarization major-ellipse axis to correct for rotation due to the 
ionosphere (applicable for linear polarization). Transmit and receive rotations are in 
opposite directions.

FIGURE 45-16 Signal-strength gradients
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● Suboptimal correction of depolarizations; ellipticity correction with respect to one of the 
signals but not orthogonalizing the two signals (differential phase).

● Complete adaptive correction including orthogonalization (differential phase and 
amplitude).

Polarization-enhancement schemes may be implemented at RF frequencies, or they 
may follow a down-conversion stage and be implemented at intermediate frequencies 
(IFs). In either case, the circuitry must operate over the full bandwidth of the commu-
nications channel. Kreutel et al31 treat the implementation of RF frequencies in detail. 
See Gianatasio32,33 for both RF and IF circuitry and experiments to verify performance 
of the circuitry.

45.6 MEASUREMENT TECHNIQUES 

A number of sophisticated measurement techniques are required to properly characterize 
the performance of a ground station antenna. There is a need to accurately measure the main 
reflector surface, which is achieved either by microwave holography, theodolite measure-
ments, or photogrammetry. To determine an antenna’s FM, it is necessary to measure gain 
(or efficiency) and noise temperature. 

Microwave Holography

Microwave holography34–36 has proven to be a valuable technique for characterizing the 
mechanical and RF performance of large reflector antennas. This technique uses the Fourier 
transform relation between the far-field radiation pattern of an antenna and the aperture 
field distribution. Resulting aperture phase and amplitude data can be used to characterize 
various performance parameters, including panel alignment, panel shaping, subreflector 
position, antenna aperture illumination, and gravity deformation effects.

The raw data (the observable) for this technique is the complex far-field pattern of the 
antenna under test. For large reflector antennas, geostationary satellites are commonly used 
as far-field signal sources. A typical measurement system consists of the antenna under test, a 
reference antenna (generally much smaller), and a narrow-bandwidth receiver system archi-
tecture used for receiving the narrow-band beacon signal from the satellite. The reference 
antenna is needed as a phase reference for the measurement as well as to keep the receiver in 
phase lock with the carrier.37,38 The mathematical details are given in Rochblatt.35 Essentially, 
the inverse Fourier transform of the far-field radiation pattern yields a phase map of the aper-
ture distribution which, through GO, can be related to the surface error.

Accuracy across the holographic map varies with aperture amplitude illumination. 
Accuracy is better at the center of the dish and gradually worsens toward the edge, where 
the illumination falls off rapidly. For a uniformly illuminated antenna design, accuracy 
remains relatively constant, becoming quickly worse just at the edge, also where the illu-
mination falls off rapidly. Typically, accuracies of 0.05 mm to 0.10 mm were achieved with 
a corresponding SNR of 73 dB to 60 dB.

The resulting aperture phase function needs to be corrected for modulo-2p phase errors. 
These occur due to the small measurement wavelength and the large phase error that is 
partially caused by pointing and subreflector position errors. Next, it is necessary to remove 
those phase errors caused by pointing and subreflector position errors; this is achieved 
using the global best-fit parabolid. Here, the entire data set is weighted-least-squares fitted 
to the paraboloid, permitting six degrees of freedom in the model, three vertex translations, 
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two rotations, and a focal length change. The antenna surface axial rms error is then com-
puted with respect to the position of the fitting paraboloid.

The resultant aperture function at the end of this process is defined here as the effective 
map since it includes all phase effects that are contributing to antenna performance. These 
frequency-dependent effects consist of the subreflector scattered (frequency-dependent) 
feed phase function and struts’ diffraction effects. Removal of the feed phase function 
and subreflector-support structure diffraction effects results in a frequency-independent 
map, which is defined here as the mechanical map. In general, panel-setting information is 
derived from the mechanical map since the latter is frequency-independent, and the antenna 
needs to be operated over a range of frequencies. Panel-setting information is determined 
by sorting all the data points within each panel and performing a rigid-body least-squares 
fit. The panel-setting algorithm allows for one translation and two rotations.

Theodolite Measurements

Theodolite measurements are typically used in the initial alignment of the antenna, after 
installation of the reflector panels. The method of determining the reflector surface is based 
on angular measurements performed with a theodolite.39,40 The theodolite is located at the 
main reflector vertex and is used to measure the angles to targets installed at the individual 
reflector panel corners. After installation on the antenna, the panels are drilled to accept 
targets by using a metal strap gage to position the holes.

Errors in theodolite measurements are caused by uncertainty in the angular measure-
ment of the target position and radial distance to the target. At a radius of 13 m, which is the 
surface area median radius for a 34-m antenna, a 0.001-deg error in the angle to the target 
corresponds to a 0.2-mm error normal to the surface. Similarly, a 1.0-mm error in the radial 
distance corresponds to a 0.26-mm error normal to the surface.

A typical error budget40 for the surface of a 34-m antenna is 0.3 mm root mean square 
(RMS). By far, the greatest source of error is in the radial distance measurement provided 
by using a drill tape. If, instead, a laser range finder is used to measure radial distance, the 
error could be reduced from 0.3 mm rms to 0.2 mm rms. In any case, microwave hologra-
phy has been used to characterize and reset the main reflector surface after initial operation 
using theodolite-set panels.

A Leica TDM-5000 total station theodolite can also be used to measure large reflec-
tors.41 It calculates vertical and horizontal angles and distances, downloads them to a PC 
that converts the coordinates from the spherical to a Cartesian system, and can be used to 
command the instrument to motor to a desired look angle.

Photogrammetry

Photogrammetry, as its name implies, is a three-dimensional coordinate-measuring 
technique that uses photographs as the fundamental medium for metrology (measure-
ment). The fundamental principle used by photogrammetry is triangulation. By tak-
ing photographs from at least two different locations, so-called “lines of sight” can be 
developed from each camera to points on the object. These lines of sight (sometimes 
called rays, owing to their optical nature) are mathematically intersected to produce the 
three-dimensional coordinates of the points of interest. Photogrammetry can be used 
to measure the surface of a reflector antenna.42 Reflective targets are placed uniformly 
over the surface of the dish and photographs are taken from several different angles. 
With the aid of calibration targets, the target data are processed to produce a map of the 
reflective surface.
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Aperture Gain and Efficiency Measurements

Determination of aperture efficiency follows a methodology developed by the Jet 
Propulsion Laboratory (JPL).43,44 For a radio source of known flux density, the increase in 
system noise temperature as determined by the boresight measurements is a measurement 
of antenna efficiency. Peak radio source noise temperatures are measured using a boresight 
algorithm.45 These measured quantities are then normalized by dividing by T100     /Cr, where 
T100 is 100 percent antenna efficiency temperature, and Cr is the source size correction 
factor.43,46 Values of the temperature Ta = T100  /Cr for radio sources used to calibrate DSN 
antennas are given in Richter.47 The effects of atmospheric attenuation must also be con-
sidered, so the final measured values are then corrected to yield vacuum conditions. The 
boresight technique, determining antenna efficiency, and the correction for atmospheric 
attenuation are described in more detail in the following sections.

Boresight Technique The typical method used for calibrating the pointing of DSN 
antennas is the seven-point boresight technique, which moves the antenna sequentially in 
both the cross-elevation (XEL) and elevation (EL) directions, both on and off the source. In 
each direction, the antenna is positioned off-source 10 half-power (one-sided) beamwidths; 
1 half-power beamwidth at the 3-dB point; approximately 0.576 half-power beamwidth at 
the 1-dB point; on source; and then similar offsets on the other side. For example, at X-band 
with the 34-m antenna, the full 3-dB beamwidth is 65 mdeg. The offsets used are 325, 32.5, 
18.7, and 0 mdeg in each direction. At Ka-band, with a full 3-dB beamwidth of 17 mdeg, 
the offsets were 85, 8.5, 4.9, and 0 mdeg.

For each scan, an off-source baseline is generated from the two off-source points. A 
Gaussian curve (relative to the baseline) is fitted to the five remaining on-source points, 
and the peak value of the curve is calculated. Also, the position of the peak is calculated 
as a measure of the pointing error for that scan. One pair of scans (one XEL and one EL) 
is considered to be one measurement or data point. The seven pointing offsets for each 
new scan are corrected for pointing errors found from the previous similar scan in order to 
maintain pointing throughout a track.

Antenna Efficiency As defined here, the efficiency is referenced to the input of the 
low-noise amplifier and includes the losses of the feed system. Alternative methods specify 
efficiency at the aperture of the feedhorn or at the antenna aperture itself. The term “aper-
ture efficiency” refers to antenna gain relative to that of a uniformly illuminated circular 
aperture having the same diameter as the antenna, e.g., a 70 percent efficient antenna has 
1.549-dB less peak gain than does a uniformly illuminated circular aperture.

Radio-source noise temperature increase measured by the antenna is given by48:

 ∆T
SA

kC Cr p
= η

2
 (45-14)

where

h = antenna aperture efficiency
S = radio source flux, W/m2/Hz
A = antenna area, m2

k = Boltzmann constant, 1.3806503 × 10−23 J/K
Cr =  source size correction, typically 1.0 for point sources, up to ∼1.5 for extended 

sources, including planets
Cp = pointing correction, assumed = 1.0

 The lux, S, is typically given in units of Janskys, where 1 Jansky (Jy) = 1 × 10−26  
W/m2/Hz
 Measured ∆T is compared with the quantity [(SA)/(2kCr)] to give antenna efficiency
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Thus:
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(45-15)

T100 is what would be measured by a perfect antenna looking at a point source emitting the 
same flux as the observed radio source. Cr is a function of the source structure at a particular 
frequency and the antenna pattern of a particular antenna at that frequency. For a particular 
antenna, frequency, and radio source, T100/Cr can thus be specified.

Correction for Atmospheric Attenuation ∆T is an on-off source measurement, and 
Earth’s atmosphere attenuates the true source contribution that would be measured under 
vacuum conditions. The total atmospheric attenuation is estimated from surface weather 
conditions during all measurements. The surface temperature, pressure, and relative humid-
ity at the site are recorded every half hour. Typical zenith values of attenuation at Goldstone 
under average clear-sky conditions are

X-band: Azen = 0.035 dB

Ka-Band: Azen = 0.115 dB

The attenuation in decibels at elevation angle q   is modeled as

 
A

A
( ) sin( )θ θ= zen

 

The loss factor at that elevation angle is

 L(q  ) = 10A(q )/10 

The “vacuum ∆T ” then becomes

 ∆T = L(q  ) ∆T measured 

Noise Temperature Measurements

There are a variety of noise temperature measurement techniques and instruments used 
in the DSN, such as a total power radiometer, noise-adding radiometer, thermal noise 
standards (cryogenically cooled, ambient, and hot), all well described in Stelzried.49 
These instruments typically calibrate low-noise systems by injecting a known amount of 
noise from either a gas tube or solid-state noise diode into the input. The system output 
power ratio is then used to calculate the operating noise temperature. However, it can be 
difficult to determine the equivalent noise temperature of the noise source, as defined 
at the receive input, because of component and transmission line loss between the noise 
source and the receiver. Determining the amount of noise injected involves either evalu-
ating the noise source and loss separately or measuring the excess noise temperature 
directly at the receiver input.
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A measurement technique that eliminates the difficulty of calibrating noise tempera-
ture and is most often used for low-noise (300 K) receiving systems in the DSN is the 
ambient termination technique,49 in which the operating noise-temperature calibrations are 
performed by alternately connecting the low-noise amplifier input with a waveguide switch 
between the antenna and an ambient termination. The same effect can be achieved by alter-
nately placing and removing an absorber load over the front of the feedhorn.

The operating noise temperature of a receiving system can be expressed as

 Top = Ta + Te (45-16)

where

Ta = antenna temperature, K
Te = receiver effective noise temperature, K

Figure 45-17 shows a simplified block diagram of the instrumentation for operating 
noise-temperature calibrations. The precision attenuator is adjusted for equal output power 
when the receiver input is alternately connected to the ambient load and the antenna. The 
power ratio Y for an individual measurement is

 Y i
T T

T i
p e

ap
op

( )
( )

=
+

 (45-17)

where 

Tp = ambient termination physical temperature, K
Te = receiver effective noise temperature, K
Top (i) = individual operating noise-temperature measurement (on antenna), K

Rearranging yields an expression for Top(i) in terms of the power ratio Y:

 T i
T T

Y i
p e

op
ap

( )
( )

=
+

 (45-18)

A series of measurements is made, and a best estimate in a least-squares sense of Yap is 
obtained.

FIGURE 45-17 Simplified block diagram of the operating-noise-temperature 
calibration instrumentation
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The operating noise temperature is then given by

 T
T T

Y
p e

op
ap

=
+

 (45-19)

The ambient termination temperature is measured, and the receiver temperature is esti-
mated or calibrated. It is not necessary to know Te accurately if Te  Tp .

In the past, the waveguide beyond cutoff attenuator was the most accurate method to 
measure Y factors, so the equations for calculating noise temperature were written in terms 
of Y factors. Most recently, the power meter has been more accurate, and more convenient, 
mating easily with computers. The method described in Stelzried and Klein50,51 does not 
use Y factors but deals directly with power meter readings, in watts. In addition, this for-
mulation leads to the determination of radiometer linearity.
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46.1 INTRODUCTION

This chapter will focus on antennas forward-mounted in a missile functioning in the role of 
seeker of target emissions by radar homing or antiradiation homing. Such a seeker antenna 
is a critical part of the entire airborne guidance system, which includes the missile radome, 
seeker antenna, radio frequency (RF) receiver, antenna gimbal, autopilot, and airframe. The 
seeker has several functions: to receive and track target emissions so as to measure line of 
sight and/or line-of-sight angular rate, to measure closing velocity, and to provide steering 
commands to the missile autopilot and subsequently to the control surfaces. The signals 
received by the missile-mounted seeker antenna or antennas are thus utilized in a closed-
loop servocontrol system to guide the missile to the target.

The seeker RF elements, radome and antenna, initially discriminate in angle through 
the seeker antenna’s pencil beam or equivalent. This beam can be steered mechanically 
(the whole antenna moves), electromechanically (an antenna element such as a subreflec-
tor moves), or electronically (there is a phased-array movement). In some situations, the 
antenna is stationary and only forward-looking; thus beam motion occurs only if the entire 
missile airframe rotates. Fixed seeker-antenna beams are used when a pursuit navigation 
(or a variant) guidance algorithm is used. The use of movable seeker antenna beams occurs 
when a proportional navigation (or a variant) guidance algorithm is used.

46.2 SEEKER-ANTENNA ELECTRICAL 
CONSIDERATIONS

Seekers generally fall into one of three categories: conical scan (conscan), monopulse, 
or sequential lobing. Implementation details for each of these are well known.1 Conscan 
radars locate the center of the target through the nutation of a single feed (or antenna) that is 
displaced from the axis. Monopulse antennas most often generate four simultaneous beams 
that are summed and differenced to produce azimuth and elevation-plane error voltages that 
are proportional to target displacement from the axis. Sequential-lobing radars sequentially 
sample the energy in four beams each corresponding to an antenna feed; the error voltage 
is derived by comparing the amplitude of the signal in opposite feeds.

Conical scan is used primarily for very-short-range, simple guidance systems. Conscan 
is in limited use because of its vulnerability to a form of ECM known as spin-frequency 
jamming, in which the jammer reradiates the 
seeker transmission, amplitude modulated at the 
conical scan frequency, thus creating spurious 
angle-error signals.2 Sequential-lobing radars 
are seldom used in today’s high-performance 
missile guidance systems, giving preference to 
monopulse, which provides simultaneous lobing 
of both principal-plane error channels.

Modern polarimetric seeker radars require 
dual-polarized seeker-antenna performance.3 Other 
parameters of particular concern include instanta-
neous bandwidth, transmit power capability, and 
low antenna sidelobe performance.4

Seeker antennas can be realized in a variety 
of technologies ranging from microstrip to wave-
guide (see Figure 46-1). Table 46-1 presents a 
summary of commonly employed seeker antenna 

FIGURE 46-1 Representative planar-seeker 
waveguide flat-plate antenna (Courtesy of 
Rantec Microwave & Electronics)
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element types; virtually all of these can be implemented in a body-fixed configuration. 
However, mounting the antenna on a mechanical gimbal is more popular for most missile-
guidance applications using proportional (or modern) guidance. A gimbaled slotted planar 
seeker antenna is shown in Figure 46-2. Detailed performance and design criteria for the 
basic antenna radiator types are found in the appropriate chapters of this Handbook.

Many system factors also must be considered in the antenna-design process. Antenna 
beamwidth determines whether spatial resolution of multiple targets occurs.5 The sooner 
that resolution takes place on a flight path, the more time the missile will have to cor-
rect errors induced by tracking the multiple-target centroid. Low sidelobes are important 
because they decrease electronic-jamming effects. This is particularly important if the mis-
sile gets significantly close to the jammer during the engagement. Noise injected in this 
manner can increase the final miss distance.

In a monopulse tracking system, low sidelobes are necessary in both the sum and difference 
modes in order to reduce the antenna’s susceptibility to jamming threats. This creates the prob-
lem of achieving simultaneously low sidelobes in the sum and difference radiation patterns.4 
Also, the selection and design of a monopulse feed network cannot proceed without consider-
ation of errors and their effects on pattern performance. Precomparator phase shifts are more 
critical than postcomparator errors. After the comparator, any phase shifts or amplitude imbal-
ances do not affect the position of the null but will decrease the sensitivity of the detector.6

The body-fixed antenna configuration con-
fronts designers with unique problems. The beam 
may be very broad for a wide field of view (FOV), 
or it may be rapidly steered to form a tracking 
beam. The wide-FOV approach requires that the 
airframe and the autopilot be more restricted in 
their responsiveness. The steered-beam approach 
requires rapid beam forming and signal process-
ing to isolate the missile-body rotational motion 
properly from the actual target motions. Some 
body-fixed antennas need to be mounted confor-
mally to preserve the central forward viewing area 
for a second seeker in a dual-mode configuration.

It is often necessary to be able to integrate and 
test key receiver front-end elements and the RF 
elements of the transmitter as part of the seeker-
antenna assembly. For example, it is generally 
possible to integrate in one package the feed 
antenna, monopulse comparator, mixer or mix-
ers, local oscillator, and transmitter oscillator.7

Basic Radiator
Bandwidth 
Potential Polarization

Dual-polarization 
Capability Power

Stripline Narrow Linear or circular Yes Intermediate

Microstrip Narrow Linear or circular Yes Intermediate

Spiral Large Circular No Yes

Paraboloid Large Linear or circular Yes High

Waveguide slots Narrow Linear Yes High

Lens Large Linear or circular Yes High

TABLE 46-1 Seeker-Antenna Radiator Summary

FIGURE 46-2 Antenna and gimbal assembly 
(Courtesy of ST Technology)
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46.3 IMPACT OF AIRFRAME  
ON ANTENNA DESIGN

The airframe and the autopilot steer the missile according to the guidance-computer com-
mands to minimize the final miss distance at impact. The dynamic behavior of the missile in 
response to commands consists of attitude changes that cause the gimbal-mounted antenna 
to receive through an ever-changing portion of the radome.8 This, coupled with the natural 
geometry changes that occur as an engagement takes place, makes the antenna appear to have 
time-varying directivity and gain properties. The response characteristics of the airframe and 
the autopilot generate a pseudo-noise influence of the radome-antenna combination.

A definition of the angles relating to the seeker-radome and missile-target geometry is 
illustrated in Figure 46-3a. Here, the seeker antenna is shown, mounted on a mechanical gim-
bal whose pointing function is generally controlled by a servo loop. The difference between 
the actual missile-to-target line of sight (LOS) and the apparent LOS shown in this figure 
is the radome boresight error (BSE). Missile flight angles are referenced to airframe gyros, 
while antenna pointing angles are referenced to rate gyros mounted on the antenna gimbal.

For a body-fixed on-board sensor antenna, there is no track loop and the body isolation 
function is not present; the airframe gyros (roll, pitch, yaw) provide angular references for 
guidance toward the target. The implementations of these functions vary from system to 
system. Factors such as operational altitude and range, targets to be engaged, missile speed, 
and terrain over which missions are to be performed also influence the design.9,10

FIGURE 46-3 Seeker antenna and overall guidance functional diagram: (a) seeker/missile/target 
angular relationships and (b) tracking system block diagram
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The missile-borne gimbaled guidance antenna enters the picture as depicted in the block 
diagram shown in Figure 46-3b. This figure shows the major functional features present in 
missiles and projectiles with on-board guidance. Through the track loop, the antenna gim-
bal platform is inertially stabilized in space relative to the LOS, and the monopulse error 
voltage drives a feedback loop to keep the antenna pointed toward the target.

The airframe and the autopilot steer the missile according to the guidance-computer 
commands to minimize the final miss distance at impact. The dynamic behavior of the mis-
sile in response to commands consists of attitude changes that cause the antenna to receive 
through an ever-changing portion of the radome. This, coupled with the natural geometry 
changes that occur as an engagement takes place, makes the antenna appear to have time-
varying directivity and gain properties. The response characteristics of the airframe and the 
autopilot generate a pseudo-noise influence of the radome-antenna combination.

46.4 SEEKER-ANTENNA MECHANICAL 
CONSIDERATIONS

Generally, the seeker antenna is of the maximum size possible within the limits of the 
missile-body diameter in order to maximize antenna gain and minimize the antenna 
beamwidth. Alternatively, conformal- and flush-mounted antennas (most often forward 
mounted) can utilize the entire conical forward area to achieve maximum gain.11

Gimballed antenna systems often must mechanically steer not only the antenna structure 
but also the attendant beam-forming network and critical transmitter and receiver elements. 
As the mechanical-steering rates become excessive, the conformal-mounted antenna with 
electronically steered beams must be used.10–16 When all the seeker-antenna and associated 
hardware are gimballed together, the use of lightweight materials may achieve the desired 
results. Lightweight techniques include the following:7,17

● The use of lightweight honeycomb materials (including low-density dielectric foams) for 
both filler and structural-load-bearing surfaces. Foam reflectors and waveguide elements 
including feed horns can be machined and then metallized by vacuum deposition, plating, 
or similar techniques.

● The use of stripline techniques. Using multilayer techniques, one can have a layer with 
microstrip radiating elements, a layer with beam-forming networks, and a layer with beam-
switching and signal-control elements such as a diode attenuator and phase shifters. The 
use of plated-through holes and/or pins to make RF connections can eliminate cables and 
connectors. Excess substrate can be removed and printed-circuit-board edges plated in lieu 
of the use of mode-suppression screws.

● The use of solid dielectric lenses, above Ku-band, with no significant weight penalty. 
Lenses can also be zoned to remove excess material.18

46.5 APERTURE TECHNIQUES  
FOR SEEKER ANTENNAS

Precise control of both amplitude and phase to permit aperture illumination tailoring is neces-
sary for achieving a well-behaved antenna pattern.19–25 Aperture tapering of rotationally sym-
metric illuminations starts with the feed itself and continues by varying the energy across the 
aperture by several methods: corporate-power splitting, aperture-element proportional size or 
spacing, surface control of the reflector or lens surface, and element thinning. 
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Circular antennas form the largest single class of seeker aperture antennas. The antenna 
patterns for circular aperture distributions that apply to seeker antennas are shown in other 
sections of the Handbook and in Kozakoff.26 The case of cosine on a pedestal with p = 0.3 
(−10.46 dB) edge illumination or p = 0.2 (−13.98 dB) edge illumination is practical when 
using horn feeds. The uniform illumination condition can be approximated using array 
techniques, but a tapered illumination is often preferred to achieve lower sidelobes.

Reflector or Lens Antennas

A consideration in the design of monopulse reflector antennas is the four-horn-feed design 
and the effects of aperture blockage. One criterion posed for an optimum monopulse feed 
configuration is maximizing the product of the sum times the derivative of the difference 
error signal.27 The monopulse horn size for optimum monopulse sensitivity is shown in 
Figure 46-4. The impact of optimizing monopulse feed design on antenna performance is 
illustrated in Figure 46-5, in which a 5.5-in- (139.7-mm-) diameter aperture is assumed in 
the calculations. These data illustrate that at millimeter wavelengths (above 30 GHz), the 
effects of aperture blockage on antenna performance are small for this size of antenna even 
when a reflector is used.

Other criteria, such as the requirement for equal E- and H-plane antenna beamwidths, 
may enter into the details of monopulse feed design. An example of a monopulse-feed 
antenna operating near 95 GHz that meets equal-beamwidth requirements appears in 
Kozakoff and Britt.28 For operation near 95 GHz, the individual waveguide apertures of 
the four horn feed were 0.080 by 0.100-in-(2.032- by 2.54-mm). They were fabricated 
using an electroforming process.

A wide-angle-scan capability can be achieved by using a twist-reflector concept with 
a rotatable planar mirror.29,30 In this configuration, the forward nose of the missile can be 
approximately paraboloidal-shaped, or the paraboloid can be located inside a higher-fineness-
ratio radome. The paraboloid is composed of horizontal metal strips. The movable planar 
twist reflector uses 45°-oriented strips 1/4l above the planar metallic reflector. (Grids may 
also be used to combine widely separated frequencies to permit dual-band operation.31)

Beam steering is obtained by moving the planar mirror. The steering is enhanced because 
for every 1° that the mirror moves, the beam moves 2°. By using a parallelogram gimbal 
to move the planar mirror, beam accelerations of 20,000°/s2 have been demonstrated.30  

FIGURE 46-4 Monopulse antenna horn size or spacing for optimum monopulse 
sensitivity
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In this situation, a 42° beam scan was achieved with 21° of mirror motion, and less than 
2 dB of sidelobe degradation of the sum pattern occurred.

By using a corrugated horn with a rotationally symmetric feed pattern providing a −17-dB 
edge taper (capable of achieving a −30-dB sidelobe level), one can further taper by varying 
the inner- and outer-surface contour of a collimating lens to achieve a circular Taylor ampli-
tude distribution ( )n = 7 with a −40-dB sidelobe level.18 Practically, one can make the lens out 
of a material having an er = 6.45 (titania-loaded polystyrene) and follow up with a surface-
matching layer made out of a material having an er = 2.54 (Rexolite-polystyrene).

Ring-Array, Planar-Array, and Conformal Antennas

Array techniques can be used to provide a nearly planar (flat-plate) aperture. Commonly 
used are arrays that provide symmetric patterns and offer a maximum use of the available 

FIGURE 46-5 Performance of optimized four-horn monopulse-
fed 5.5-in- (139.7-mm-) diameter apertures: (a) sidelobe level and 
(b) gain degration
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circular aperture with reduced grating-lobe potential. In such an array, higher aperture effi-
ciency with low sidelobes can be achieved because of reduced aperture blockage and spill-
over. In monopulse applications, it is noted that the ring array contains no central element 
and exhibits quadrantal symmetry, as indicated in Figure 46-6.

The choices in a ring-array design include the number of rings and the number of ele-
ments in each ring and the feed network.32,33 Constraints include the following:

● Minimum distance of the outer elements to the antenna edge
● Minimum spacing of the elements as impacted by excess mutual coupling (between ele-

ments and quadrants and feed geometry)
● Desired radiation pattern (as impacted by the density tapering)

Optimization of small ring arrays (having diameters < 10l) is often carried out heuristi-
cally or nonlinearly. Examples of array geometries that have been analytically determined 
to have −17- to −20-dB sidelobes are given in Table 46-2 for the array geometry shown in 
Figure 46-6a.

Array elements can be of many types.34–41 A two-dimensional array of waveguide slots 
excited by a network of parallel waveguides forming the antenna structural supports has 
been used.40 Waveguide slot arrays have demonstrated low cross-polarized response as well. 
The bandwidth of a waveguide slot array is inversely proportional to the size of the array.  
A variety of outer contours can be utilized to conform to the space available.

Thinning techniques for these types of arrays reduce complexity.42 By using an image-
element approach, a reduction of the number of elements by over 90 percent is possible 
(see Figure 46-6c). This method also readily allows for integration of the monopulse 
comparator.

FIGURE 46-6 Monopulse planar-array geometries: (a) five-ring monopulse array, 
(b) waveguide slot array, and (c) thinned-slot (image) ring array

Case A* 
Directivity = 27.6 dB 

Maximum Sidelobe Level = −20 dB

Case B* 
Directivity = 28.1 dB 

Maximum sidelobe level = −17 dB

Ring number Radius, l Radius, l

r1 0.45 0.50

r2 1.25 1.33

r3 2.08 2.16

r4 3.06 2.98

r5 3.72 3.72

TABLE 46-2 Data on Five-Ring Monopulse Uniformly Excited Array (Array OD = 8.16l)32

*The maximum outer diameter = 8.16l for both cases.
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Multimode and Single-Mode Spirals

The multimode spiral antenna is a very broadband, broad-beamed, circularly polarized 
antenna that is amenable to ARH (antiradiation homing) applications.43,44 Such an antenna 
can also be synthesized by using a circular array.45 A simplified circuit to resolve mono-
pulse sum-and-difference patterns is shown in Figure 46-7; typical angular coverage is 
from ± 30° to ± 40°. The rather wide instantaneous FOV makes these antennas attractive 
for body-fixed applications.

The printed-circuit construction of four-arm spirals limits their use to low-power appli-
cations. Thus, this type of antenna is almost always used for passive (nontransmitting) 
applications. Loading techniques can be employed to reduce size, permitting operation at 
low frequencies. Current fabrication technology permits high-frequency operation to above 
40 GHz. Single-mode spirals are also very useful as elements in small arrays. For opera-
tion between 2:1 and 3:1 bandwidths, small pyramidal dielectric elements or horns can be 
placed on the spiral front surface. The conical extensions act as endfire elements that nar-
row the element beamwidth and aid in suppressing array grating lobes.46

46.6 PACKAGING SEEKER ANTENNAS

The seeker antenna functions require some unique considerations.  

Conformal Array

Because the typical tactical-sized missile is about six inches in diameter, the seeker antenna 
must be packaged to accommodate both its own function and be compatible with other 
missile functions as well. Newer missiles are capable of combining two or more sens-
ing techniques. Thus, clever arrangements of components are needed to accommodate the 
hardware involved in the seeker functions.

FIGURE 46-7 Monopulse circuit for a four-arm spiral antenna
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One antenna location, shown in Figure 46-8, is 
a cylindrical array covering the complete circum-
ference that is located in the forward portion of 
the missile, offering the forward viewing area for 
another sensor. The array elements are essentially 
flush mounted with a minimal depth into the mis-
sile interior. 

Assuming an actual 5.7-in (144.8-mm) diam-
eter is available, the total array circumferential 
shaded length about 18-in-(457.2-mm-). This 
length could accommodate 18 elements of nomi-
nal 1-in (25.4-mm) circumferential width. The 
axial length can be longer than 1 in (25.4 mm). 
Microstrip antenna elements lend themselves to 
the seeker package. The array element mounting 
and dielectric radome cover are compatible with 
compact seeker electronics.

Forward Viewing Array

The seeker antenna may need to provide a dual-
polarized monopulse capability and be packaged to 
work intimately with another sensor. Figure 46-9 shows 
a similar 6.0-in- (152.4-mm-) diameter antenna package 
offering this capability. The antenna is comprised of four 
dual-polarized slotted waveguide subarrays arranged to 
form an aperture and combined to form the sum, dif-
ference, azimuth, and elevation signals, each with the 
correct sense of circular polarization. 

The dual-polarized antenna design uses balanced 
orthogonal polarizations. This approach provides low 
cross-polarization interference performance. The use of 
the slot array provides low loss, compact size, and high-
volume producibility.

The antenna is used for the millimeter wave por-
tion of single- or multimode seekers. It is comprised 
of three major subsystems: a three-layer, meander-line 
linear-to-circular polarizer; a dual-linear waveguide 
slot array; and a dual-channel, waveguide monopulse 
beamforming network. A through-hole in the center 
of the antenna can accommodate other sensing modes 
such as laser and infrared.

46.7 SMALL ARRAYS FOR SEEKER ANTENNAS

Arrays of two, three, four, and five elements can be used for seeker antennas in small 
interferometers. These types of arrays are usually fixed-mounted (nongimballed) and used 
when pursuit navigation algorithms are suitable. With the addition of a gyroscope to sense 
missile angular motion, line-of-sight data can be derived.47

FIGURE 46-8 Conformal-mounted cir-
cumferential seeker antenna array. The por-
tion of the missile forward of the array can 
be used for another seeker. (Adapted from 
U.S. patent 6,407,711)

FIGURE 46-9 Dual-polarized 
monopulse seeker antenna (Courtesy 
of EMS Technologies, Inc.)
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Good sum-and-difference or phase monopulse angle-tracking performance can be 
achieved when the array elements, the array beamwidth, and the array element spacing are 
properly chosen. Broadband performance is often achievable by using antenna elements 
such as spirals or log-periodic antennas. Small arrays can be used by themselves, or they 
can illuminate apertures such as reflectors or lenses. 

A four-element square or diamond array can be sized to fit within a given missile 
diameter using

Dmissile = dspiral(√2 + 1)

The spiral diameter is sized for its 
lowest frequency of operation. Mode 1 
spirals usually have a maximum diameter 
bounded by an upper value of l/2 and a 
nominal value of l/p. For operation to as 
low as 2 GHz, the desired missile diameter 
is between 7.12 in (l/2 criterion) or 4.54 in 
(l /p  criterion). This condition occurs when 
the spirals of Figure 46-10 are enlarged so 
that they just touch and collectively fill the 
full missile diameter. The upper frequency 
of this type of array is limited by array pat-
tern grating lobes. 

Control of the array element pattern 
is important in reducing energy spillover 
beyond the difference-pattern lobes. As 
noted earlier, these lobes and the sum 
pattern grating lobes can be limited by adding dielectric rods in front of the spiral to cause 
the spiral antenna element pattern to narrow as the frequency increases. A 3:1 band can 
usually be achieved. 

A four-element array can serve as an RF seeker by utilizing a phase processor. The 
effects of system errors for such an array on antenna patterns, S curves, and angular sen-
sitivity as ascertained analytically can be used to form a catalog of results that can be 
employed to diagnose fabrication errors or tolerances based on measured data.48

46.8 RADOME EFFECTS

The introduction of a protective radome over a seeker antenna results in an apparent  
boresight-error (BSE) because of the wavefront phase modification over the seeker antenna 
aperture. A published PC-based software radome code can be used to compute the electrical 
effects of a radome over a seeker antenna.49 These effects need to be carefully considered in 
the selection of a radome design because they impact seeker-system performance.9,50–52

In the case of pursuit guidance, the miss distance is proportional to the BSE. Conversely, 
in the case of proportional guidance, it is the boresight-error slope (BSES) that more directly 
impacts miss distance. The relationship between BSE or BSES and miss distance is not 
straightforward but generally is quantified only by a hardware-in-the-loop (HWIL)53,54 or 
computer simulation that takes into account a variety of scenarios and flight conditions.  
A BSE requirement of better than 10 mrad (or a BSES requirement of better than 0.05 deg/
deg) and maximum transmission loss of 1.0 dB are typical for many radome types.

Missile Diameter

Spiral Antenna
Diameter

FIGURE 46-10 Four-element square or diamond 
array fitted within a given missile diameter
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The method most often employed for the evaluation of radome effects on seeker antenna 
performance utilizes open-loop testing in a suitable anechoic-chamber facility.55 This 
requires a precalibration of the monopulse error-channel sensitivity in volts per degree 
without the radome and subsequently measuring the error-channel outputs with the radome 
over the seeker antenna.

Broadband ARH antennas generally require the use of multilayer radome walls 
to obtain a required radome bandwidth commensurate with antenna performance. 
Figure 46-11 illustrates hemispherical-radome performance for half-wave, full-wave, 
A, and B sandwich walls. Half-wave radomes generally have a useful bandwidth on the 
order of 5 to 20 percent, depending on dielectric constant and radome-fineness ratio. 
Higher-order wall radomes have considerably narrower useful bandwidths and thus are 
limited to narrowband-antenna applications. Figure 46-11 also demonstrates transmis-
sion loss versus frequency for a half-wave wall radome when radome-fineness ratio is 
taken as a parameter.

FIGURE 46-11 Missile-radome transmission data: (a) radome geome-
try, (b) hemispherical-radome (L/D = 0.5) performance for a low-velocity  
(< Mach 1) missile, and (c) monolithic half-wave radome performance for various 
fineness (L/D) ratios
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46.9 EVALUATION OF SEEKER ANTENNAS

Seeker-antenna testing proceeds from conventional methods utilizing anechoic-chamber 
techniques with the antenna alone.56–61 Next, open-loop testing including critical elements 
of the seeker electronics (S curves) is most often performed. Ultimately, a variety of simu-
lations are used to ascertain the seeker-antenna performance in both benign and complex 
environments.

The many nonlinear elements in the guided missile make complete closed-form ana-
lytical simulations unsuitable for final analyses. The precise simulation of these elements 
is also difficult. The final analyses are best done with an HWIL simulation.52–54 As many 
hardware items as possible should be inserted, leaving only the propulsion, aerodynamics, 
and instrument feedback to be simulated analytically.

There are several concepts for implementing a simulation with seeker hardware. 
Placing the seeker in an anechoic chamber with the target of appropriate characteristics 
moved about according to the engagement geometry is one method. Flying a target with 
the seeker on an orientation table is another. The HWIL simulation serves as a tool not 
only for statistical performance analysis but for provision of validity information for an 
improved all-analytical model of the system. The HWIL method provides the only valid 
present means of evaluating the interaction of the radome-antenna combination in a mis-
sile-guidance-seeker environment.

46.10 ADDITIONAL DEVELOPMENTS  
AND SOURCES OF INFORMATION

A number of allied technology factors62–63 that affect the design and fabrication of seeker 
antennas are summarized in the following:

● Low-mass antenna techniques for high-g environments:
● Use of negative space, i.e., plated hollow areas for feeds and transmission lines, e.g., 

horns, waveguides
● Cannon-launched projectile-mounted antennas must withstand g-forces at launch of 

10,000 to 16,000 g
● Use of physically small (but electrically large) apertures, including classic slots, 

dipoles, patches, spirals, and Vivaldi slots/notches
● Use of thin, flat, printed-circuit reflector antennas64

● Advanced seeker-antenna manufacturing techniques:
● Higher millimeter frequencies, i.e., above 100 GHz
● Nonplanar geometries, i.e., conical spirals
● Slotted waveguide antennas at Ka-band and higher65 and waveguide monopulse 

comparators at W-band
● Millimeter-wave microstrip antennas (including annular rings) and microstrip 

comparators4

● Better packaging techniques to divide aperture space among several antenna 
requirements2,66
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● Small four-element arrays using both amplitude and phase monopulse techniques 
(amplitude monopulse used to resolve phase ambiguities) and the use of GPS for 
tactical missile navigation.67

● Use of the U.S. Patent Office (http://patents.uspto.gov/) to assess extensive information 
on seeker antenna concepts and fabrication techniques. A short list of related U.S. patents 
follows: 
● 6,407,711 Antenna Array Apparatus with Conformal Mounting Structure
● 6,127,985 Dual-polarized Slotted Array Antenna
● 5,818,393  Wide Field-of-View Fixed Body Conformal Antenna Direction Finding 

Array
● 5,686,929 RF Homing Head Antenna System for Missiles
● 5,483,894 Integral Missile Antenna Fuselage Assembly
● 5,344,099 Missile Beamrider Guidance Using Polarization Agile Beams
● 5,307,077 Multi-spectral Seeker Antenna
● 5,218,361 Interferometer Ambiguity Resolution Using Missile Roll
● 4,577,196 Missile Mounted Waveguide Antenna
● 4,431,996 Missile Multi-frequency Antenna
● 4,204,212 Conformal Spiral Antenna
● 4,194,204 High Resolution Microwave Seeker
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47-2 CHAPTER FORTY-SEVEN 

47.1 INTRODUCTION

Although radio direction finding (DF) is as old as radio itself, new algorithms and new 
techniques are used in modern digital systems. This chapter looks at the classical underpin-
nings of DF and its modern applications.

Purpose of Direction Finding

In essence, DF is any technique that determines the direction of a radio transmitter.1 
More formally, radio DF is defined by the National Telecommunications and Information 
Administration (NTIA) as: “the determination of the position, velocity and/or other  
characteristics of an object, or the obtaining of information relating to these parameters, by 
means of the propagation properties of radio waves.”2 Radio DF systems as well as radar 
and navigation systems are registered in the U.S. Patent system under Class 342.

Application of Direction Finding Systems

The practical applications of DF are numerous:

● Radio navigation and satellite global positioning services The terrestrial Long 
Range Navigation (LORAN) uses phase-comparison of beacon signals for hyperbolic 
line of bearing (LOB) and geolocation. The U.S. satellite Global Positioning System 
(GPS) and the Russian counterpart Global Navigation Satellite System (GLONASS) pro-
vide time of arrival signals for measuring precise geolocation and velocity.

● Search and rescue services The U.S. Coast Guard and worldwide organizations such 
as COSPAS-SARSAT monitor emergency radio channels for rescue. Both terrestrial and 
satellite DF networks are used to continuously locate emergency signals.

● Signal direction finding and location systems These systems operate throughout the 
radio spectrum from the high-frequency (HF) band to 18 GHz for purposes that range 
from animal tracking to locating stolen cars to gathering military intelligence.

● Homing systems These are typically small DF systems designed to guide a weapon or 
artillery shell toward a location. Active RF systems use radar, while passive systems can 
DF target emitter signals (i.e., “home on jam”).

● Warning systems Also called Electronic Support Measure (ESM) systems. These are 
typically rapid response DF and identification systems to protect against hostile radars 
and homing systems.

● Radio astronomy These are characterized by large antenna dishes or arrays that can be 
synchronized into large interferometric systems spanning continents. The resulting radio 
maps show density and velocity of natural signals from spin-flip states of hydrogen and 
various molecular energy state transitions. 

●  Smart antennas Recent advances in adaptive arrays or “smart antennas” provide spatial 
isolation of emitters, interference cancellation, and resistance to multipath signal fading3 
(see Chapter 25).

Brief History of Direction Finding

Heinrich Hertz began radio DF with experiments in the directionality of antennas in 1888. 
The first mobile DF system occurred in 1906 when the Stone Radio & Telegraph Co. 
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installed a direction-indicating device on the U.S. naval collier Lebanon. The device was 
not particularly effective as it “necessitated the swinging of the ship to obtain the maximum 
signal [strength] and the bearing.”4 In 1915 Dr. Frederick A. Kolster, a former Stone Radio 
& Telegraph employee working at the U.S. Bureau of Standards, discovered that wire 
wound on a rectangular frame could be rotated to determine the direction of a signal. One 
year later, 20 Kolster loop DF systems called the “SE 74” were installed on U.S. ships.5 

Radio navigation service experiments continued at the U.S. Bureau of Standards, resulting 
in the first workable aircraft DF system in the early 1920s.6 The first aircraft DF antennas 
were manually rotated, but by the 1940s, systems such as the Japanese Type 1-3 system and 
the Fairchild Aero Compass from which it was copied, provided a twin-loop antenna rotated 
by a motor.7

In the mid-1920s Robert Watson-Watt, inventor of radar, conducted DF research at 
Ditton Park. Co-researcher Edward Appleton rediscovered the Heavyside propagation 
layer 300 km above the earth’s atmosphere, which Watson-Watt dubbed the “ionosphere”.8 
By 1937 the U.S. Navy was using the ionosphere for long-range High Frequency Direction 
Finding (HFDF, pronounced “Huff-Duff” by old-timers) and in 1941 established both the 
Atlantic and Mid-Pacific Strategic Direction-Finder Nets, giving Allies the worldwide 
capability to track German submarines.9 In 1943 the Germans improved HFDF with the 
Wullenweber circularly disposed antenna array (CDAA). After the war, it was copied by 
the Russians (naming their version “Krug”) and by the U.S. (whose operators called it the 
“Elephant Cage” for its size). 

The LORAN system was also an outcome of World War II. Developed at the Massachusetts 
Institute of Technology, the system used a set of continuous wave beacons that could be 
phase differenced for hyperbolic contours of constant phase. LORAN-C replaced the origi-
nal LORAN in the 1950s using pulsed signals, resulting in 0.5-km accuracy.

The mathematics for using Doppler direction finding were first developed by the 
Russian Kotelnikov,10 but it was the U.S. who launched the first operational satellite sys-
tem in 1960. The system was called “Transit” and it used a cluster of six low earth orbit 
(LEO) satellites to provide precise 150/400-MHz reference transmissions.11 In 1967 the 
Soviet Union launched Tsyklon, a similar Doppler navigation system.12 Today the U.S. 
NAVSTAR GPS and its Russian counterpart, GLONASS, provide precise time, position, 
and velocity determination worldwide.

Using the same Doppler method as for navigation, Lehan and Brown received U.S. 
Patent 3063048 for a satellite search and rescue location system.13 In 1977 the COSPAS-
SARSAT satellite search and rescue system was realized as a joint U.S.-Soviet effort that 
now includes over 35 countries from Algeria to Vietnam.14

Since 1980 satellite and terrestrial DF systems have gone through a digital revolution, 
replacing analog DF processing with digital algorithms such as Bartlett correlation and 
Schmidt’s now famous Multiple Signal Classification (MUSIC) algorithm.15 

Section 47.2 examines DF systems and sources of error. Section 47.3 looks at specific 
antenna array systems, while Section 47.4 surveys digital DF algorithms. Section 47.5 explains 
two techniques for combining LOBs into geolocations, and because of the parallel in approach, 
Section 47.5 presents a basic Time Difference of Arrival (TDOA) geolocation algorithm.

47.2 DIRECTION FINDING SYSTEM DESIGN

DF systems with antenna arrays determine a signal’s LOB by using antenna voltage mea-
surements. While signal direction may be sufficient for many applications, a network of 
DF systems can combine LOBs to form signal “fixes” or geolocations. Systems that mea-
sure time and frequency without antenna arrays may work in a Time Difference of Arrival 
(TDOA) network to determine signal geolocation directly without LOBs.
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System Components

At its core, a DF system requires an antenna array, a receiver to amplify and filter antenna 
radio frequency (RF) voltages, some means to process the antenna array voltages into a signal 
angle of arrival (AOA), and an operator display (see Figure 47-1, solid boxes). Modern 
DF systems now include automated signal detection, classification, digital processing, and 
remote display (see Figure 47-1, dotted boxes). In all, modern DF systems are comprised 
of the following elements (numbers correspond to those in Figure 47-1):

 1.  An antenna or antenna array to collect signal energy from an emitted signal. Arrays can 
span continents, be compact in a handheld wireless device, or be virtual extensions of 
an existing array, exploiting techniques such as ESPRIT.16

 2.  An RF distribution system to provide interference filtering, antenna element combining, 
antenna element selection or switching, and distribution of RF output to the rest of the 
DF system. An important attribute of the RF distribution system is to allow calibration 
signals to be switched or multiplexed with the RF input.

 3.  A calibration system that provides known noise characteristics or test signal amplitude 
and phase to allow measurement of filter, cable, and receiver effects on system estimates 
of time, amplitude, and phase.

 4.  A receiving system to measure the response of the antenna system. RF radio waves are 
transformed into electron currents. Historic systems used analog measurements and 
processes to determine DF. Modern systems use analog to digital (A/D) converters to 
represent signal measurements in digital form.

 5.  A time and frequency reference system. Modern systems that digitize voltages and use 
both amplitude and phase information need all receivers and A/D converters synchro-
nized. 

 6.  A DF processor to extract radio determination information such as signal LOB and 
elevation angle. DF processors may estimate geolocation from multiple signals (e.g., 
navigation satellites), from coordinated DF systems (e.g. a worldwide HFDF network), 
or from a single DF system using running LOBs.

 7.  The DF processor may need extensive antenna array manifold calibration data on the 
response of the array at different signal angles and different frequencies. Some DF 
processors, such as the Watson-Watt DF system, use a predetermined mathematical  
formulation of the signal response. Correlation and eigen decomposition systems process 
the signal covariance matrix.

 8.  A signal detection and qualification processor. It is important for the DF processor 
to provide valid measurement output on signal energy. Further, some systems may 
qualify the energy as a “signal of interest” before performing DF.

 9.  In modern DF systems, there is usually a function of signal parameter collection, 
including time, frequency, angle of arrival, signal strength, etc.

10.  If the DF system is on a mobile platform, platform position, velocity, time (PVT), 
attitude, and heading reference system (AHRS) information is required. This allows 
transformation of platform measured AOA to earth fixed LOB.

11.  Network infrastructure allows control and display to be distributed worldwide to a 
multitude of users.

12.  What was once a simple cockpit indicator has evolved into remote displays of LOBs, 
emitter location estimates, and confidence error ellipses on a geographical information 
system (GIS) used by one or many operators.
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The use of real-time signal-processing techniques now makes it possible to use phase and 
amplitude responses, employ antennas of any polarization, and to dynamically calibrate the 
receiver system for accurate measurements. Now the Internet makes it possible for remote 
command and control and worldwide data distribution.

System Accuracy and Sources of Error

Direction finding and geolocation system performance are measured primarily in terms 
of accuracy, timeliness, and throughput. DF accuracy is usually specified in degrees root 
mean squared (rms), while TDOA systems use rms time. Geolocation accuracy for both 
is described in terms of a confidence containment ellipse and occasionally in terms of 
Geometric Dilution of Precision (GDOP). Emitter to receiving site geometry is important 
and can greatly influence geolocation accuracy. The best geolocation accuracy is obtained 
when the emitter is in the center of an equilateral triangle of sensor sites.

For DF AOA systems, as a rule of thumb, the array DF accuracy is inversely propor-
tional to the array aperture size. The upper frequency limit of the array is set by the Nyquist 
spacing of array elements. Ambiguous AOA occurs if the spacing exceeds c/2f where c 
is the speed of light and f is the highest frequency of operation. DF accuracy degrades 
proportional to 1/f (see Figure 47-2), and there is no distinct bound for lowest frequency 
of operation. Most common wideband antenna arrays span a frequency range of 1:5 up to 
1:8. For example, the VHF/UHF range can be broken into arrays that span 100–500 MHz 
and 500–3000 MHz. 

An array can be made “sparse” when antenna elements are left out of a periodic 
structure. For example, a simple uniform linear array can be altered to minimal redun-
dancy17 by leaving certain elements out. Additional elements can be added to an array 
to provide a larger eigen processing space that gives interference cancellation capa-
bility, immunity to fading, and increased hearability, especially in the presence of  
co-channel signals.

Other key parameters influencing DF accuracy include signal-to-noise ratio (SNR) 
resulting from a combination of emitter power, propagation distance and path mode (e.g. 
HF ground wave, ordinary and extraordinary skywave paths, and ionospheric tilting), 
atmospheric propagation (ducting, especially at VHF and UHF frequencies), atmospheric 
noise (e.g. lightning in HF), manmade noise (e.g. power line noise, automobile, broadcast 

FIGURE 47-1 Traditional (solid boxes) and modern (dotted boxes) DF system design
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transmitters, etc.), and system internals (antenna gain, cable loss, receiver noise figure, 
and signal integration time). All of these effects can degrade and possibly corrupt DF 
results.

Antenna arrays and the systems behind them are usually calibrated and characterized 
under high SNR conditions, and whenever possible under threshold or minimum SNR 
conditions. The high SNR conditions establish instrumentation error, while threshold SNR 
testing more closely predicts operational performance. DF rms error and the Cramer-Rao 
bound is discussed at the end of Section 47.4.

For TDOA systems, Stein18 shows that the rms error in measurement from cross cor-
relating two signal samples is based on the Cramer-Rao bound

 
σ

γTDOA
rcv SNR

= 3

πB B Ts  
(47-1)

where Bs is the signal bandwidth, Brcv is the receiving system bandwidth, T is correlation time, 
and gSNR is the input correlation SNR. gSNR is derived from the sensor site pair contributing to 
the correlation 

 

1 1
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1 1 1

1 2 1 2γ SNR SNR SNR SNR SNR= ++ ⋅
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
  

(47-2)

When the site pair signals are well above the noise floor, the effective gSNR is just the 
average of the two intercepts and the cross term 1 1 2SNR SNR  can be ignored. Under low 
SNR conditions, all terms must be considered, and under very low SNR conditions, the 
cross term of Eq. 47-2 dominates. If one of the site pairs has a strong signal intercept, the 
correlation process can “pull out” the signal from the second site even when the signal is 
buried in noise (see Table 47-1).19

FIGURE 47-2 DF accuracy vs. frequency for VHF array  
100–500 MHz
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System Calibration and Characterization

A core set of DF processing algorithms relies on the existence of a well-defined array 
manifold. The array manifold describes the antenna voltage response for an arbitrary  
N-element array from a set of M signal azimuth angles q. This can be written in a matrix as
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Actual array manifolds are composed of more terms than the idealized response to 
azimuth described in Eq. 47-3. Array manifolds are taken at discrete steps of azimuth over 
many frequencies (typically at steps ∼5 percent of the frequency) and may also include the 
dimensions of signal elevation and polarization angle. When raw manifold data is mea-
sured on a range, the result must be smoothed and interpolated to produce a manifold 
with uniform azimuth steps. Metadata may be included with the manifold to indicate what  
frequency, elevation, polarization, or other parameters are used for the manifold creation.

The accuracy of the array manifold typically dominates the system error budget and 
establishes DF performance. The design of the array can mitigate manifold errors through 
careful selection of antenna element position and number of elements. Both of these choices 
are almost always constrained by the platform or site physical boundaries and obstacles, 
and by the number of processing resources available.

For fixed-site HF antenna arrays, the electrical properties of the ground plane contrib-
ute significantly to low angle signal response, particularly the signal magnitude. For this  
reason, phase-only solutions should be considered. Site errors can be caused by array element 
interaction with adjacent antennas and nearby structures (mutual coupling, multipath, and 
blockage), and terrain irregularity (ground plane discontinuities). More information on site 
errors can be found in Gething.20

For transportable or mobile systems, the arrays may need preliminary Numerical 
Electromagnetics Code (NEC) modeling for antenna position selection. Many times there 
is a difference between NEC modeling and actual field measurements (see Figure 47-3).

As expected, accurate measurements are typically difficult to obtain near resonant  
frequencies when the array antennas electrically couple with other antennas or structures. 
There is an unwritten law of DF that frequency ranges which are difficult to calibrate tend 

Sensor 1 
SNR  
(dB)

Sensor 2 
SNR  
(dB)

Effective Input 
SNR to Correlator  

(dB)

Time-Bandwidth Ideal 
Correlation Gain  

(dB)

Correlator 
Peak SNR 

(dB)

TDOA 
error 
(ns)

20 20 20.0 37.0 57.0 16

20 12 14.3 37.0 51.3 30

20 4 6.9 37.0 43.9 71

20 0 2.9 37.0 39.9 111

20 −4 −1.0 37.0 35.9 176

TABLE 47-1 SNR Input, Correlation Gain, and TDOA Measurement Error
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to match the ranges where the greatest manifold accuracy is needed. Range calibration 
planning is required to ensure that all frequencies, azimuth and elevation angles, and signal 
polarizations are adequately covered.

The process of array manifold generation is performed using “collect” and “verify” 
functions. For the “collect,” test emissions are generated at the frequencies and polarizations 
of interest and the antenna array is rotated and/or tilted for the range of azimuths and 
elevations of interest. This may be done at a test range where the antenna array is tilted 
and rotated, or done on a ship or aircraft moving in a circle, arc, or other pattern at a  
distance from the test emitter. DF array voltages are recorded in approximately equal steps  
(e.g. every 1° in azimuth and at FCC allowable frequencies), smoothed, and interpolated 
to the final array manifold.

For the “verify,” the test emitter repeats a subset of the “collect” frequencies and  
polarizations. Additional frequencies are also included. The DF system receives and  
processes these emissions using the prepared “collect” array manifolds and computes the 
LOB rms error to the test emitter. Figure 47-4a illustrates LOB error magnitude versus both 
azimuth (y-axis degrees) and frequency (x-axis MHz). Figure 47-4b plots aggregate rms error  
(y-axis degrees) across the azimuth range versus frequency (x-axis MHz). The LOB accuracies 
expected from the system and array manifold are determined and verified in this fashion.

Built-in system features that facilitate testing of individual antenna elements, cabling 
loss, time delay and phase error, and overall system processing are vital to long-term AOA 
direction finding and TDOA geolocation effectiveness. Without such features, degradations 
in antenna dielectric or temperature changes in electrical properties go uncalibrated. Since 
DF systems often coexist with other electronic equipment, antenna element responses may 
change when nearby equipment and structures change. Degradations are manifested as a 
lack of DF productivity or increase in wild LOB estimates. Antenna designs need to include 
the ability to inject, couple, and radiate calibration signals without impacting voltage stand-
ing wave ratio (VSWR) and reliability.

47.3 DIRECTION FINDING SYSTEM EXAMPLES

This section examines the radio DF systems of the classic Wullenweber CDAA, the popular 
amateur pseudo-Doppler DF system, the historic Watson-Watt DF system, variations of the 
N-channel DF system, and Butler DF using antenna phase combining.

FIGURE 47-3 (a) VHF array phase and (b) gain comparison between NEC and measurement
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CDAA Goniometer Direction Finding System

During the 1950s the University of Illinois improved the HFDF Wullenweber CDAA for 
the U.S. Navy. A ring of 120 monopole antennas was cabled to a central operations building 
for HF analog beam combining. In the building, matched cables from the antennas were 
brought together at a circular stator. A spinning rotor, called a goniometer, capacitively 
coupled to 36 contiguous elements of the stator at any moment in time provided both 
summed and differenced outputs. Thus, the goniometer acted both as a commutator sequen-
tially switching between antenna elements and as a beamformer. 

The goniometer delay lines (see Figure 47-5) were electrical lengths equal to the free-
space path of the signal to the antenna elements referenced to the center of the goniometer.

The HFDF operator could select either the sum or the difference output on a CRT display 
with a synchronized rotating time base so that the response pattern of the antenna appeared as 
a polar beam pattern centered on the direction of the emitter. When searching for an emitter, the 
sum mode was used, but when the emitter had been identified, the difference mode was used so 
that the sharp null response pattern displayed azimuth angle with maximum accuracy.

Pseudo-Doppler Direction Finding System

The pseudo-Doppler DF system is a phase-measurement system that uses commutation 
and stems from the research of Earp and Godfrey in 1947.21 This DF system is sometimes 
described in terms of a rotating antenna and the Doppler effect. However, the antennas do 
not move and there is no change of frequency due to true Doppler (∆f = vf/c). Rather, this is 
a clever system that measures signal phase changes using commutated (switched) sequen-
tial elements located on the circumference of a circle.

FIGURE 47-4 (a) Azimuth error vs. azimuth and frequency and (b) mean azimuth error vs. 
frequency
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As each antenna element is sampled, the signal phase appears spatially shifted. The 
pseudo-Doppler DF system (see Figure 47-6) relies on a very short sampling time from 
each element. This is done by using a simple pin-diode set of switches that funnels each 
antenna element sequentially into a common RF path. The spatially induced phase shifts 
become manifest in the FM demodulator as slightly different audio tones. The audio is 

FIGURE 47-6 Pseudo-Doppler DF system using phase commutation

FIGURE 47-5 CDAA array goniometer beamforming
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integrated into different summing units, commutating them synchronously at the same 
clocking speed that sampled the antenna elements. The integrated voltages are fitted with 
a sine curve whose phase is directly proportional to signal azimuth q. 

Watson-Watt Direction Finding System

The Watson-Watt DF system is a simple, but continuous, amplitude comparison scheme using 
two orthogonal Adcock beamforming arrays.22 Each Adcock array is made of two dipole 
elements that are phase-reversed to create a figure “8” beam pattern (see Figure 47-7). The 
optimal array spacing is about l/8 with relatively short (0.1 l) dipole element lengths.

The Watson-Watt Adcock DF process (see Figure 47-8) uses two orthogonal Adcock 
arrays nicknamed the “sine” and “cosine” receiver channels, where the angle of arrival q is 
estimated by taking the arctangent of the voltages from these two RF channels.23

 
θ = 





90 − arctan sin

cos

V
V

 
(47-4)

The Watson-Watt DF process has two fundamental problems: first, the correct quadrant 
of the azimuth cannot be determined uniquely, and second, the arctangent approximation 
deviates as the array diameter to signal wavelength (D/l) ratio changes. That is, Eq. 47-4 
is only an approximation to the true relationship between the two antenna array voltages, 
which is fully given as 
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(47-5)

 

The LOB error in using the Watson-Watt arctangent approximation is illustrated in 
Figure 47-9.

FIGURE 47-7 Adcock antenna and azimuthal beam pattern
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Brueninger Direction Finding System

To correct the deficiencies of Watson-Watt DF, the Brueninger DF system makes a 
number of improvements:

1. A sense (reference) antenna is used to distinguish signal phase that resolves LOB quadrant 
ambiguities. The omni antenna may be a separate antenna or can be formed from the 
sum of all four Adcock elements.

FIGURE 47-8 Watson-Watt DF system

FIGURE 47-9 Watson-Watt DF error
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2. More than two antenna elements may be combined to create the sine and cosine beam 
patterns (e.g. a symmetric set of 8 or 16 dipoles is common). 

3. Explicit phase-amplitude correlation methods are used instead of taking the arctangent 
of voltages (e.g. Bartlett correlation DF is common).

The Brueninger DF uses three RF input channels: omni, sine, and cosine channels. 
Modern systems use A/D voltage conversion for digital RF processing, as shown in 
Figure 47-10.

In this example the DF processor implements the Bartlett correlation algorithm exploiting 
both the phase and amplitude of the voltages. The RF omni, sine, and cosine beam pattern 
complex voltages (I + jQ, or “IQ” for short) are collected into an array manifold over 0° 
to 360° in azimuth.

To determine the direction of a signal, the voltages vo, vs, and vc from the omni, sine, and 
cosine RF channels are measured in K snapshots, forming a voltage matrix representing all 
data. The voltage matrix is then used to form a time-integrated covariance matrix, R:
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(47-6)

where vn(k) indicates the kth snapshot of complex voltages from element n = omni, sine, 
and cosine and 


vn  is the time set of voltages with time indices suppressed.

The covariance matrix (Eq. 47-7) is the product of the voltage matrix v and its Hermitian 
transpose vH  and is normalized by 1/K samples:
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(47-7)

FIGURE 47-10 Brueninger omni, sine, and cosine DF system
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Bartlett correlation uses the covariance matrix R and the corresponding array manifold 
a(q ) (interpolated to signal frequency) to form a correlation coefficient C(q ) for every 
discrete q in the antenna manifold:

 
C

H

H( )
( ) ( )
( ) ( )

θ θ θ
θ θ= a Ra

a a  
(47-8)

The coefficient C(q ) can be normalized to values 0-1 by multiplying by 1/trace(R). Once 
C(q ) is formed, the Bartlett DF process looks for the maximum C(q ) using standard peak 
finding and interpolation techniques (see Figure 47-11a). In a simulation, all signal azimuth 
angles can be examined to create a correlation surface (see Figure 47-11b). With a VHF four-
element Adcock array 40 cm in diameter, the bearing error at 150 MHz is about 2° rms.

Commutated Direction Finding Systems

As described earlier in this section, the CDAA and pseudo-Doppler DF systems use antenna 
element commutation. The Brueninger DF system and other arbitrary DF arrays can also be 
commutated. One antenna element (usually the “omni”) is selected as the reference element 
to which all other antenna elements are sequentially compared. Although the array manifold 
remains the same, the covariance matrix becomes sparse. For example, if antenna element #1 
is the reference element, the covariance matrix for an N-element array becomes
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The Bartlett Eq. 47-8 is modified to the commutated form
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(47-10)

FIGURE 47-11 (a) Bartlett correlation with peak finding and (b) Bartlett correlation surface
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In spite of what appears to be a paucity of data, DF commutation using the Bartlett  
algorithm performs nearly as well as the full N-channel solution provided that the total  
number of voltage samples is the same. However, an N-element commutated array takes N 
times longer to collect the same number of RF voltage samples. For example, the Brueninger 
omni, sine, cosine DF system performing three-channel correlation (see Figure 47-11) can 
be compared to two different commutation variations: a Brueninger commutated system  
(see Figure 47-12) and a four-element array that is commutated directly without Adcock  
element combining (see Figure 47-13). As in the previous section, the array example contains 
four VHF dipoles on a 40-cm circle operating at 150 MHz. Notice that for Brueninger commu-
tation, there is an increase in spatial sidelobes that is not present in four-element sampling.

Why commutate? Because it reduces the amount of DF hardware by a factor of 2:N, 
which for an 8- or 16-element array can be significant. Regardless of array size, the com-
mutating system only requires two channels of filters, tuners, and A/D converters. Similar 
efficiencies are gained in digital signal processing. However, the commutation system pays 
a penalty in time to collect the same number of data snapshots and may totally corrupt the 
covariance matrix if either the signal transmission is shorter than the commutation cycle time 
or two or more signals occur at the same frequency during the commutation cycle time.

FIGURE 47-12 VHF Brueninger commutated DF (a) correlation with signal at 28° and (b) correlation 
surface

FIGURE 47-13 VHF four-element commutated DF (a) correlation with signal at 28° and (b) correlation 
surface
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Butler Direction Finding System

When discussing antenna element combining, people often confuse the Brueninger and 
Butler combiners. The Brueninger, even in its most complex form, only phase reverses 
antenna elements by 180° before combining, and the result is always three outputs of an 
omni, sine, and cosine phased beam pattern. Butler combining, most often implemented as 
a “Butler Matrix” (see Figure 47-14b), is more akin to fast Fourier transform (FFT) and 
uses combinations of 45°, 90°, and 180° phase shift components.

The FFT example above shows eight inputs and the corresponding eight outputs after 
“bit reversal” that reorders the output. If the input is time-ordered data, the output is  
frequency-ordered data with F(0) being the DC component. Butler antenna combining  
follows the same “butterfly diagram.” Each node creates a sum and difference (A + B) and 
(A − B) without exponential phase weighting. The phase weighting comes at discrete points 
in the diagram, requiring 45° and 90° phase shifters. If the input is RF energy from eight 
equally spaced antennas around a circle, the output is spatial phase shifted modes. Mode 0 
has no spatial phase shifting with respect to signal azimuth and is exactly equivalent to an 
omnidirectional beam combiner. Mode 1 and Mode 7 (referred to as Mode −1) have spatial 
phase shifting proportional to signal azimuth. Similarly Mode 2 and 6 (Mode −2) have 
spatial phase shifting proportional to twice the signal azimuth. Mode 3 has spatial phase 
shifting proportional to three times the signal azimuth. 

Figure 47-15a shows a Monte Carlo simulation of Mode 0 and Mode 1 while Figure 47-15b 
shows the corresponding Butler DF response using the same notional VHF four-element array 
used earlier in Section 47.3.

FIGURE 47-15 (a) Butler Mode 0 and 1 and (b) resulting DF output

FIGURE 47-14 (a) Fast Fourier transform and (b) Butler Matrix antenna combining
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The Butler system uses Mode 0 for signal acquisition and reference to which other 
modes are phase compared. Mode 1 is typically used for coarse DF with the DF algorithm 
switching to Mode 2 and even Mode 3 for higher resolution. The DF cascade is necessary 
because Mode 2 and Mode 3 by themselves are double and triple valued over the full azimuth 
range and need guidance to signal direction from the previous stage.

47.4 DIRECTION FINDING ALGORITHMS

Modern radio DF systems are dependent upon the direction finding algorithm. Section 47.3 
introduced the Bartlett DF algorithm, but it is just one of a host of DF solutions. In this 
section, we consider several classes of DF algorithms, which include correlation-based, 
eigen-structured, root-finding, and maximum-likelihood algorithms. We then introduce the 
Cramer-Rao bound (CRB) that specifies the lower bound for DF error due to additive 
white Gaussian noise. We then compare various DF algorithms against the CRB. Lastly, we  
consider the effects of correlated cochannel interference on DF performance.

Basic Correlation Algorithms

We have already introduced the Watson-Watt voltage comparison algorithm and Bartlett 
correlation for Brueninger and commutated arrays. Here we present a comparison of 
generic DF algorithms that can be applied to any arbitrary array geometry. Two matrices 
define the environment that the DF algorithms operate in. The first is a, the N-element by 
M-azimuth array manifold that specifies the complex response of each of the N elements 
over the M azimuths in the field of regard. The second is the sampled signal voltage v, 
which is an N × K matrix, where K is the number of signal samples:
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The covariance matrix remains defined as R vv= 1
K

H. Using these definitions, various 
correlation DF algorithms have been created.24,25
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Capon (Classic): C
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The performance of these algorithms will be given later in the chapter, in the section 
“DF Algorithm Comparison.” For the Bartlett algorithm, we included the factor 1/trace(R) 
to ensure C(q ) varies between zero and one. The Capon algorithm is written in both its   
classic form and in a smooth (inverted) form that ensures C(q ) varies between zero and one and 
allows easier peak interpolation when using discrete array manifold q steps. For the Maximum 
Entropy algorithm, ck is the kth column vector of the inverse covariance matrix (R−1).  

Eigen Structured Algorithms

Many DF algorithms depend upon decomposing the covariance matrix into subspaces  
that comprise the signal and noise. One of the first spectral estimation methods using  
eigenvectors was developed in 1973 by V. F. Pisarenko,26 whose eigen method originally 
focused on harmonic decomposition. The Min-Norm eigen approach was developed in 
1983 by Kumaresan and Tufts.27 However, the most popular and versatile algorithm is 
Schmidt’s 1986 MUSIC algorithm.15 The algorithms are
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MUSIC (classic): C
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The performance of these algorithms will also be given later in the chapter, in the  
section “DF Algorithm Comparison.” For the Pisarenko algorithm, ek  is one or more 
eigenvectors associated with the smallest (noise) eigenvalues. The span of the eigenvectors 
is of dimension N, the number of elements in the array. We normally expect only one signal 
present for DF. Hence the signal eigenvector ES is of dimension N × 1, and EN, the matrix 
of noise eigenvectors, is of dimension N × (N − 1). If D co-channel signals are present in 
the voltage samples that make up the covariance matrix, ES is an N × D subspace and EN 
is an N × (N − D) subspace. 

For the Min-Norm algorithm, uk is the kth column of an N × N identity matrix. The 
MUSIC algorithm is presented in its classical form in Eq. 47-18, which shows distinctive 
sharp spectral peaks, and is presented in a smoothed form in Eq. 47-19, which has smoother 
peaks and is easier to interpolate when using a discrete array manifold. Further, MUSIC is 
written using either the noise or signal eigenvectors EN or ES: choose the form that has the 
smaller subspace for the lowest computational load.

Root DF Algorithms

Root DF algorithms are specialty DF algorithms applicable to only uniformly spaced linear 
arrays with N elements, where the array manifold can be written using an index to specify 
the array element of interest. The array manifold is then written as
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where n goes from −(N − 1)/2 to (N−1)/2 (odd-numbered element arrays), l is the signal 
wavelength, and d is the spacing between elements. For a standard linear array, just at the 
Nyquist limit, d = l /2. Then Eq. 47-20 reduces to

 a( , ) exp( cos( ))θ π θn jn= −  (47-21)

The array manifold can further be transformed into a vector of polynomial coefficients 
z by using the representation 

 z j z z zz
N T= = −exp( cos( )) ( ) [ ]π θ giving a 1 1  (47-22)

The most common DF approach is the Root MUSIC algorithm using noise subspace 
eigenvectors. The correlation coefficient is written in terms of the eigenvector noise subspace 
and the antenna manifold as 

 C z
z

zT
N N

H( ) ( )= 



 { }a E E a

1  (47-23)

The Root MUSIC algorithm computes the roots of C(z) and chooses the D roots, ẑi , that 
lie inside a unit circle and are closest to the unit circle. The estimates of signal azimuth θ̂i  
are found by the inverse relation between q and z for the i = 1…D roots, giving 

 
ˆ cos

arg( ˆ )θ πi
iz= 





−1

 (47-24)

From Eq. 47-24 it can be seen that Root MUSIC is not affected by the magnitude of ẑi . 
Thus we expect Root MUSIC to provide a better estimate of signal direction than the classical 
MUSIC algorithm. The performance of these algorithms is given later in the chapter, in the 
section “DF Algorithm Comparison.” 

Since the Min-Norm algorithm also uses eigenvectors of the noise subspace, we expect 
that there should be a Root Min-Norm algorithm that is a better estimator than Eq. 47-17. 
While the development of both root MUSIC and Root Min-Norm is developed using a 
 uniformly spaced linear array, these algorithms are applicable to circular arrays as well. 
The starting point for Root Min-Norm begins by defining a subspace vector d, of dimension  
N × 1, that has the property of being orthogonal to the signal subspace. That is, given the 
array manifold a(qi) at discrete qi for i = 1…D signal directions, d has the property

 a d( )θi
H = 0  (47-25)

The only set of vectors orthogonal to the signal vectors is the set of noise eigenvec-
tors with arbitrary magnitude. Thus the vector d is found as a weighted noise subspace  
eigenvector

 d E
c

c c
E= = 



w N H N

1
2

*
 (47-26)
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where c is created from the first elements of each of the noise eigenvectors. As with 
Root MUSIC, Root Min-Norm uses the transform zi = exp( jp cos(qi)) to represent the  
i = 1...D signal directions, allowing d to be written in polynomial form

 D z d z d zN
N( ) ....= + + +− −1 1

1  (47-27)

The polynomial roots of D(z) provide the estimate of ẑi , which are selected within and 
close to the unit circle. The inverse trigonometric transform of Eq. 47-24 converts ẑi  to the 
Root Min-Norm estimate of signal arrival θ̂i  for the i = 1…D signals.

Maximum Likelihood DF Algorithms

The Maximum Likelihood (ML) estimator for the direction θ̂i , for i = 1...D signals, uses 
a signal subspace that is as close as possible to the data subspace. This is formulated by 
taking the maximum of

 θ
θ θml = argmax { [ ]}tr P R  (47-28)

where R is the covariance matrix of the antenna array voltage data and Pq is the  
projection vector of the i = 1...D signals. Pq is formed from the discrete N × D steering vectors  
a(qi) as

 P a a a aθ θ θ θ θ= ( )−
( ) ( ) ( ) ( )i i

H
i i

H1
 (47-29)

To search over the actual N-elements by the M-azimuth array manifold a(q ), the  
computational complexity of the ML algorithm is O(MD). Fortunately there is a way to 
reduce computational complexity to find Pq . The alternating projection maximization 
(APM) algorithm, invented by Ziskind and Wax,28 replaces the multidimensional maximi-
zation problem with a sequence of one-dimensional maximization problems, reducing the 
computational complexity to O(MD).

The first step of the APM algorithm is an initialization step where θi
0  is estimated for 

 i = 1...D signals. θ1
0  is estimated by finding the angle q  that maximizes Eq. 47-28 assum-

ing only one signal is present. θ2
0  is found by assuming the first signal is at θ1

0 and maxi-
mizing Eq. 47-28 for the second signal. The initialization is complete after repeating for 
D signals.

Next, a projection of the manifold is created so that all of the manifold vectors are 
orthogonal to all of the estimated steering vectors except the steering vector that is being 
updated. Notationally, a( ˆ )θi represents the set of steering vectors for all of the estimated 
signals except for signal i. APM creates a projected manifold b such that the vector at each 
q, b( , ˆ )θ θi is orthogonal to all of the vectors in a( ˆ )θi . That is

 b a( , ˆ ) ( ˆ )θ θ θi i = 0  (47-30)

APM then determines θi
k+1  for iteration k + 1 and signal i as

 θ θ θ θ θ
θi

k
i
k

H

i
k

i

+ = ( ) ( )1 argmax , ˆ , ˆb Rb  (47-31)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Direction Finding Antennas and Systems



 DIRECTION FINDING ANTENNAS AND SYSTEMS 47-21

The iterations are repeated until a criterion d is reached such that

 θ θ δi
k

i
k+ − <1

 (47-32)

Power Method Algorithms for Eigen Structures

In this section we investigate ways of computing eigenvalues and eigenvectors efficiently. 
Many computer languages provide a Linear Algebra extension from the LAPACK library to 
compute eigenvectors and eigenvalues quickly.29 For an N-element array, this requires O(N 3) 
operations. For many applications, the LAPACK library meets all computational needs. 
Although efficient, the standard LAPACK library has a highly complex logical structure 
that cannot be implemented efficiently in pipeline hardware such as Field Programmable 
Gate Arrays (FPGAs). 

The Jacobi algorithm for computing eigenvalues and eigenvectors is not optimal in 
terms of multiply, divide, and add operations, but it can be implemented using Coordinate 
Rotation Digital Computer (CORDIC) processes30 that are suitable for pipeline hardware. 
Ahmedsaid et al31 implemented the Jacobi algorithm using CORDIC blocks for an 8 × 8 
covariance matrix. Computing the eigenvectors and values to 14-bit resolution required 
16,681 slices and approximately 18,000 clock cycles. 

Another pipeline approach is the “power method” by Stewart,32 which shows there is 
an extremely simple way of estimating the dominant eigenvector, E1, from a covariance 
matrix R:

 E R R LL LL1 = =k H k Hm m( ) ( ) ( )  (47-33)

where k is an integer > 0, R = LLH, R(m) is a column vector from R, and L(m) is a row 
vector from L. In the case of a single signal with positive SNR, E1 (an orthonormal vector) 
can be used in place of Es in the MUSIC DF of Eq. 47-19 and is quickly solved. 

With a modest extension, the power method is able to determine a set of orthonormal 
vectors and bases to replace the eigenvectors and values of multiple signals. Once E1 has 
been found, the L matrix is updated as

 u E L= n
H

n
 (47-34)

 L L E un n n+ =1 −  (47-35)

where En is normalized such that E En
H

n = 1. The corresponding basis value ln is then esti-
mated as

 λn
H= u u  (47-36)

This procedure is repeated to estimate En and ln from n = 1 to N array elements. In 
all, the power method requires (2k + 4)N3 − (2k + 1)N2 − 2N multiply and accumulate 
(MAC) operations. Up to N = 8 and k = 2 MAC operations can be supported using modern 
FPGAs.

Cramer-Rao DF Error Limit

Before evaluating each of the algorithms given in the preceding section, we would like a base-
line that gives the limit of DF performance for any given array and incoming co-channel set 
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of signals. This can be obtained using the Cramer-Rao bound (CRB) where additive white 
Gaussian noise (AWGN) corrupts the received signal voltages without bias. A thorough 
treatment is given by Van Trees.33 

We start with a model of the received signal V as an M × K matrix of voltages sampled 
at each of M antenna array elements over K snapshots. (We use M vice N to avoid confusion 
with the noise component N.) V is the result of D co-channel signals S received through the 
array manifold a(q ) plus direction independent noise N. S is a D × K matrix, while N is an 
M × K diagonal matrix of AWGN noise samples with variance σw

2 . 

 V a S N= ( ) +θ  (47-37)

Using this separation of signal and noise, the covariance matrix RV of measured voltages 
can be written in terms of signal and noise as well:

 R R R a S a IV S N f
H

w= + = +( ) ( )θ θ σ 2  (47-38)

where RS is the signal covariance matrix (equal to a(q )Sf a(q ) H), RN is the noise  
covariance matrix (equal to σw

2I ), and Sf is the D × D signal matrix (equal to SSH). The 
resulting Cramer-Rao bound of variance becomes

 C
a

P
a

S aCR ( ) Re
( ) ( )

(θ σ θ
θ

θ
θθ= ∂

∂
∂

∂






⊥w
H

fK

2

2  θθ θ) ( )H
f

T
R a S−

−

 





















1

1

  (47-39)

where   is the Hadamard product of two matrices using element by element multiplica-
tion and Pθ

⊥  is the projection matrix of the array manifold onto the noise subspace and is 
defined as

 P I a a a aθ θ θ θ θ⊥ −= − ( )( ( ) ( )) ( )H H1  (47-40)

Clearly the CRB decreases with increasing data samples, K, and decreasing noise vari-
ance. At high SNR the CRB is proportional to σw

2 , but at low SNR, the CRB is proportional 
to σw

4 . The transition from low to high SNR is determined by the signal correlation, spatial 
separation of the signals, and the beamwidth of the array. As the signals become more 
correlated, RS becomes less diagonal, increasing the CRB. As the separation of the signal 
steering vectors a(q )H a(q ) becomes less diagonal, CRB likewise increases.

DF Algorithm Comparison

Monte Carlo simulations were run to compare DF performance in which two uncorrelated, 
equal power signals impinge on a standard linear array with elements spaced l/2 apart. The 
signals were positioned nearly broadside to the array at azimuths of 87.5° and 92.5°. The 
array SNR (ASNR) was varied from −20 dB to +30 dB and resulting DF rms errors were 
determined from 200 trials per algorithm. Each trial uses 100 data (voltage) snapshots with 
additive white Gaussian noise.

If only one signal is present in the array manifold (per frequency channel, etc.), all  
computational methods produce the same directional estimate, with Bartlett correlation 
the simplest to implement. The Bartlett correlation algorithm can be used on many differ-
ent array geometries, can handle Brueninger element combining, and can be used in com-
mutating systems. But the Bartlett DF algorithm cannot resolve closely spaced co-channel 
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signals. The Capon method provides much better signal resolution than Bartlett, but eigen 
structure methods provide even more capability. The Min-Norm algorithm provides slightly  
better performance than MUSIC at low ASNR, but with much more complexity (see 
Figure 47-16a). For restricted array geometry, Root MUSIC and Root Min-Norm give 
better DF performance than their general array counterparts MUSIC and Min-Norm. 
Root MUSIC is slightly better than Root Min-Norm in accuracy and is considerably more 
efficient to compute (see Figure 47-16b).

The power method creating orthogonal basis vectors and values can be used in the 
MUSIC, Root MUSIC, Min-Norm, and Root Min-Norm algorithms just as the eigenvec-
tors and values are used. In a DF simulation consistent with the other comparisons in this 
section, the eigen decomposition required double floating point values (64 bits) while the 
power method used only 18-bit integer multipliers and 48-bit integer accumulators. The 
power method thus provides significant computational load savings without loss of accuracy 
(see Figure 47-17). 

FIGURE 47-16 (a) Basic DF and Eigen algorithm DF performance and (b) Eigen and Root algorithm DF 
performance

FIGURE 47-17 DF performance of Eigen versus power 
method implementations
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Estimating the Number of Co-Channel Signals

For an N-element array, eigen decomposition of the covariance matrix gives N eigenvalues 
l and corresponding eigenvectors E. The eigen subspace is divided into ES, a subspace of 
1…D signal eigenvectors, and EN, a subspace of (N − D) noise vectors. These eigenvectors 
and their eigenvalues are related to the original covariance matrix as

 R E E E E= S S S
H

N N N
Hλ λ+  (47-41)

The problem is to estimate the number of signals D when the noise eigenvalues lN can 
be represented by a span of (N − D) noise terms containing AGWN, 

 λ σ σN w w=  diag 2 2...  (47-42)

An ad hoc ratio test can be established to compare the smallest eigenvalue with the (N − 1) 
remaining eigenvalues in a threshold test. An optimal approach uses the likelihood ratio 
that challenges the hypothesis that the (N − D) smallest eigenvalues are equal against the 
hypothesis that the (N − D − 1) smallest eigenvalues are equal. Van Trees34 shows that for 
a covariance matrix R, created from K snapshots and decomposed into N eigenvalues, the 
likelihood of D signals, L(D), can be written as

 

L D K N D
N D i

i D

N

i
i D

N N
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−
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
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
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


D

  

(47-43)

The term in the brackets is the ratio of the arithmetic mean of the (N − D) smallest eigen-
values to the geometric mean of ( N − D − 1) eigenvalues. If the (N − D) smallest eigenvalues 
are equal (i.e., have the same noise variance σw

2 ) then the arithmetic and geometric means 
are equal and L(D) = 0.

Two common tests use this likelihood ratio to determine the number of signals present: 
the Akaike information-theoretic criterion (AIC)35 and the minimum description length 
(MDL) of Wax and Kailath.36 These tests add a penalty function based on the degrees of 
freedom of the likelihood function. Akaike introduces AIC as

 D L D D N D
D

AIC = + −argmin{ ( ) [ ( )]}2  (47-44)

while the MDL test uses

 D L D D N D K
D

MDL = + − +







argmin ( ) [ ( ) ]ln
1
2

2 1  (47-45)

As with any eigen structure method, the power method of determining orthonormal 
vectors and values may be substituted. For the antenna array and simulation parameters 
defined in the preceding section, the AIC test (using eigen structures or orthonormal 
vectors) has a better probability of signal detection at low ASNR than the MDL test. 
Both AIC and MDL may underestimate the number of signals present. Above 8 dB, all 
methods successfully estimate the presence of two signals (see Figure 47-18).
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DF when Co-Channel Signals Are Correlated

All of the DF algorithms discussed so far have some ability to separate co-channel signals. 
But none can separate perfectly correlated or coherent signals. They cannot separate the 
signals because the signal covariance matrix, Sf as defined in Eq. 47-38, has a rank of one 
for coherent signals. 

Unfortunately, multiple signal correlation generally occurs in a multipath situation. That 
is, a single signal travels on multiple paths from the transmitter to the receiving antenna 
array. If the signal arrives on two paths that are equal length, then the antenna array would 
see two signals that are 100 percent correlated. As the path length difference increases, the 
correlation ratio drops. An estimate of the correlation, r, is given

 ρ = − ⋅
1

B
c

∆path  (47-46)

where B is signal bandwidth, ∆path is the path length difference, and c is the velocity of 
light. For example, if the signal bandwidth is 25 kHz and the path length difference is 600 
meters, then r = 0.95. 

A Monte Carlo simulation similar to that used previously in Section 47.4 was used 
to evaluate MUSIC and Root MUSIC using two signals with 95 percent correlation (see 
Figure 47-19). At low ASNR, both MUSIC and Root MUSIC are erroneous, randomly 
determining the DF. Even a moderately strong ASNR of 10–12 dB still produces random 
DF. Only when the SNR is greater than 15 dB does Root MUSIC begin to determine the 
correct direction of both signals, while the classic MUSIC algorithm needs ASNR > 25 dB 
to produce useful DF. Both Root MUSIC and classic MUSIC can resolve highly correlated, 
closely spaced signals given sufficient ASNR.

FIGURE 47-18 Estimates of the number of signals present vs. array signal-
to-noise ratio (ASNR)
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47.5 GEOLOCATION ALGORITHMS

In this section, we present three geolocation algorithms. The Stansfield algorithm is the 
oldest and has been used successfully in both worldwide HFDF systems and line-of-sight 
angle-of-arrival systems as well. The Wangsness algorithm uses LOBs drawn on a spherical 
earth and likewise can be used globally or locally for geolocation solutions. A simple 2D 
TDOA geolocation algorithm is also presented. These three approaches are compared using 
confidence ellipse containment.

Stansfield AOA Geolocation Algorithm

The Stansfield algorithm37 was developed during World War II for AOA geolocation using 
a flat (Cartesian) geometry, illustrated in Figure 47-20.

The LOB from a receiving site has a bearing angle b from north (y-axis). Using an 
arbitrary coordinate system, the LOB is also described by d, the perpendicular distance to 
the coordinate system origin; m is the LOB miss distance from point (px, py)

T.
The miss distances from a set of K lines of bearing with common Cartesian origin  

created by some number of DF sites is written in matrix form as

 m Ap d= +  (47-47)

where m is the miss vector, A is a transformation matrix, p is the position vector, and d is 
the LOB origin offset parameter:

m A=

m
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FIGURE 47-19 DF performance for two closely spaced signals that are  
95 percent correlated
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The goal is to find a position p̂  that minimizes m mT K
im= Σ1
2, which can be done in 

an iterative approach using the gradient form of Eq. 47-47, The iterative improvement in 
position is

 d T Tp A A A m= inv( ) ( )⋅  (47-48)

and ˆ ˆp p pnew old= + d  (47-49)

Inspection of the components of Eq. 47-48 reveals that the ATA and ATm matrices are 
the classic unweighted least squares normal equations. These should be used on the first 
iteration from an arbitrary starting point po. Subsequent iterations should use a weighted 
version of ATA and ATm that account for the LOB a priori DF variance σLOB

2  and distance 
ri from the ith bearing site to emitter. Using a covariance matrix R whose diagonal elements 
contain the squared weights w ri i

2 2 21= / ( )σLOB , Eq. 47-48 is modified to be

 d T Tp A RA A Rm= ⋅inv( ) ( )  (47-50)

The weighted normal equations are written as
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(47-51)

FIGURE 47-20 Stansfield geolocation geometry
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and
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(47-52)

Convergence to p̂ requires only three or four iterations from an arbitrary starting point, 
making the Stansfield geolocation algorithm fairly efficient. It is customary to estimate a 
confidence containment ellipse about the location p̂, which can be determined from the eigen-
values of the inv(ATRA) matrix. Letting the inverse matrix be noted as Q, the eigenvalues are 
found by solving the determinate |lI − Q| = 0. Two eigenvalues result, designated l+ (maxi-
mum) and l− (minimum). The confidence ellipse is scaled by the number of LOBs, K, and by 
a scaling factor, jo, which establishes the statistical confidence level (see Table 47-2).

The confidence ellipse is then described by the semi-major and semi-minor axes:

 
s jo K

K
s jo

K
K

maj and= − = −+ −λ λ
1 1

min
 

(47-53)

The unambiguous ellipse orientation (see Table 47-3) requires testing of the terms of 
the Q matrix.

A Monte Carlo simulation of LOBs from three bearing sites illustrates the Stansfield 
algorithm. LOBs with 2° rms error were generated from three sites, producing a best esti-
mate position and 95 percent confidence containment ellipse (see Figure 47-21a). To evalu-
ate 300 trials, the confidence ellipse, normally centered on each estimated position, is shifted 
to the true emitter location, and allows comparison of the theoretical 68%, 80%, and 95% 
confidence ellipse containment with the trial estimated positions (see Figure 47-21b).

Compare Diagonal Terms Orientation

Q1,1 <= Q2,2 90
1
2

−






atan 2
y

x

term
term

Q1,1 > Q2,2
1
2

atan 2
y

x

term
term







where y term = Q1,2 + Q2,1 
x term = Q1,1 − Q2,2

TABLE 47-3 Confidence Ellipse Orientation

Ellipse Confidence Factor Scaling Factor ( jo)

68% 1

80% 1.79

90% 2.15

95% 2.45

TABLE 47-2 Ellipse Confidence Factor
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Wangsness AOA Geolocation Algorithm

In 1973 Dennis Wangsness proposed an elegant solution to geolocation on a spherical 
earth.38 It has the advantage of being a fast, non-iterative eigenvector approach to produce 
both geolocation and a confidence containment ellipse. Extending the spherical solution 
onto a geoid allows the algorithm to be WGS-84 compliant. 

Wangsness recognized that any LOB describes a great circle around the earth and is 
anchored through the bearing site. These great circles are described by perpendicular  
normal vectors, n, which collectively produce an eigenvector solution for best estimate of 
position and error ellipse.

First, the LOB normal vectors are described in terms of the Earth Centered Earth Fixed 
(ECEF) coordinate system and are collected into transformation matrix A for K LOBs:

 

A n n n1 i K=

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
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=  
nx ny nz
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1 1 1
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(47-54)

where ni

i

i

i

nx
ny
nz

=














 is the ith LOB normal vector in ECEF coordinates.

Once the ATA matrix is formed, the Wangsness algorithm solves for the three eigenvalues 
and associated eigenvectors using |lI − ATA| = 0. The normalized eigenvector associated 
with the smallest eigenvalue is a unit vector that points toward the best estimate of emitter 
position. This unit vector can be transformed into spherical latitude and longitude and 
further transformed into geodetic latitude and longitude using a standard geoid such as 
WGS-84.

Although the eigen solution is not iterative, once an approximate emitter position is 
found, a weighted solution using the covariance error matrix R = diag( / )1 2ri , where ri 
is the arc distance between the ith-LOB bearing site and the estimated location. The ATA 
matrix now becomes the weighted matrix ATRA.

FIGURE 47-21 (a) Stansfield LOBs, geolocation, and 95% confidence ellipse and (b) 300 trials with 68%, 
80%, and 95% confidence ellipse centered on the true emitter
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The three eigenvalues of |lI − ATRA| = 0 are sorted smallest to largest (l1, l2, and l3) 
to provide the confidence ellipse equations:

 s
a jo

K
s

a jo

K
e emaj and min=

⋅
−

⋅ =
⋅
−

⋅
2 2

1

2

1

3

λ
λ

λ
λ  (47-55)

where K is the number of LOBs, jo is the ellipse scaling factor for confidence of contain-
ment, and ae is the earth’s radius to convert arc distances into meters. Ellipse orientation is 
derived from the arc cosine of the dot product formed by the eigenvector associated with 
l 2 (the eigenvalue associated with semi-major axis) and a unit vector at the estimated loca-
tion that points east.

A similar Monte Carlo simulation was run for the Wangsness algorithm with the same 
LOB error and site geometry of the Stansfield simulation. LOB, best position, and confidence 
ellipse were computed (see Figure 47-22a) and 300 trials were made (see Figure 47-22b). 
Again, the confidence ellipse was shifted to the true emitter location, for comparison of the 
theoretical 68%, 80%, and 95% confidence containment ellipses. 

TDOA Geolocation Algorithm

When the LORAN hyperbolic location system was first developed by MIT in 1942, it was 
computationally intensive and highly classified.39 Now TDOA geolocation can be done 
with small radio tuners and inexpensive computer chips. The algorithm presented here is 
consistent with the two-dimensional Stansfield approach, but can be easily extended to a 
three-dimensional solution on a spherical earth or WGS-84 geoid.40,41

The time difference of a signal arriving at two sites s1 and s2 from an emitter at so can 
be written in terms of the two distances D1 and D2 between the sites and emitter, scaled by 
the speed of light, c:

 TDOAik
i k=

D D
c
−  (47-56)

where Di is the distance between site si and emitter at so 

FIGURE 47-22 (a) Wangsness LOBs, geolocation, and 95% confidence ellipse and (b) 300 trials with 
68%, 80%, and 95% confidence ellipse centered on the true emitter
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 Di i o i o i o= − = − + −{ }s s ( ) ( )x x y y2 2
1
2  (47-57)

The hyperbolic TDOA solution of location is written in an iterative, gradient form similar 
to the Stansfield approach of Eqs. 47-48 and 47-49:

 d do
Ts A A (TDOA)= ⋅( )  (47-58)

and ˆ ˆs s snew = o od+  (47-59)

The matrix d(TDOA) is a K × 1 vector of K observed minus calculated TDOA values 
from the i-k site pair, where the calculated TDOAik and its derivative are based on the  
current estimate of emitter position ŝo . The ATA matrix is a K × 2 transformation matrix 
of partial derivatives of TDOAik with respect to ŝo. The fundamental d(TDOA) vector and 
A matrix are written as

 d

ik ik
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( ) (
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(47-61)

The partial differential of TDOAik with respect to the current estimate of emitter posi-
tion is further expanded using the definitions of time delay from Eqs. 47-56 and 47-57:
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and 
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At least two different site pairs are required for geolocation convergence, and care must 
be taken to avoid ambiguities, since, unlike LOB observations, the hyperbolic TDOA iso-
chrones have left-right symmetry about a line between the measuring i-k site pair. 
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A useful concept in evaluating the geolocation geometry is a quantity called the 
Geometric Dilution of Precision (GDOP), defined as

 GDOP trace inv= ( ( )A A)T
 (47-64)

A low value of GDOP indicates good geometry for the geolocation solution, while a 
high GDOP indicates poor geometry (see Figure 47-23).

A Monte Carlo simulation with a geometry similar to Stansfield and Wangsness was 
run for TDOA geolocation (see Figure 47-24). Each TDOA has sTDOA = 50-ns rms error. 

FIGURE 47-24 (a) TDOA hyperbolic isochrones, geolocation, and 95% confidence ellipse and (b) 300 
trials with 95% confidence ellipse centered on the true emitter

FIGURE 47-23 GDOP for TDOA geolocation from three sites. Lightest color 
indicates lowest GDOP and area of best geolocation.
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Although the TDOA algorithm estimates position entirely in the time domain, the simulation 
also drew hyperbolic isochrones for comparison with the LOB geolocation approach 
(compare Figure 47-24a with Figures 47-21a and 47-22b). Four TDOA measures were 
made from each site pair (shown as dotted lines connecting the sites). The calculation of 
the confidence error ellipse closely parallels that of the Stansfield algorithm described by 
Eq. 47-53 and Table 47-3. In Figure 47-24b, the confidence ellipse is shifted to the true 
emitter location to examine the 95% containment of 300 geolocation trials. The TDOA 
geolocation error is distributed very differently from the LOB geolocation error (compare 
Figure 47-24b with Figures 47-21b and 47-22b).
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48.1 INTRODUCTION

ESM and ECM Systems

The use of electronic countermeasures (ECM) against opponents’ communications systems 
started with the use of wireless communications in military operations at the beginning of 
the 20th century. Extensive electronic monitoring/interception of nonfriendly signals and 
countermeasures against both communications links (primarily high frequency [HF] at that 
time) and newly developed radar systems began during World War II (1939–45). The use 
of the electromagnetic spectrum in military operations was defined as “electronic warfare.” 
Soon these activities were classified as electronic support measures (ESM). ESM consisted 
of passive measurements of emitted signals by nonfriendly emitters, and ECM systems, 
which included the emission of signals to confuse or deceive the communications and radar 
sensor systems of opposing forces.

Extensive use of passive ECM techniques, such as chaff (a large number of dipole 
elements spread into the air), began toward the end of WWII. Electronic counter-counter 
measure (ECCM) techniques are aimed to overcome or decrease the ECM threats of 
friendly communications and sensor systems. To this day, ECM and ECCM techniques are 
in a continuous competition.

The design and development of antennas intended to serve the needs of ESM and ECM 
systems poses unique requirements, as compared to communications or radar antennas, 
such as

● Ultrawide spectral bandwidths
● Low weight and size
● Full polarization control
● Very high isolation between transmit and receive in collocated antennas

The last requirement is of particular significance, since the ability to receive weak 
signals while transmitting countermeasure (jamming) signals is of primary importance. 
Achievement of this goal provides superior ECM abilities. Indeed, the capability to 
regenerate threat signals improves the efficiency of ECM systems to a high degree.

General Properties of ESM and ECM Antennas

In treating the ESM/ECM antennas the spectral region of interest has primary importance. 
In tactical communications systems the frequency region 1–2500 MHz (HF, VHF) is 
used predominantly, while radars use microwave (1–30 GHz) and millimeter wavelength  
(30–100 GHz) spectral regions. The wideband antenna technologies, which started 
to appear during the mid-1950s, are widely used in both ESM and ECM applications 
concerning both communications and radar systems. The extensive use of multiple 
communications networks at the same geographical place and jamming-resistant wideband 
systems forces the use of wideband systems, thus requiring ultra wideband (UWB) ESM 
and ECM antennas. Furthermore, especially in low-frequency ESM and ECM systems, 
the relatively large size of antennas necessitates the use of the same antenna aperture for 
various needs such as signal interception and emission at various frequency bands almost 
simultaneously.

The development of monolithic integrated circuits (based on GaAs or Si technologies) 
after the 1980s enabled the use of phased-array principles in ESM and ECM systems. 
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The availability of true time-delay, digitally controlled, two-port networks allowed the 
development of wideband phased-array antennas, which provide superior operational 
characteristics such as the following:

● Highly dynamic beam agility in one or two planes
● Ability to modify outgoing wavefront to effect monopulse radars
● Use of nulling at the direction of arrival energy jamming signals without significant 

degradation of radiation pattern at other angles
● Highly effective irradiated power toward threats

In specifying and designing ESM and ECM antennas, the standard quantities used in 
general antenna theory are used, such as directivity (D), gain (G), bandwidth (BW), and 
radiation patterns at various levels.

In ECM and ESM system antennas, the polarization properties of antennas are of 
paramount importance to performance. The polarization behavior of ECM systems, and 
to some extent ESM systems, has essential effects on the ability of radars to resist jam-
ming and deception phenomena (ECCM). Furthermore, the level of isolation between 
receiver and transmitter antennas in an ECM system, either for communications or radar, 
is of fundamental importance because it affects to a significant degree the countermeasure 
capabilities.

In this chapter, the ESM and ECM systems antennas are reviewed independently 
concerning the communications and radar systems. The presentation reflects the practical 
use of antennas in the corresponding applications based on generic concepts. In the case of 
communications systems, attention is focused on the low frequencies (1–2500 GHz), while 
for radar applications the microwave (1–30 GHz) and millimeter wavelength (30–100 GHz) 
bands are considered. In all the considered cases, the mechanical, environmental, and radar 
cross-section implications are also considered in practical terms. In both cases, the direction-
finding antenna principles are also discussed and investigated based on various monopulse 
principles. At the end of the chapter, the important issue of transmit-receive antenna 
isolation in ECM systems is analyzed and general rules to achieve maximum isolation are 
suggested.

48.2 COMMUNICATION ESM AND  
ECM SYSTEM ANTENNAS

Mission of Communication ESM and ECM Systems

Communication ESM Systems The operational mission of communication ESM sys-
tems is to detect-receive incident, usually very weak, signals and convey them to sensitive 
wideband receivers. There are two fundamental operational missions of ESM systems: 
(a) acquisition and analysis of incoming signals and (b) measuring direction of arrival 
(direction finding, or DF) at the horizontal plane with respect to the Earth’s surface. In the 
former case, signal parameters are measured without determining the angle of arrival in 
the horizontal plane.

Usually, omnidirectional antennas are utilized to receive signals without measurement 
of angle of arrival. Near the earth’s surface, at the low radio frequencies (RF), 1–500 MHz, 
only vertical polarization is a matter of interest, while at higher frequencies, reception 
horizontal polarization should also be taken into account.
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In the case of DF systems, monopulse antenna principles based on the simultaneous 
measurement and comparison of received signal amplitudes or phases is utilized (see 
Chapter 47). The DF systems are required to measure wideband signals such as the case 
of frequency-hopping and/or spread-spectrum modulated carriers, which pose serious 
difficulties in achieving azimuth angle measurement accuracies on the order of a few 
degrees. Furthermore, a dynamic range of at least 80 dB is required. The extensive use 
of digital signal processing techniques during recent years has enabled simultaneous 
measurement of DF and signals tracking of frequency-hopping and spread-spectrum 
signals. The combination of DF measurement techniques and use of signal processing 
techniques such as FFT and wavelet transform has provided the capability of efficient 
multiple signals processing and de-interleaving. Therefore, the modern trend is to have 
combined DF and signal acquisition-analysis ESM receivers, which require a single 
antenna for both missions.

Communication ECM Systems The primary role of an ECM antenna in communications 
applications is to direct the radiated countermeasure signals toward the enemy receivers to 
achieve degradation or complete loss of signal reception at the opponent’s receiver units. 
This means that the azimuthal orientation of the victim receiver (or receivers) should be 
known with an accuracy of at least 10° in tactical communications using VHF (30–90 MHz) 
or UHF (200–2500 MHz) frequencies. In such cases, mobile ECM systems are usually used, 
placed inside a shelter for land-based systems. Ships or airplanes (manned or unmanned) 
are also used to a lesser degree. A significant difficulty arises because of the large antennas 
needed for ECM tactical systems required to cover the low VHF region, corresponding to 
this wavelength l = 3–10 m.

Concerning HF communication ECM systems, usually land-based systems, antenna 
arrays with wideband properties are used. In this case, large-size fixed-array installations 
are used. In mobile, land-based HF ECM systems, usually omnidirectional or medium-
directivity antennas with wideband characteristics are used.

Omnidirectional Antennas To achieve wideband reception of signals omnidirectionally, the 
most commonly used antennas are based on conical type structures, as shown in Figure 48-1, 
which also shows the corresponding critical design parameters.

h

h

α

θ

~90°

Conical
Monopole

Biconical
Antenna

Coaxial Line

Discone
Antenna

FIGURE 48-1 Family of conical antennas
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In practice, the geometric size restrictions pose difficulties in achieving low- 
frequency coverage. The use of conical monopole or discone antennas usually is prefer-
able since the required antenna heights are h = 2 8λ and h = l/8, respectively. In the 
case of VHF and UHF frequencies, to reduce the antenna weight and wind load, radial 
conductors are used as shown in Figure 48-2. The number or radials should be at least 16 
peripherally to achieve sufficiently dense current distributions.

A significant issue in omnidirectional antennas is the ability to receive and transmit 
both polarizations simultaneously, especially in the case of microwave signals and radar 
signals. The simplest approach is to polarize the incident-outgoing waves by using a grid 
of parallel wires, as shown in Figure 48-3. The distance between the two parallel running 
wires should be less than lM / 20, where lM is the maximum wavelength of the radiation. 
Usually, printed strips of approximately lM / 100 on a low-permittivity substrate are used. 
The drawback of this method is the 3 dB insertion loss, concerning either vertical or hori-
zontal polarization.

In the case of HF (wavelength l = 100–10 m) and VHF (l = 10–1 m) frequencies, recep-
tion of both polarizations rarely is needed. Therefore, in the case of UHF (l = 1–0.1 m) and 
SHF, EHF (l = 10–1 cm) frequencies, in order to receive both polarizations with an omni-
directional radiation pattern, one can use independent antennas and then use either indepen-
dent analog summation of the two signals or independent signal processing channels.

Figure 48-4 depicts two techniques to achieve reception and transmission for both polar-
ization antenna systems. In Figure 48-4a the printed and slot triangular butterfly antennas 

FIGURE 48-2 Discone antenna made of radial conductors
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are placed collinearly to simultaneously radiate both polarizations. Another example is 
shown in Figure 48-4b where orthogonal conical dipoles are used to receive at all possible 
polarizations and incident angle signals.

Directional Antennas The antenna type that has been used, and still is widely used, in 
ESM and ECM communications systems is the logarithmic periodic antenna (LPA), which 

FIGURE 48-3 Polarized discone conical 
antenna

45°

FIGURE 48-4 Combination of electric-magnetic wideband dipoles

Butterfly Slot
(Magnetic Dipole
Antenna
(Horizontal Polarization)

Electric Dipole
Butterfly Antenna
(Vertical Polarization)

Horizontal
Conical
Dipoles

(a) (b)
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was invented by Raymond H. Du Hamel.1–3 The following are the critical design parameters 
in LPAs:

● Maximum and minimum operation frequency
● The required directivity and gain
● Polarization characteristics

The basic structure of an LPA is shown in Figure 48-5. The basic design equa-
tions of the structure of an LPA are also given. Although numerous variations of LPAs 
have been developed and used during the last 50 years, the structure with multiple 
dipole elements has been the most commonly used ECM and ESM wideband antenna 
in practice. LPAs could provide antenna gains on the order of 7-10 dBi depending on 
the number of elements (N) and apex angle (a). If more directivity is required, use of 
multiple LPAs proved to be a useful technique, such as shown in Figure 48-6, where 
the two LPAs are placed parallel with their axis forming the angle b and the distance 
between the largest dipole is equal to the largest dipole (half wavelength lM / 2 at the 
largest frequency).
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Communication Systems Direction Finding Antennas The simultaneous reception of 
signals with different radiation pattern antennas—a principle known as monopulse—is 
used to measure the angle of incidence of communications and radar signals. Usually the 
azimuth angles of the incident signals are measured. In this case, an even number of wideband 
antennas, such as n = 4, 6, 8, etc. directive antennas, are used, as shown in Figure 48-6. 
For low frequency communications systems, only vertical polarization reception is typically 
required, simplifying the antenna element construction. A commonly used wide antenna type 
is the transverse electromagnetic mode (TEM) horn antenna, shown in Figure 48-6a, in which 
log-periodic elements are also used (see Figure 48-6b). Analog signal processing techniques 
consisting of hybrid circuits (sum and difference) and down converter units are employed to 
drive the A/D conversion circuits for direction finding (see Chapter 47) using the two signals 
X(j) and Y(j). Assuming each individual antenna in Figure 48-6 has a radiation pattern 
function described by an even function F(j) = F(−j) with respect to the j = 0 axis, the X(j) 
and Y(j) functions are computed as follows:

 X F F( ) ( ) ( )ϕ ϕ ϕ= − − °180  

 
Y F F( ) ( ) ( )ϕ ϕ ϕ= − ° − − °90 270

 

By comparing the two signals X(j), Y(j) we can then obtain the j angle as a function of 
the X and Y signals on the assumption of a monotonically decreasing function. Calibration 
techniques should be used to account for any frequency dependence of the F(j) radiation 
pattern function. Increased bandwidths and conversion rates of the A/D converters provides 
opportunity for eliminating the necessity of using analog processing units to obtain the X(j) 
and Y(j) signals by digital processing.

Instead of using directive antenna elements, many systems use a more simplified  
technique, known as the Watson-Watt technique, shown in Figure 48-6c, where four dipole 
elements are used to obtain the X(j) and Y(j) functions. The distance between the two 
antipodal dipole elements should be less than half a wavelength at the maximum operation 
frequency. This condition guarantees the unique dependence of j to X and Y voltages. To 
cover wide bandwidths, three or four sets of collinearly placed quadrant dipole or mono-
pole elements are used along the vertical axis.

FIGURE 48-6 Wideband direction-finding antennas
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48.3 RADAR ESM AND  
ECM SYSTEM ANTENNAS

Mission of Radar ESM and ECM Systems

Detection of radar signals with high-sensitivity receivers provides the opportunity of sensing 
the presence of radar emitters at large distances. The introduction of low probability of 
intercept (LPI) radars, which use very low peak power levels (few watts) with coded signal 
emissions, poses challenges in detecting such emitters with conventional noncoherent 
ESM receivers. Traditionally, because of the high peak power of pulsed radars, crystal 
video principle “envelope detection” receivers have been utilized. Furthermore, it is highly 
important to measure the direction of arrival of signals at the azimuth plane. Both direction 
and direction finding operations are always carried out simultaneously at many octave 
bandwidths (1–100 GHz). The required dynamic range of the receivers should be even more, 
at least up to 100 dB.

In ECM systems, depending on the platform to be protected (self) or the required effec-
tive radiated power to be emitted toward the victim radar, antennas ranging from moderate 
gain (10 dBi) to high gain (30 dBi) are used. In designing ECM antennas, the operational 
requirements as well as installation restrictions should be taken into account. In case of 
radar systems, since high microwave frequencies usually are employed, isolation levels 
between receive-transmit antennas as high as 90 dB could be achieved, which increases 
the capability of ECM systems.

ESM-DF Antennas to Detect Radar Signals To cover multi-octave bandwidths, inherently 
wideband antennas such as conical dipole/monopoles, spirals, and spiral conical structures 
are utilized. In traditional ESM-DF receivers, an omnidirectional antenna is separately used to 
drive an analysis channel while six to eight cavity-backed spiral antennas are used to measure 
the direction of arrival of the incoming signals. Figure 48-7 shows the architecture of an ESM-
DF system (see also Chapter 47). To achieve wideband coverage (2–18 GHz or 0.5–40 GHz 
in many cases), direct detection receivers based on instantaneous frequency measurement 
correlators and amplitude detection have been used in the past. However, a serious drawback 
of these approaches has been the inability to detect continuous wave emitters and even more 
low probability intercept radars that incorporate encoded low power signals.

FIGURE 48-7 Radar signal ESM-DF system
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Omnidirectional antennas with conical type structures, previously shown in Figure 48-1,  
are usually used to achieve wideband coverage. For the DF antennas, spiral antennas  
are commonly used, such as cavity-backed or conical spiral antennas. Figure 48-8 shows 
structures commonly used in direction finding spiral antennas.

In ECM systems against radars, in the case of medium-gain antennas, wideband horn-
type antennas are used, as shown in Figure 48-9, where loading of conventional horn 
antennas by strips is used. To achieve higher gains, parabolic reflector antennas using 
wideband horns are utilized. Phased-array antennas using wideband properties are also 
used extensively to achieve high gains and fast control of radiation beams.

The development of high-speed analog to digital (A/D) converters achieving up to several 
Giga-Sample/second (GS/s) rates, can allow the development of fully coherent receivers using 
wideband down-converters prior to digitization using A/D converters operating at 1–2 GS/s. 
In these systems, either a spinning antenna or, again, a circular array of wideband antennas 
(i.e., cavity spiral spiro-conical or even wideband horn antennas) is used. Figure 48-10 shows 
the architecture of this type of system. The use of a rotating passive reflector excludes the use 
of a rotational joint, which causes reliability problems and difficulties in achieving wideband 
properties.

FIGURE 48-8 Spiral antennas used in DF antennas
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FIGURE 48-9 Wideband horn antennas
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FIGURE 48-10 Spinning direction finding antenna
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49.1 RADIO-TELESCOPE INTRODUCTION

In contrast to optical telescopes, which produce visible light images, a radio telescope detects 
radio waves emitted by radio sources, typically by means of a large reflector antenna, or arrays 
of them. The first extraterrestrial radio source was detected by Karl Jansky, an engineer with 
the Bell Telephone Laboratories, and announced in The New York Times on May 5, 1933:

NEW RADIO WAVES TRACED TO CENTRE OF THE MILKY WAY. Mysterious static 
reported by K. G. Jansky, held to differ from cosmic ray. Direction is unchanging. Recorded 
and tested for more than a year to identify it as from Earth’s galaxy. Its intensity is low. Only 
delicate receivable able to register—no evidence of interstellar signaling.

Today, we view this announcement of Jansky’s paper, entitled “Electrical Disturbances 
Apparently of Extraterrestrial Origin,” presented at the meeting of the U.S. Committee of 
the International Union of Radio Science (URSI) in Washington, D.C., as the beginning of 
radio astronomy. In Jansky’s honor, astronomers named the unit of radio flux the jansky 
(which equals 10–26 Wm–2 Hz–1).

Grote Reber was one of the pioneers of radio astronomy. Using a 9-m telescope 
constructed in 1937, he was instrumental in repeating Karl Jansky’s pioneering but 
somewhat simple work, and conducted the first sky survey in the radio frequencies. After 
World War II, substantial improvements in radio astronomy technology were made by 
astronomers in Europe, Australia, and the United States, and the field of radio astronomy 
began to blossom.

One of the most notable radio astronomy developments came in 1946, with the introduction 
of radio interferometry (see, for example, “Solar Radiation on 175Mc/s”1 by Martin Ryle’s 
group at Cambridge University, which was awarded a Nobel Prize for this, and later aperture 
synthesis work). Another major development was the Lloyd’s mirror interferometer, developed 
independently in 1946 by Joseph Pawsey’s group at the University of Sydney.2

In the early 1950s, the Cambridge Interferometer mapped the radio sky to produce the famous 
Second Cambridge Catalogue of Radio Sources (2C ) and Third Cambridge Catalogue of Radio 
Sources (3C )3 surveys of radio sources. In the late 1950s and early 1960s, the largest single-dish 
radio telescope in the world was the 76-m telescope at Jodrell Bank, England, which became 
operational in 1957. It was one of many radio telescopes constructed during the middle of the 
20th century, and has been surpassed by more modern telescopes and arrays of telescopes.

This chapter describes the basic types and functions of modern radio telescopes and 
highlights several of the more notable instruments.

Position and Coordinates

The accurate position of a radio source is necessary to distinguish the source from 
others and to assist in its identification with optical objects when possible. The position 
is conveniently expressed in celestial equatorial coordinates: right ascension, a; and 
declination, d. The poles of this coordinate system occur at the two points where Earth’s 
axis, extended, intersects the celestial sphere. Midway between these poles is the celestial 
equator, coinciding with Earth’s equator, expanded.

The declination of an object is expressed in degrees and is the angle included between 
the object and the celestial equator. It is designated as a positive angle if the object is north 
of the equator and negative if south. For example, at the Earth’s equator, a point directly 
overhead (the zenith) has a declination of 0 deg, while at a north latitude of 40 deg, the 
declination of the zenith is +40 deg.
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The meridian is a great circle passing through the poles and a point directly overhead 
(the zenith). The hour circle of an object is the great circle passing through the object and the 
poles. The hour angle of the object then is the arc of the celestial equator included between 
the meridian and the object’s hour circle. This angle is usually measured in hours.

A reference point has been chosen on the celestial equator. It is called the vernal equinox. 
The arc of the celestial equator included between the vernal equinox and the object’s hour 
circle is termed the right ascension of the object. It is measured eastward from the vernal 
equinox and is usually expressed in hours, minutes, and seconds.

The right ascension and declination of an object define its position in the sky, indepen-
dent of the Earth’s diurnal rotation. However, because of the slow wobble (precession) in 
the direction of Earth’s rotation axis, there is a gradual change in these coordinates for a 
fixed object in the sky, the change completing one cycle in 26,000 years. Thus, the right 
ascension and declination of an object will again be the same as they are now in 26,000 
years. To be explicit, it is necessary to specify the date to which the right ascension and 
declination refer. This date is called the epoch. At present, the epoch 2000.0 is commonly 
used in catalogs of source positions (that is, the right ascension and declination are those of 
January 1, 2000, which are then precessed to the current date).

Polarization and the Stokes Parameter

Any monochromatic wave is elliptically polarized, i.e., the end point of its electric vec-
tor at each point in space periodically traces out an ellipse or one of its special forms, 
viz. a circle or straight line. On the other hand, a polychromatic wave can be in any state 
of polarization, ranging from the elliptically polarized state to the unpolarized state, 
where the end point of the electric vector moves quite irregularly. Cosmic radio waves 
are generally in neither of these two extreme states but rather in an intermediate state 
containing both elliptically polarized and unpolarized parts. Such a wave is said to be 
“partially polarized” and is described by four parameters first introduced by Sir George 
Gabriel Stokes in 1852.4,5

Given a specific coordinate system, it is possible to express the Stokes parameters in 
terms of the orthogonal electric field components of the incident radiation. Considering the 
simplest case of a monochromatic completely polarized wave, the orthogonal components 
of the incident radiation can be written as
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where d is the phase difference between Ex and Ey, and E1 and E2 are real amplitudes. The 
four Stokes parameters are
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A telescope measures radiation over a finite bandwidth so that the net polariza-
tion is the result of averaging many monochromatic components with independent  
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polarization properties. In that case, we can only measure average polarization proper-
ties. Thus, for partially polarized waves, the quantities E1, E2, and d are time dependent, 
so time averages must be taken to find the Stokes parameters:
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The I parameter is a measure of the power of the polarized radiation, Q and U are 
measures of linear polarization, and V is a measure of circular polarization. For a completely 
unpolarized wave, Q = U = V = 0.

Since the trigonometric functions above can never be greater than 1, and since waves 
can add in and out of phase (interfere constructively or destructively), we see that

 I Q U V2 2 2 2≥ + +  (49-4)

We now define the degree of polarization as

 II
Q U V

I
=

+ +2 2 2
 (49-5)

For the monochromatic wave I 2 = Q2 + U 2 + V 2, the four parameters are not independent.
For fully polarized waves, the degree of polarization is 1, and for unpolarized waves the 

degree of polarization is 0.
Stokes parameters are particularly useful for describing the cosmic microwave 

background radiation (CMBR) as it is largely unpolarized, with a small polarized anisotropy 
on the order of one part in 106. Thus, the partial polarization of the CMBR is expressed 
in terms of the Stokes parameters (I, Q, U, and V), which constitute the observables for 
most CMBR polarization experiments. Note that the CMBR is not expected to have 
circularly polarized anisotropies, so the measure of V can actually be used as a null test 
in polarimeter calibration.

Stokes parameters have units of power although CMBR experiments measure the 
Stokes parameters as a temperature at points on the sky (the two units are related 
by a constant conversion factor). Thus, polarization experiments usually refer to the  
temperature Stokes parameters QT, UT, IT, and VT. The Q and U parameters are separated 
by 45 deg, and a 90-deg rotation of either parameter results in its inverse (so Q rotated 
by 90 deg gives –Q). It is possible to redefine the linear polarization Q and I Stokes 
parameters as
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where Tx and Ty are the temperature measurements of the x and y orthogonal polarization 
components. Note that U can be derived by rotating the detection axes by 45 deg. There are 
a number of experiments under way to measure the polarization properties of the CMBR 
(see, for example, Leitch et al and Piacentini et al6,7).
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49.2 SINGLE-APERTURE RADIO TELESCOPES

The basic properties of single-aperture radio telescopes are described here, including 
common antenna geometries and feed systems.

Beamwidth and Sidelobes

The beam of a single-aperture telescope is the Fourier transform of the aperture illumination. 
Consequently, one of the major requirements in the design of telescope feeds and geometries 
is to control the illumination of the primary reflecting surface to produce a beam with the 
desired characteristics. There is a fundamental conflict between maximum sensitivity along 
the main beam axis and the level of sidelobes, because the Fourier transform of a function 
with sharp edges will contain power over a wide range of spatial frequencies.

For example, maximum telescope sensitivity occurs when the power received by each unit 
of collecting area is added equally, i.e., none of the power falling on the telescope aperture is 
wasted. This is equivalent to saying that the aperture is uniformly illuminated by the feed. In 
one dimension, uniform illumination is a rectangular function that is zero outside of a width 
equal to the diameter of the telescope’s primary reflector. But the Fourier transform of a 
rectangular function is a sinc function whose central peak has a width inversely proportional 
to the width of the rectangle.8 However, a sinc function also has significant power outside of 
the main peak in the form of gradually decreasing oscillations (ringing). Thus, a telescope 
with uniform illumination has maximum sensitivity along the main beam (the central peak of 
the sinc function) but also has large sidelobes (the multiple maxima of the sinc function on 
either side of the central peak) that respond to radiation from other directions.

For applications where main-beam sensitivity is the primary goal, such as observations 
of point sources (spacecraft or natural radio sources whose angular size is much smaller 
than the telescope’s beamwidth), uniform illumination is the proper goal. An aperture 
illumination pattern with perfectly sharp edges is not possible, but with careful design of 
the feed and reflector shapes, a good approximation to this can be achieved.

In many radio astronomy observations, the radio emission comes from a region that 
is not angularly small compared to the width of the telescope beam. In this case, large 
sidelobes can cause serious confusion, since the telescope is responding simultaneously 
to multiple areas of the radio source. For observations where this is a concern, such as 
mapping of extended emission regions or observing a weak radio source with stronger 
sources nearby in the sky, it is worth trading some sensitivity for much lower sidelobes.

As an extreme example of this, consider a telescope illuminated using a Gaussian 
function. The Fourier transform of a Gaussian is just another Gaussian whose width is 
inversely proportional to the width of the first Gaussian. Here we have a telescope beam 
whose amplitude decreases smoothly to a very low level with no ringing. Of course, true 
Gaussian illumination is not possible because the function will be cut off at some point by the 
edge of the telescope aperture. On the other hand, the Fourier transform of a more realistic 
truncated Gaussian contains some high spatial-frequency components, but if the truncation 
occurs far enough from the central peak so that the Gaussian amplitude is already very small, 
the resulting telescope beam will be a reasonable approximation of a Gaussian. In this case, 
however, much of the telescope collecting area is being used very inefficiently; the power 
received by the surface near the edge of the primary reflector is largely rejected by the feed.

Compromises between the extreme cases of aperture illumination described above have 
been implemented. In many cases, a cosine-squared illumination function has been adopted 
because it provides higher main-beam sensitivity than Gaussian illumination and lower 
sidelobes than uniform illumination.
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In general, illumination functions that drop quickly and smoothly to zero at the edge of 
the primary reflector are desirable not only because they reduce sidelobes but also because 
they do not see radiation coming from beyond the edge of the dish (thermal emission from 
the ground, for example). Illumination patterns that do not drop to zero at (or inside) the 
reflector edge are said to spill over the reflector, and will respond to radiation from the 
ground. This, in turn, increases the background noise level of the observations.

Directivity, Gain, and Effective Aperture

The directivity and gain of a radio telescope are both measures of the ratio between the 
telescope’s response to radiation from the direction of the main beam to the response to 
radiation from other directions. This ratio depends on the width of the telescope’s main 
beam, which in turn is inversely proportional to the width of the telescope aperture in units 
of the observing wavelength. The constant of proportionality depends on the aperture illu-
mination function but is normally close to 1.

If the telescope beam is described as a normalized power pattern in spherical coordi-
nates, then the beam (or pattern) solid angle in steradians is the integral of the power pattern 
over a sphere (4p steradians). If sidelobes in the power pattern are negligible, the beam solid 
angle is equal to the main beam solid angle. In many cases, the beam solid angle will be 
close to the solid angle of the main beam within the half-power points. Directivity is equal 
to 4p/beam solid angle. Thus, the directivity of a telescope is proportional to its diameter 
squared. For an isotropic antenna, directivity = 1 for all directions. (This corresponds to the 
Fourier transform of a delta function.) The gain of a telescope is the directivity converted 
to logarithmic units (usually dB with respect to an isotropic antenna, or dBi).

The half-power beamwidth of a telescope whose reflector diameter is N wavelengths 
will be approximately 1/N radians (in one dimension). This corresponds to a beam solid 
angle of p/(4N2) steradians in two dimensions. Since the beam solid angle is also equal 
to 4p/directivity, we have directivity = 16N2 = 16 (diameter/wavelength)2 = 4p (area)/
(wavelength)2. Here, the area is the effective area of the telescope.

The effective area is equal to the geometric area in the case of perfect uniform illumina-
tion and no losses, but in reality, the effective area will be smaller than the physical area. 
The ratio of effective area to physical areas is the aperture efficiency. Typical radio tele-
scopes have aperture efficiencies of 0.5–0.7, but lower values can occur near the low- or 
high-frequency ends of their designed frequency range.

Common Antenna Geometries

The vast majority of telescopes used for radio astronomy are axially symmetric reflectors. 
A number of other designs such as cylindrical parabolic reflectors, fixed spherical and 
parabolic reflectors, and large arrays of low-gain antennas are described in Section 49.5.

The main differences between symmetric reflecting telescopes are the number of 
reflecting surfaces and the location of the focal point(s). The simplest geometry is a single 
parabolic reflector with a feed located at the focal point. This is commonly referred to as 
a prime-focus telescope. It is used chiefly at low frequencies, where the long wavelengths 
require a physically large reflector to avoid significant diffraction effects. In this regime, 
any additional reflecting surfaces would also need to be physically large.

At higher frequencies, either the dual-reflector Cassegrain or Gregorian geometry can be 
used. In both cases, a secondary reflector (also called a subreflector) is used in the optical 
path between the feed and the primary parabolic reflector. The main difference in the two 
geometries is the shape of the subreflector: In Cassegrain geometry, the subreflector is a 
hyperbola with the feed at one focal point of the hyperbola (the secondary focus) and the other 
focal point of the hyperbola at the primary parabola focal point. In Gregorian geometry, the 
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subreflector is a concave ellipse with the feed at one 
focal point and the other focal point at the ellipse focal 
point. Gregorian geometry allows a low-frequency 
feed to be placed at the first focus and operated in 
prime-focus mode without removing the subreflector. 
Cassegrain geometry requires that the subreflector be 
removed for a prime-focus feed to be used.

It is possible to improve the efficiency of such 
systems by changing the shape of the subreflector 
to optimize the primary aperture illumination (for 
example, to make it more uniform for maximum 
telescope gain). If this is done, the primary reflector 
shape must also be changed to compensate for 
the additional phase changes caused by the new 
subreflector shape and to restore uniform phases across 
wavefronts. Telescopes that have been optimized in 
this way are called shaped antennas and can achieve 
aperture efficiencies of about 0.8.

A variation on the two-reflector geometries is a 
nonsymmetrical, offset section of a parabola for the 
primary reflector shape. This allows the subreflector 
(and the prime focus) to be located out of the beam path 
and thus avoids blockage and scattering of incoming 
radiation. Figure 49-1 shows one of the Allen Telescope Array antennas (under construction 
in Northern California) before the feed and ground shield are mounted. The feed will go near 
the bottom of the main reflector, pointing towards the subreflector. The ground shield will be 
below the feed, to prevent sidelobes from seeing radiation from below.

Some telescopes use multiple reflectors to steer the beam from the subreflector to a 
location where the feeds and receivers can remain stationary and can be changed rapidly. 
These beam-waveguide (BWG) geometries are particularly appropriate when high power 
transmission is needed, since the heavy transmitter does not need to be mounted on the 
moving telescope structure. An example of the BWG design used by NASA’s Deep Space 
Network is shown in Figure 49-2.

FIGURE 49-1 The ATA offset Gregorian 
optics before the addition of the feed and 
ground shield

FIGURE 49-2 Deep Space Network research and development antenna
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Radio telescopes designed for very high frequencies (millimeter and submillimeter 
wavelengths) often use additional reflecting surfaces to allow receivers to be located along 
the elevation axis and thus remain fixed as the telescope moves in elevation. At very high 
frequencies, the subreflector can be physically small and, consequently, it is practical to 
move it rapidly to switch the telescope beam between on-source and off-source positions. 
This allows better calibration by canceling slowly varying atmospheric effects.

Common Feed Types

There are four broad classes of feeds: (1) narrowband, (2) multiband, (3) wide-band, and 
(4) phased-array. Traditionally most telescopes for radio astronomy have been equipped 
with narrowband conical horn feeds. These feeds can provide very high performance but 
at the expense of flexibility. The frequency range covered by horn feeds is usually no 
more than a factor of 2. Horn feeds are usually designed with ridges or corrugations along 
the inside of them to control the profile of the radiation pattern. They can have high gain 
(narrow beamwidths), which makes them a natural match to high-frequency telescopes 
with small subreflectors. They can also be designed to have low gain (for prime focus) by 
making the output matching section a very-wide-angle cone. However, at low frequencies, 
all horn feeds tend to be physically large, which makes them unsuitable for cryogenic 
cooling. At high frequencies, horn feeds can be placed inside Dewars and cooled to reduce 
noise associated with ohmic losses in the feed material. For high-gain feeds, the vacuum 
window in the Dewar needs to be only slightly larger than the diameter of the feed. An 
alternative type of narrowband feed for low frequencies is a pair of crossed dipoles or a set 
of four dipoles in a square configuration, mounted over a ground plane (and sometimes also 
surrounded by a short, cylindrical cavity wall). These feeds are appropriate for prime-focus 
mounting, are smaller than a horn feed for the same frequency, but have higher sidelobes 
and consequently lower performance.

A special case of a narrowband feed is a line feed, which can be used to compensate for 
spherical aberration caused by using a spherical primary reflector. Line feeds are designed 
so that the propagation of velocity of signals along the feed is equal to the speed of signal 
convergence along the linear focus of a spherical reflector. Line feeds are intrinsically very 
narrowband and are insensitive directly along their axis.

Multiband feeds are usually combinations of two or three narrowband conical feeds that 
are mounted coaxially. An example of this type of feed is shown in Figure 49-3.

FIGURE 49-3 Multiband feed
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Wide-band feeds sacrifice some performance in exchange for exceptional flexibility. 
Most wide-band feed designs are based on log-periodic structures of some sort, in which 
radiation at a given frequency couples with the part of the structure that is resonant at that 
frequency and then travels along the structure as a balanced feedline to the amplifier input. 
Log-periodic feeds can cover frequency ranges exceeding 20:1, with a nearly constant 
beamwidth throughout the whole range. However, the beamwidth is normally very large 
(60–90-deg full opening angle), and sidelobe levels are relatively high. Log-periodic feeds 
can be made to have higher gain if they have a small opening angle (i.e., are tall and 
slender). In this case, several elements are nearly resonant at the same frequency and can 
interact like the elements of a Yagi antenna. However, the phase center in this type of feed 
moves along the structure with frequency, so some of the wide-band advantage is lost 
because only part of the feed structure can be near the telescope focal point at a given time. 
Newer designs avoid this problem by using a very large opening angle for the log-periodic 
antenna (short and wide structure). The change in phase center with frequency is kept small 
because the entire structure is very short. In this case, very low feed gain is unavoidable.

Phased-array feeds are composed of many antenna elements whose signals are com-
bined with appropriate phase shifts to create a desired beam profile. Because the signal 
from each element can be combined with other signals an arbitrary number of times, 
phased arrays can create multiple beams simultaneously and thus cover a much larger 
area of sky than a single feed can. The ability to control phases can also be used to correct 
for wavefront distortions caused by errors in the telescope’s reflecting surfaces. The main 
limitations of phased array feeds are that they require separate low-noise amplifiers for 
each antenna element, thus increasing the cost. And they are difficult to use over wide 
frequency ranges because the physical spacing between elements is optimal for only a 
narrow range of frequencies.

Most feeds are inherently linearly polarized, while most radio astronomy observations 
use circular polarization to eliminate the effects of Faraday rotation in the ionosphere. 
Circular polarization can be obtained from a pair of orthogonal linear feeds by combining 
the signals from them with a 90-deg phase difference. With this approach, the useful 
frequency range may be limited by the polarizer more than by the feed. Some feeds, such 
as helical feeds, are inherently circularly polarized.

Calibration of Telescope Sensitivity

For radio astronomy, the important parameter for telescope sensitivity is system equivalent 
flux density (SEFD), which can be calculated by observing a radio source of known flux 
density and measuring the increase in system temperature due to the source. The ratio of 
the temperature increase over the source flux density is the telescope sensitivity in K/Jy, 
which depends only on telescope size and efficiency.

The increase in system temperature caused by a radio source is the antenna temperature 
of the source. This can be measured in kelvins if the system temperature is calibrated using 
hot and cold loads in front of the first amplifier. If the off-source system temperature is Tsys, 
the antenna temperature Tant is

 Tant = (Pon − Poff / Poff) × Tsys (49-7)

where Pon and Poff are the receiver output power level with the telescope on source and off 
source. Having the antenna temperature in kelvins for a radio source of known flux density, 
we can determine the aperture efficiency of the telescope.

To include the effect of system temperature on sensitivity, we can use the K/Jy value to 
convert the system temperature Tsys into flux density units (Jy). This is the SEFD, and it combines 
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the effects of telescope size, efficiency, and receiver performance (system temperature). It is 
a useful way to compare the sensitivities of different telescopes; smaller values of SEFD are 
better because they imply higher sensitivity (a combination of high K/Jy and low Tsys ).

49.3 THE TWO-ELEMENT INTERFEROMETER

The basic characteristics of the two-element interferometer are described here. The 
two-element interferometer provides the fundamental building block for astronomical 
observations.

Electric Field Correlations

An interferometer is an instrument that measures the correlation of electric fields at spa-
tially separate locations. These correlations contain information about the sky brightness 
distribution on angular scales that are inversely related to the spatial scale over which 
the field correlation between points is measured. Thus, an interferometer that measures 
the cross-correlation of electric field received at points separated by a small physical  
distance is sensitive to emissions from the sky on large angular scales, and an interfer-
ometer that measures cross-correlations between points physically far apart is sensitive 
to small angular-scale structures in radiation from the sky.

The cross-correlation of two electric fields, E1 and E2, is 〈 E1 E2 〉 so it is equivalent to 
multiplying the received signals from one telescope by the received signals from a second. 
However, the cross-correlation will be significant only if it is the product of samples from  
different parts of the same wavefront. That means that any propagation delay between the time 
a given wavefront reaches one telescope and the time it reaches the second telescope must be 
compensated for before the signals from the two receivers are multiplied by each other.

Let T be the geometric delay between the two telescopes (equal to the dot product of the 
baseline vector between the two telescopes and a unit vector in the direction of the radio 
source being observed), and let H be the Hilbert transform (corresponding to a 90-deg phase 
shift). Then the cross-correlation between voltages E1 and E2 from telescopes 1 and 2 is

 C = 〈 E1(t) E2(t + T ) 〉 + i 〈 H[E1(t)] E2(t + T) 〉 (49-8)

Note that the cross-correlation defined here is a complex function. In practice, it is 
obtained by delaying the signal from telescope 1 by the geometric delay, T; multiplying 
(and averaging) the delayed E1 with E2; and simultaneously multiplying (and averaging) E1 
shifted by 90 deg with E2. The circuit that performs these tasks is called a complex correla-
tor, and it is a basic component of all modern interferometers. The complex sum of the two 
independent outputs of a complex correlator is the visibility function, which differs from 
the complex cross-correlation function only in details of amplitude calibration.

The Visibility Function

The visibility function is the Fourier transform of the sky brightness distribution. As 
mentioned above, it is a complex function. Because sky brightness is a positive real 
function, its Fourier transform must be a Hermitian function: (1) the visibility function 
is complex, (2) the real part is symmetric about the origin, and (3) the imaginary part is 
antisymmetric about the origin. The visibility measured by an interferometer is a function 
of sky brightness distribution and the projected length and orientation of the interferometer 
baseline. It is not a function of the absolute positions of the telescopes but only of the 
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projection of the baseline vector between the telescopes in the direction of the source. Each 
observation with an interferometer provides one sample of the visibility function. From a 
number of such measurements, the strength and position of radio sources can be deduced.

At this point, it is useful to recall a few mathematical properties of Fourier transforms. 
These include linearity (the visibilities of multiple radio components add), shift (changing 
the position of a source on the sky produces a phase gradient in the visibility function), and 
similarity (larger radio sources have more compact visibility functions).

It is traditional, and also helpful, to imagine that measurements of the visibility func-
tion are all made on a plane. Then we can define a coordinate system that has one axis 
orthogonal to this plane. The coordinates of this system are (u,v,w), with w orthogonal to 
the plane in which the visibility measurements are made. In other words, w points toward 
the radio source being observed. By convention, u points east, and v points toward the 
north celestial pole.

 V u v
I l m

l m
e dl dmv

i ul vm( , )
( , ) ( )=

− −
− +∫∫ υ π

1 2 2

2  (49-9)

The sampling of the visibility function by interferometers can be quantified by specify-
ing the position in the projected baseline vector in the (u,v) plane. The more thoroughly 
the (u,v) plane is sampled, the more completely the visibility function is known, and the 
more accurate our knowledge of the sky brightness distribution becomes. Recall that the 
amplitude of the visibility function tells us about the radio source structure, and the phase 
tells us about the source position on the sky.

Geometric Delay

The geometric delay of an interferometer depends only on the length and orientation of the 
baseline with respect to the direction of the radio source being observed. If B is the baseline 
vector between two telescopes, and S is a unit vector in the direction of the source, the geometric 
delay is just the dot product (B · S)/c. As the interferometer tracks a source across the sky,  
B · S changes and, consequently, the geometric delay changes. For a perfect system, we can 
introduce an exact delay correction to keep the fringe phase constant as a function of time.

In real instruments, there is always some error in our knowledge of the baseline vector, 
and often there is also some uncertainty in the position of the radio source. These errors 
contribute to an uncertainty in the calculated geometric delay of

 ∆ ∆ ∆τ θ θ θ= +(sin / ) ( cos / )c B B c2 2 2 2  (49-10)

If the uncertainty in delay is large compared to the Nyquest sampling9 interval in delay 
(the inverse of twice the observing bandwidth), then a search over multiple delays is needed 
to determine the delay that produces the highest visibility amplitude. This is called fringe 
searching and is most often needed when the separation between telescopes is very large 
(hundreds to thousands of kilometers).

If we know the sky positions of several radio sources very well, we can use this knowledge 
to determine the baseline vector of an interferometer. Let ∆B be the error in our assumed 
baseline vector B (in wavelengths), let d be the declination of a radio source, and let H be the 
hour angle of the radio source (the distance in right ascension from transit, where H = 0). 
The interferometer phase as a function of hour angle is f(H) = 2p (B · S) for a perfect system.  
The baseline error ∆B = ∆Bx, ∆By, ∆Bz causes a change in the baseline phase of

 ∆f(H) = 2p ∆Bx cos (d ) cos(H ) – 2p ∆By cos (d ) sin (H ) + 2p ∆Bz sin (d ) (49-11)
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We are ignoring any constant instrumental phase. By measuring ∆f (H ) for sources 
at multiple declinations, we can solve for ∆Bx, ∆By, and ∆Bz (and a constant instrumental 
phase as well).

Fringe Rotation

Radio interferometers normally convert the received high radio frequencies to a lower, 
intermediate frequency for transmission to the correlator. As a result, when the geometric 
delay compensation is applied as part of the cross-correlation process, it is applied at a 
different frequency than the frequency the geometric delay occurred at. The result is a phase 
error, which can be corrected by adjusting the phase of the local oscillator at the telescope 
whose signal undergoes the geometric delay compensation.

Phase Switching

Systematic errors at very low fringe rates can limit the accuracy of interferometer measurements. 
These errors include interference picked up at the intermediate or baseband frequencies, offsets 
in digitizer thresholds, or cross-talk between correlators. By applying 180-deg phase shifts 
using orthogonal switching waveforms to the signals from the telescopes, we can suppress 
this type of error. An example of orthogonal digital waveforms are the Walsh functions, which 
are used for phase switching of the local oscillators at the Very Large Array (New Mexico) 
telescopes.10,11 When integrated over many phase switching cycles, signals entering the system 
before the first mixer (where the local oscillator signal is applied) are unaffected by phase 
switching, while signals that enter the system after the first mixer are suppressed.

Digital Cross-Correlation

Nearly all modern correlators are digital, but the process of digitizing an analog signal 
causes loss of information. For wide-bandwidth signals, it is often impractical to use many 
bits per sample when digitizing and, consequently, it is necessary to correct the measured 
visibility amplitudes for the loss in signal-to-noise ratio (SNR) caused by the sampling. 
For 1-bit sampling, as used for interferometers in which the widest possible bandwidth is 
desired, the sampling loss is a factor of about 1/3. Even for 2-bit (4-level) sampling, the 
loss is greater than 10 percent.

It is also necessary to make a digital correction to both the visibility amplitude and 
phase, which depends on the signal-to-noise ratio (SNR) and the number of bits used to 
digitize the signal. Van Vleck12 first noted that digitization causes an increase in correlation 
at low correlation levels and a predictable nonlinearity at high correlation levels. The 
correction is applied separately to the real and imaginary output of a complex correlator, so 
the correction affects the visibility phase as well as the amplitude.

Calibration

Possibly significant error sources, in the order they occur along the signal chain, are

● Ionospheric Faraday Rotation The linear polarization angle of radiation passing 
through the ionosphere is rotated by a difference in propagation velocity between left 
and right circular polarization (birefringence). This effect is proportional to wavelength 
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squared and, consequently, can be measured and corrected by using widely spaced 
frequencies to measure the frequency dependence of the polarization angle. It is also 
possible to determine ionosphere electron density from Global Positioning System 
measurements.

● Troposphere Effects Variations in water vapor in the troposphere cause changes in 
amplitude due to opacity, and changes in phase due to excess path length. These changes 
can be a dominant error source at high frequencies. Water vapor radiometers, which 
measure the strength of water line emission, can help to calibrate these changes, but the 
best solution is usually antenna-based self-calibration (discussed in Section 49.4).

● Parallactic Angle This is a time-varying angle between the feed polarization response and 
the sky; it is important for polarization measurements. It can be calibrated by observing radio 
sources with known linear polarization position angles. The parallactic angle is defined as
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● Antenna Voltage Pattern The antenna voltage pattern is important only for wide-field 
observations. It can be determined from direct measurement or from modeling of the feed 
and mechanical structure of the telescope.

● Electronic Gain This includes a large number of amplitude and phase effects intro-
duced by imperfect electrons (in amplifiers, mixers, filters, digitizers, etc.) but exclud-
ing frequency-dependent effects. Calibration usually requires a stable broadband noise 
source that can be added to the signal path before the first active device. Measurement 
of the total system temperature combined with the telescope sensitivity in units of K/Jy 
allows the amplitude of interferometer fringes (i.e., the amplitude of the visibility func-
tion) to be determined.

● Bandpass Response Both amplitude and phase response can vary across the observed 
bandwidth due to instrumental or—at millimeter and submillimeter wavelengths—
atmospheric effects. The bandpass response can be calibrated by observing a strong 
continuum radio source.

● Geometric Compensation Errors in the baseline vector can be corrected using obser-
vations of radio sources having well-known positions. If the calculated geometry is 
imperfect, there will be a residual baseline phase that varies with the angle between the 
source direction and the interferometer meridian. After the residual phases of sources are 
measured as they move across the sky, the resulting data can be used to solve for correc-
tions to the baseline vector via a least-squares fit.

Sensitivity

The root-mean-square (rms) noise level in the output of an interferometer (in janskys) is 
given by

 ∆
∆

S
vs

= ×
× ×

1

2η τ
SEFD

acc

 (49-13)

where SEFD is the system equivalent flux density of the interferometer, h is the efficiency, 
∆n is the observing bandwidth, and t is the integration time.
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Model Fitting

A single baseline interferometer cannot produce sufficient sampling of the visibility func-
tion to result in a true radio image of the sky. However, it is still possible to determine the 
basic characteristics of a radio source with model fitting. This technique involves relatively 
simple geometric modeling for one- or two-point sources, Gaussian or uniform disks, edge-
darkened or edge-brightened disks, as examples.

The model parameters (flux density, position, diameter, axial ratio for elliptical sources, 
etc.) are adjusted to minimize the difference between the Fourier transform of the model 
and the observed visibility data.

With accurately calibrated fringe amplitudes, it is possible to determine source flux densities 
and sizes (and sometimes shapes) with model fitting. The orientation and angular separation 
of double sources can also be found and changes monitored in this way. With the addition of 
fringe-phase data, the sky positions of sources can be found with model fitting (although it is 
much more difficult to accurately calibrate interferometer phase data than amplitude data).

Astrometry

Positional information is contained in the phase part of the visibility function. The residual 
phase on an interferometer baseline tells us how far the true signal delay between the two 
telescopes differs from the calculated delay. If the interferometer baseline is well known, this 
in turn tells us how far the radio source is from its assumed position. Because baseline phases 
can be difficult to calibrate and use directly, it is sometimes advantageous to use instead the 
phase differences between different frequencies. This observable is immune to ambiguities 
in total phase values.13 The derivative of phase with frequency is the group delay, and the 
accuracy with which it can be measured depends on the total range of frequencies used. If  
the total bandwidth that can be observed is too small for a good group delay measurement, 
it can be split between two narrower bands that are spaced farther apart in frequency. This is 
called bandwidth synthesis, and is used for position measurements on long baselines, where it 
is very hard to avoid ambiguities in the total number of turns of baseline phase.

Baseline phases can be used directly to measure angular separations between sources. 
These phase-referenced measurements do not provide absolute source positions but can 
provide very precise relative positions. In phase referencing, one source is used to determine 
instrumental and atmospheric effects, and the phase difference of the second source gives 
us the position difference. This approach works well when the sources are angularly close 
enough that the two lines of sight from each telescope pass through the same regions of 
the atmosphere and ionosphere and if at least one of the sources is strong enough that the 
integration time needed to obtain a high SNR is shorter than the time scale of atmospheric 
propagation changes. All other instrumental errors cancel in the differencing.

If, however, the second source is too weak to detect in a short integration time, the 
measured phases from the stronger source can be used to extend the coherent integration 
time on the weak source. In this mode of phase referencing, the coherent integration time 
can be extended to hours instead of the usual seconds to minutes.

The limitation to this technique is the lack of precision with which the phases on the 
strong source can be interpolated to the times when the weaker source is being observed.

The precision of astrometric position measurements is the angular resolution of the 
interferometer (the observing wavelength divided by the baseline length) divided by twice the 
SNR. It is possible to obtain high precision with long-baseline interferometers and moderate 
SNR or with short baseline interferometers and high SNR. Ideally, of course, one has both. 
Current intercontinental interferometers can measure relative positions with a precision better 
than 0.5 nanoradians for sources producing a signal only 10–20 times the thermal noise level.
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49.4 APERTURE SYNTHESIS

The term aperture synthesis refers to the fact that a multibaseline interferometer can produce 
radio images with an angular resolution equal to that of the longest baseline. In other words, 
the interferometer can synthesize the resolution of an aperture with the same diameter as the 
array of telescopes. This section describes how aperture synthesis is used to form images.

(u,v) Plane and the Synthesized Beam

The (u,v) plane was introduced in Section 49.3. It is a plane orthogonal to the line of sight to a 
radio source in which the location of the projected baseline vector shows where the visibility 
function is being measured. Because the visibility function is Hermitian, a single baseline 
interferometer measures two points on opposite sides of the origin in the (u,v) plane.

A multitelescope interferometer with N telescopes has N(N − 1)/2 simultaneous baselines 
(the factor of 2 is because the baseline between telescope 1 and 2 samples the same (u,v) 
points as the baseline between telescopes 2 and 1). The Fourier transform of the sampled 
points in the (u,v) plane, with each sampled point weighted equally, is the synthesized beam 
of the interferometer. This is the same as the point spread function in optical terminology. 
If N is large enough or the telescopes are moved to allow the baselines to sample the (u,v) 
plane reasonably well, the synthesized beam will have a well-defined peak along with a 
complex pattern of sidelobes. A synthesized beam with a single clear peak is necessary for 
aperture synthesis imaging.

Earth Rotation Aperture Synthesis

The position of the sampled points in the (u,v) plane moves as Earth rotates because the 
projected length and orientation of the baseline changes. The curve of sampled points in 
the (u,v) plane will be a section of an ellipse whose origin and axial ratio depend on both 
the baseline geometry and the position of the radio source.

The importance of Earth rotation aperture synthesis is that the constantly changing baselines 
of a multitelescope interferometer can, over a period of several hours, sample the visibility func-
tion (u,v plane) so well that an inverse Fourier transform of the visibility function can be calcu-
lated to produce an initial radio image of the region of sky being observed. The usual practice 
is to place the measured (u,v) points onto a uniform two-dimensional grid that extends at least a 
factor of 2 beyond the measured points to accommodate the fast Fourier transform (FFT) algo-
rithm. This “gridding” of the measured data can be done by shifting, averaging, or interpolating, 
depending on the density of measurements and the spacing of points in the grid.

There are many options for weighting gridded visibility data. The most obvious is to weight 
every gridded data point equally. This provides a synthesized beam with maximum angular 
resolution, as it corresponds to uniform illumination in the single-aperture case. However, it 
also produces a beam with relatively high sidelobe levels (for the same reason), and lowers 
beam sensitivity somewhat because grid points in which several independent visibility 
measurements were averaged together have the same weight as grid points based on single 
measurements. The alternative is to weight each grid point by the number of measurements 
that it is based on—in effect, weighting all of the original measurements equally. This provides 
maximum sensitivity since no data are reduced in weight, but because most interferometers 
produce much denser sampling near the origin of the (u,v) plane than farther out in the long-
baseline regions, the resulting synthesized beams are usually much broader than the angular 
resolution of the longest baseline. Weighting all visibility measurements equally does tend to 
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produce a synthesized beam with lower sidelobes and is often a better choice for the detection 
of extended radio emissions. If the goal of an observation is to detect or image very extended, 
low-surface brightness emissions, the synthesized beam can be further broadened by applying 
a Gaussian weighting function to the (u,v) data. This is called “tapering”; it effectively 
reduces the weight of data points far from the (u,v) origin. These points provide high angular 
resolution information, but they are insensitive to very extended emissions.

Of course, there will always be regions in the (u,v) plane that are not sampled and 
for which we will consequently have no observational constraints on the visibility 
function. These unsampled regions, if they are a significant fraction of the overall area 
of measurements in the (u,v) plane, can cause serious artifacts in the image produced by 
Fourier transforming the gridded visibility data. Historically, unsampled (u,v) points were 
set to zero before the Fourier transform was done. This was a computationally simple and 
often surprisingly effective solution, but it was certainly not an optimal way to approximate 
the visibility function at unmeasured grid points. More often, a convolving function is used 
to fill in missing values, but choosing this approach implicitly assumes that the unsampled 
regions are relatively small. Furthermore, in nearly all cases, the lack of dense and uniform 
measurement of the visibility function leads to image artifacts that need to be removed.

Instrument Calibration

Another cause of errors in radio images produced by aperture synthesis is imperfect 
calibration of the measured visibility function amplitude and phase. The correlator output 
can be calibrated to produce fringe or visibility amplitudes in janskys if the telescope 
sensitivities and signal processing losses are known. If C is the fraction of signal power 
from two antennas that is correlated (the correlation coefficient, or the fraction of bits 
correlated – ½), then the calibrated fringe amplitude is given by

 

S Cb T T T T S

Cb

corr sys1 sys2 ant1 ant2 total=

=

( ) / ( )

(SSEFD SEFD

DPJY DPJYsys1 sys2

1 2

1 2

)

( ) / ( )=

=

Cb T T

Cb 22k T T A A( ) / ( )sys1 sys2 eff1 eff2

 

(49-14)

where Tsys and Tant are the system and antenna temperatures at a given telescope, Stotal is 
the total flux density of the radio source in janskys, SEFD is the system equivalent flux 
density at a telescope, DPJY (degrees per jansky) is telescope sensitivity expressed in K/Jy, 
and Aeff is the effective area of a given antenna (the physical collecting area × the aperture 
efficiency). Note that the antenna temperature is just the source flux density × K/Jy for the 
telescope (K/Jy = Aeff /2k). The correction factor, b, accounts for system losses due to a 
number of causes, including nonrectangular bandpasses, mismatches in feed polarizations, 
phase fluctuations between local oscillators, signal digitization, and discrete steps in 
delay compensation; b is typically between 1 and 2 in well-designed interferometers and 
can be determined from observations of sources that are completely unresolved by the 
interferometer (for which Scorr = Stotal).

The rms noise in a measurement of Scorr is given by

 S bS
BW

T T
T Trms total

sys1 sys2

ant1 ant2
= 1

2 ∆τ
 (49-15)
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where BW is the observing bandwidth in Hz, and ∆t is the coherent integration time in 
seconds. The value of ∆t is limited by either the atmospheric coherence time or the local 
oscillator coherence time. In terms of fractional frequency stability (∆f / f), the coherence 
time can be estimated ∆t  − 1/[(∆f / f) × observing frequency in Hz].

Phase calibration is more difficult than amplitude calibration because the baseline phase 
can change very rapidly due to propagation effects in the ionosphere (at low frequencies) 
or troposphere (at high frequencies). These phase fluctuations increase as baseline length 
increases, up to several kilometers, and saturate at longer baselines.

Self-Calibration

The most effective way to remove phase fluctuations from interferometer data is to 
remember that all of the major contributions to the phase errors are telescope based. That 
is, changes in the propagation along one telescope’s line of sight—or local oscillator 
phase changes, or mispointing, or mechanical changes in the telescope structure, or 
receiver performance variations—all affect the signal from an individual telescope 
but have no effect on the signals from any other telescope. This means that errors in 
interferometer baseline data can be modeled as a product of errors associated with the 
individual telescopes14,15:

 V V V Vobs err1 err2 src( , ) ( , )1 2 1 2= × ×  (49-16)

where Vobs is the observed complex visibility on the baseline between telescopes 1 and 2, Verr 
is a complex error associated with a given telescope, and Vsrc(1,2) is the visibility due to the 
radio source that would have been measured in the absence of any telescope-based errors. 
(More correctly, we would use the complex conjugate of Verr2 because the baseline phase is 
the difference of the telescope phases.) For a perfect interferometer, Vobs(1,2) = Vsrc(1,2).

Now consider just the phase part of the visibilities and telescope errors:

 φ φ φ φobs err1 err2 src( , ) ( , )1 2 1 2= − +  (49-17)

If we sum the observed baseline phases around a triangle of baselines between tele-
scopes 1, 2, and 3, we get a quantity called the closure phase:

 

φ φ φ φclosure obs obs obs( , , ) ( , ) ( , ) ( ,1 2 3 1 2 2 3 3= + + 11

1 2

)

[ ( , )] [= − + + − +φ φ φ φ φ φerr1 err2 src err2 err3 srrc err3 err1 src

src

( , )] [ ( , )]

( , )

2 3 3 1

1 2

+ − +

=

φ φ φ

φ ++ +φ φsrc src( , ) ( , )2 3 3 1
  

  

(49-18)

Note that the sum contains information about the radio source, but all the telescope-
based error terms cancel. This means that the closure phase is a very robust observable, 
although it contains less total information than the individual baseline phases. 

A similar trick can be used to produce a quantity that is independent of telescope-based 
amplitude errors:

 A
V V

Vclosure
obs obs

obs

( , , , )
( , ) ( , )

( ,
1 2 3 4

1 2 3 4

1
=

33 2 4

1 2 3 4

1 3) ( , )

( , ) ( , )

( , )V

V V

V Vobs

src src

src sr

=
cc ( , )2 4

 (49-19)

Again, the telescope-based errors cancel in the ratio, and we are left with a closure 
amplitude that contains only information about the radio source.
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For an array containing N radio telescopes, the number of independent closure phases 
and closure amplitudes is ½ (N − 1)(N − 2) and ½ N(N − 3), respectively. These are both 
smaller than the number of baselines ½ N(N − 1). But it is clear that as N increases the 
amount of information contained in the closure, quantities becomes nearly equal to the 
information in the baseline amplitudes and phases. The only fundamental information 
loss associated with the closure phase and closure amplitudes is the absolute sky position 
and the absolute flux density of the radio source; the closure quantities are independent 
of these parameters.

The fact that major error sources in radio interferometers are telescope based and thus 
can be removed without destroying the information we want in the visibility function is the 
basis for self-calibration. For N telescopes, there are only (N − 1) complex errors to solve for 
(one telescope can be arbitrarily defined as a reference) and there are ½ N(N − 1) complex 
visibility measurements to constrain the solutions. Thus, we can use least-squares to adjust 
the telescope errors so that the resulting visibilities are as close as possible to the expected 
visibilities. But what should we expect the visibilities to be? Here we are helped by the fact 
that the sky is mostly empty at all but the lowest radio frequencies. Consequently, a model 
of the sky that consists of only a single source is often a good approximation. The Fourier 
transform of a point source is a visibility function with constant amplitude and zero phase 
everywhere. This is the usual starting point for self-calibration.

After a least-squares adjustment of the telescope errors, there will most likely be residual 
differences between the corrected visibilities and the assumed visibilities. This tells us that 
our model of the sky is imperfect. To achieve a better result, we can Fourier-transform the 
corrected visibilities to produce a more accurate model of the sky brightness, and then 
repeat the self-calibration process. Each iteration of self-calibration will produce both more 
accurate telescope calibration and a more accurate image of the sky. Eventually, the residual 
differences between the corrected and model visibilities will be so small and random that 
an image made from the residual visibility data will look like two-dimensional Gaussian 
noise with an rms amplitude close to the expected thermal noise limit. At that point, self-
calibration has converged, and no further improvement in the telescope calibration of the 
radio image is possible.

Non-Closing Errors

We have seen that self-calibration of an interferometer array can remove telescope-based, 
or closing, errors. But are there errors that are really baseline dependent and that do not 
vanish in the closure quantities? There are, although in a well-designed interferometer 
nonclosing errors can be kept to a very low level. Nevertheless, they can limit the dynamic 
range of very high-quality radio images made with modern interferometers.

Examples of nonclosing errors are mismatched bandpass and polarization responses 
between telescopes. These produce additive errors instead of multiplicative errors, so the 
effect on all baselines to a given telescope will not be identical—it will depend on the 
telescopes at the other ends of the baselines. There are also subtle correlator errors that can 
be baseline dependent.

Nonclosing errors can be removed by observing a very strong radio source and measuring 
the bandpass response (for example) of each telescope accurately and then determining a 
bandpass calibration function for each telescope to produce a uniform response. Ideally,  
a very strong unresolved source can be used to calibrate the entire system at once because 
such a source should produce identical visibility amplitudes on all baselines. However, 
for interferometers with very long baselines, there are few, if any, radio sources that are 
completely unresolved.
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Image Formation

The basic process of radio-image formation has been described already: grid, weight, 
and Fourier-transform the visibilities measured by an array of interferometers and, if 
necessary, use self-calibration to remove errors in the measured visibilities and repeat. 
The initial images produced by this process are a convolution of the actual sky brightness 
distribution with the synthesized beam of the array. Since the synthesized beam can be 
complex with high sidelobes, except for arrays with a very large number of telescopes, 
the resulting convolved image is usually not a good approximation of the sky brightness 
distribution. Indeed, the usual term for the synthesized beam is a “dirty beam,” which 
in turn produces a “dirty image” of the sky. This undesirable state of affairs can be 
remedied by removing the image artifacts created by the sidelobes of the dirty beam, as 
described below. Once a deconvolved image or model of the sky is produced, it can be 
convolved with a “clean beam”—the main peak of the synthesized beam without any of 
the sidelobes—to produce a cleaned image.

There is a fundamental relationship between the spacing of grid points in the (u,v) plane 
used for the Fourier transform and the angular separation between pixels in the image 
plane. To properly represent the radio source morphology, we need at least two pixels (and 
preferably three to five pixels) across the width of the main peak in the synthesized beam. 
This is another way of saying we need the image plane sampling to be finer than the angular 
resolution of the longest interferometer baselines. Otherwise, we are effectively wasting 
the long baselines in the array. Similarly, the image must contain enough pixels in each 
direction to cover the full extent of the radio emission. Otherwise, the large-scale structure 
information from the short baselines in the array will be wasted.

A given spacing in the image plane (∆X) implies a grid spacing in the (u,v) plane of 
1/(M * ∆X), where M is the size of the grid along the axis in question. (The FFT need not 
use equal numbers of grid points in both dimensions, but this is the usual default.) Note that 
grid spacing in the (u,v) plane can be adjusted by changing the size of the FFT. There is a 
lower limit for M, based on the maximum size of the radio source being observed. In fact, 
M * ∆X must be at least twice the width of the radio emission to avoid aliasing in the FFT. 
Is there an upper limit? There is, because very fine sampling of the (u,v) plane means that 
a larger fraction of grid points is far from an actual measurement of the visibility function. 
Ideally, the distance between (u,v) grid points should be similar to the average spacing 
between visibility measurements.

The important point here is that there is a relationship between the range of angular 
structure that an interferometer array is sensitive to and the range of baseline lengths 
in the array. If there is a mismatch between the actual (u,v) sampling provided by the 
interferometer baselines and the range of angular resolutions needed, one side of the FFT 
or the other will be inappropriately spaced, with unfortunate consequences for the quality 
of the image produced. A useful rule of thumb is that the maximum angular resolution is 
determined by the width of the synthesized beam peak (which in turn is determined mainly 
by the length of the longest baselines in the array), and the maximum angular size of the 
radio source that can be imaged is determined by the synthesized beamwidth multiplied by 
the total range of baseline lengths in the array.

In practice, it is necessary to average the correlator output in both time and frequency, 
and this also sets a limit on the angular extent of radio emission that an interferometer 
array can image. Averaging visibilities in time results in an azimuthal smearing of the 
measurements, resulting in suppression of emission far from the image center. Averaging 
in frequency has a similar effect in the radial direction (this can be understood as an 
effective change in baseline length, in wavelengths, as the frequency changes across 
the bandpass).
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Image Deconvolution

The dirty image produced by an interferometer array can be cleaned by deconvolving it 
with the dirty beam. This removes the effects of the dirty beam’s sidelobes and results in an 
image with higher dynamic range (i.e., weaker features can be detected). There are a number  
of approaches to the deconvolution process, none of them straightforward because the 
existence of (u,v) points with zero amplitude prevents deconvolution via a simple division 
of Fourier transforms.

The two more common deconvolution algorithms in radio astronomy are CLEAN16 

and maximum entropy.17,18 The CLEAN approach iteratively subtracts the dirty beam 
centered on the brightest pixel in the image until no pixels much higher than the noise 
level remain. During each dirty-beam subtraction, a delta function is placed at the 
location of the center of the dirty beam. Thus, after the subtractions we have an image 
consisting of many delta functions located at some of the image pixel centers. This array 
of delta functions is then convolved with a clean beam to restore an appropriate angular 
resolution (consistent with the actual (u,v) sampling by the array), but without adding 
back any sidelobes. This approach is simple, intuitive, and usually produces dramatic 
improvements in image dynamic range. It can fail to converge in some cases, but usually 
only on very extended sources. The CLEAN algorithm assumes that the sky can be 
modeled as a finite number of point sources (the delta functions), which is reasonable for 
compact radio sources surrounded by empty sky. However, for very extended sources, 
most of the field of view may contain radio emission, and then the assumption that delta 
functions are a good approximation can break down.

For extended sources, an algorithm with the opposite assumption of the one for CLEAN 
is commonly used. This is the maximum entropy algorithm, which assumes that the sky is 
uniformly bright (featureless) and tries to produce an image as close to featurelessness as 
the data allow. In other words, this algorithm produces an image with the minimum amount 
of structure (and thus the maximum entropy) consistent with the visibility data. It tends to 
image very extended radio emission more successfully than CLEAN does. It also has the 
interesting feature that the images it produces have higher angular resolution in areas of 
higher SNR, since no equivalent of a clean beam is used directly. Sometimes it is instructive 
to use both approaches to image a given set of observations. The differences between 
images produced using such different starting assumptions can be a useful indicator of the 
true uncertainties in the image plane.

Multifrequency Synthesis Imaging

It is always desirable to have more complete sampling of the visibility function, but there 
are limits to the number of telescopes and to the observing time available. A relatively 
new technique to improve (u,v) sampling is to observe in several separate frequency 
bands simultaneously. This has the effect of sampling a number of (u,v) points along a 
radial direction in the (u,v) plane simultaneously for each baseline. If the total fractional 
frequency range spanned by the observations is comparable to the fractional spacing 
of baselines in the array, a large reduction in the size of unsampled (u,v) regions can 
be obtained in this way. Consequently, the synthesized beam will have much lower 
sidelobes, improving the speed and probably the ultimate quality of image deconvolution. 
The limitation is that over a wide frequency range, the structure of the radio source could 
change, which would make it inappropriate to combine all of the visibility data into 
a single image. In principle, it is possible to solve for the spectral characteristics of 
the source in addition to other parameters, but this is a significant complication to the 
imaging process.
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Wide-Field Imaging

Throughout this chapter, we have been discussing interferometers and imaging in terms 
of two-dimensional arrays (the (u,v) plane, the image plane, and two-dimensional Fourier 
transforms). This is appropriate for the usual applications of radio interferometers, which 
are normally used to image relatively small regions of the sky and which (except for very-
long-baseline arrays) are built with the telescope approximately in a plane.

For imaging large regions of the sky, the two-dimensional assumption is not adequate. 
Instead, it is necessary to replace the (u,v) plane with a (u,v,w) volume in which the visibility 
function is measured. Similarly, the image (sky) plane must be replaced by a spherical surface 
in a three-dimensional image volume. Then, it is also necessary to use a (computationally 
intensive) three-dimensional transform to move between these volumes.

A number of techniques have been developed to avoid the need for three-dimensional 
transforms in wide-field imaging, the most common of which involves dividing the field 
of view into many smaller regions that can each be approximated as two-dimensional. A 
newer and more efficient approach developed by T. Cornwell19 is to use Fresnel diffraction 
theory to calculate the visibility sampling that would be obtained if all antennas were in a 
single plane orthogonal to each source. This approach is called w projection.

Wide-field imaging can also complicate the calibration of interferometer data. Up to 
now we have assumed that propagation effects (ionospheric and atmospheric attenuation 
and phase fluctuations) could be represented by a single time-variable error term per 
telescope. However, emission from a large area of sky could pass through regions of the 
ionosphere or atmosphere containing different, uncorrelated conditions. This implies that 
we need multiple simultaneous direction-dependent error terms per telescope. The number 
of error terms could now exceed the number of available visibility measurements, violating 
the basis for self-calibration.20 These are areas of active research, and new approaches are 
likely to be offered within the next few years.

49.5 MAJOR RADIO TELESCOPES

Single-Aperture Telescopes

This section gives a brief description of a few of the world’s great single-aperture telescopes.

Arecibo Radio Telescope The Arecibo Observatory (Puerto Rico) is one of the world’s 
largest radio telescopes.21 Its main reflector is a spherical surface 305 m in diameter and 
nearly 51 m deep. Forty thousand perforated aluminum panels compose the surface of the 
telescope. The panels are supported by a 
network of steel cables strung underneath 
them. The Arecibo feed system consists of 
both narrowband line feeds and Gregorian 
optics to correct for spherical aberrations, 
as shown in Figure 49-4. The feed system 
is suspended 137 m above the reflector and 
attached to a triangular frame supported by 
cables strung from three towers. Immediately 
below the frame, a 100-m-long azimuth arm 
moves on a circular track. The curved part of 
the azimuth arm is another track. On one side 
of this track is a carriage house that supports FIGURE 49-4 Arecibo feed system
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the narrowband line feeds; on the other side, a large dome houses the optics. Inside the dome, 
two subreflectors (secondary and tertiary) direct radiation to a set of wide-band horns. Either 
the Gregorian optics or line feeds can be positioned up to 20 deg from the vertical.

Green Bank Telescope The largest clear-aperture telescope is the 100-m-diameter Robert 
C. Byrd Green Bank Telescope (GBT) in West Virginia.22 A clear aperture is significant 
because clear apertures prevent reflection and diffraction from the telescope’s feed support 
structure. The clear-aperture design was achieved by implementing an offset reflector 
geometry that could be used in a prime-focus mode or a dual-reflector Gregorian mode. 
The main reflector is composed of 2004 panels mounted at their corners on actuators, 
which are small motor-driven pistons that enable a surface adjustment for both thermal- and 
gravity-induced surface distortions. The antenna’s wheel-and-track design allows it to scan 
the entire sky above 5 deg of elevation. The track measures 64 m in diameter; to ensure 
precise pointing, it is level to less than .01 cm.

Effelsberg Radio Telescope Until the Green Bank Telescope was built, the largest fully 
steerable telescope was the  100-m-diameter reflector in Effelsberg (Germany), which 
began operating in 1972.23 The telescope uses dual-reflector Gregorian optics at both the 
primary and secondary focus to observe radio emission in the wavelengths from 90 cm 
down to 3.5 mm. Because of the homology of the design and a special support structure, 
the deviation of the dish surface from the ideal parabolic form is at most 0.5 mm despite the 
flexing of the steel members of up to 10 cm due to gravity. The shift in the focus position 
due to surface flexure accompanying the tilting of the dish is compensated for by means of 
an electronic control mechanism.

The receiver systems are mounted either at the focal point of the main reflector, just 
beneath the prime-focus cabin suspended on four support legs, or at the secondary focus 
located at a central point just above the surface. There, in the secondary focus cabin, it is 
possible to use many additional receiver systems, some even simultaneously.

Parkes Radio Telescope The 64-m Parkes Radio Telescope (Australia) began operations 
in 1961.24 It was then one of the first large movable dishes in the world. Today, Parkes 
frequently operates together with the Australia Telescope Compact Array at Narrabri and a 
single dish at Mopra, to form a very-long-baseline interferometry array.

The original surface of the telescope was metal mesh but was later upgraded to smooth 
metal panels on the central part of the antenna, allowing for operation at both centimeter and 
millimeter wavelengths (see Figure 49-5). The receiving cabin is located at the focus of the 
parabolic dish, supported by three struts 27 m above the dish. The cabin contains multiple 
feed systems, which can be switched into the focal point for different science observations.

NASA applied the basic design concept of the Parkes Radio Telescope when developing 
the Deep Space Network. Subsequently, almost identical 64-m antennas were built at 
Goldstone (California), Madrid (Spain), and Tidbinbilla (Australia). In 1987, NASA 
extended the Tidbinbilla antenna from 64 m to 70 m, surpassing Parkes as the largest 
steerable radio telescope in the Southern Hemisphere.

Major Interferometers

This section gives a brief description of three of the world’s largest interferometers.

The Very Large Array The Very Large Array (VLA) consists of 27 reflector antennas in 
a Y-shaped configuration located 80 km west of Socorro, New Mexico.25 Each antenna is 
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25 m in diameter. Each reflector has multiple narrowband feed systems covering the range 
of frequencies from 70 MHz to 43 GHz. The elements can be respaced in their Y pattern 
in four configurations: A array, with a maximum antenna separation of 36 km (which has 
the sensitivity of a 130-m antenna); B array, with a maximum separation of 10 km; C array 
of 3.6 km; and D array of 1 km. The telescopes are switched between these configura-
tions approximately every four months. The resolution of the VLA is set by the size of the 
array—up to 36 km across. At the highest frequency, resolution is 0.04 arcsec.

With a view to upgrading the 1970s technology used to build the VLA, recent funding 
has been allocated for the conversion of the VLA into the Expanded Very Large Array 
(EVLA). The upgrade will enhance the instrument’s sensitivity and frequency range by 
installing new hardware at the San Agustin site.

Giant Metrewave Radio Telescope The Giant Metrewave Radio Telescope (GMRT) 
was established by the National Centre for Radio Astrophysics (NCRA) of India to do 
research using the meter wavelengths range.26 The site is about 80 km north of Pune, 
India. GMRT consists of 30 fully steerable 45-m-diameter parabolic antennas. The main 
reflector is lightweight and of low solidity because the conventional backup structure was 
replaced with a series of rope trusses (made of thin stainless steel wire) stretched between 
16 parabolic frames of tubular steel. The wire ropes are tensioned suitably to create and 
maintain a mosaic of plane facets approximating a parabolic surface. A lightweight thin 
wire mesh (made of 0.55-mm-diameter stainless steel wire) with a grid size varying from 
10 × 10 mm in the central part of the dish to 20 × 20 mm in the outer parts, and stretched 
over the rope truss facets, forms the reflecting surface of the dish. Making the reflecting 
surface of a porous mesh cuts down the wind forces by a large factor and is particularly 
suited to the local climate conditions of the plains.

FIGURE 49-5 The Parkes Radio Telescope
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The number and configuration of the dishes were optimized to achieve sensitivity at 
high angular resolution as well as the ability to image radio emission from diffuse extended 
regions. Fourteen of the 30 dishes are located randomly in a compact central array in a 
region about 1 km2. The remaining 16 antennas are spread out along the three arms of an 
approximately Y-shaped configuration over a much larger region, with the longest inter-
ferometric baseline at about 25 km.

The array operates in six frequency bands centered at 50, 153, 233, 325, 610, and 
1420 MHz. All feeds provide for dual polarization outputs and, in some configurations, 
dual-frequency observations are possible.

The Atacama Large Millimeter Array The Atacama Large Millimeter Array (ALMA), 
in Chile, is a millimeter-wavelength telescope planned to consist of about sixty-four 
12-m antennas located at an elevation of 5000 m.27 ALMA functions at between 10 mm 
and 350 mm, with array configurations from approximately 150 m to 10 km. The spatial 
resolution is 10 milliarcsec; ALMA will be able to image sources arcminutes to degrees 
across at 1-arcsec resolution.

An important requirement for the ALMA project was the capability to rapidly switch 
positions in order to achieve phase-stable observations a large fraction of the time. To 
achieve this goal, in 1992, work began on a “slant-axis” antenna design, whose stiffness 
enabled very fast switching.

Later, the slant-axis design evolved into an off-axis parabaloid whose advantages 
included good gravitational performance, lack of counterweights, and the high sensi-
tivity of an unblocked aperture. However, a minimum-blockage conventional antenna 
design, patterned after the Berkeley Illinois Maryland Association (BIMA) 6-m antennas 
(in California), proved to be more cost effective and provided better field-of-view and 
polarization performance and was the design chosen for development.

In 1998, ALMA was formed as an international partnership consisting of both the North 
America and European radio astronomy communities. Each partner had its own antenna 
design concepts. The international partnership decided that the best way to determine the 
antenna design would be for each organization to produce a prototype antenna for test-
ing (see Figure 49-6). In 2001, the Japanese joined the ALMA partnership and offered a 
third antenna design for testing. The three prototypes were tested at the VLA site; all three 
designs were selected for use in the ALMA array.

49.6 CONCLUSIONS

Radio telescope antennas have produced dazzling science covering meter-to-submillimeter 
wavelengths. The next generation of telescopes such as ALMA, the Square Kilometer Array 
(SKA),28 Low-Frequency Array (LOFAR),29 and the Allen Telescope Array (ATA)30 promise 
even more wondrous science. Perhaps, with the ATA or SKA, we may even discover that we 
are not alone in the universe.
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50.1 INTRODUCTION

Over the last few decades, there has been great progress in the development of indoor 
measurement facilities; and as a result, many outdoor facilities are closing in lieu of going 
indoors. This has been made possible because of the development of enhanced measurement 
hardware and facilities. This chapter attempts to describe how one can take advantage of these 
modern measurement systems in order to perform various types of antenna measurements.

There have been major enhancements in terms of network analyzers such that one is 
now able to quickly and easily collect both impedance and pattern data using these very 
powerful devices. These measurements are normally done in CW mode, but more and 
more applications have increased bandwidth such that time domain measurements can also 
be taken with most modern network analyzers. This can be done using the time domain 
option in the network analyzer by acquiring broadband (amplitude and phase) data and then 
transforming from the frequency to the time domain. Once in the time domain, it’s possible 
to software time gate the desired time response and, therefore, gate out the undesired time 
terms. This will be shown to be very useful later, when the various antenna measurements 
are considered in more detail.

Besides using a network analyzer, one can also consider many other source and receiver 
systems. These options include time domain hardware that can be used to directly gate out 
undesired time responses using pulse hardware. There are two rather inexpensive hardware 
options that are considered here: 1) a chirp system and 2) a pulsed/CW system.

The chirp system uses a linear frequency sweep for the transmitted signal. This chirp signal 
is received by the antenna-under-test (AUT), where it is then sent to a mixer that correlates it 
with a sample of the linear chirp coming directly from the source. The output of this mixer is 
then a low-frequency harmonic that is directly related to the difference in frequency between 
the AUT received signal and the present frequency of the swept source. To isolate the desired 
frequency harmonic, simply filter the desired AUT term. These systems are rather inexpensive 
because they consist of a swept source, a mixer, and a low-frequency digital filter system for 
selecting the desired frequency response. In order to properly use a chirp system, one must 
understand and maintain the amplitude and phase linearity requirements and must also create 
the proper amplitude weighting to control range sidelobes.

An inexpensive pulsed/CW system can be built using a network analyzer and pulse 
hardware. Just about any network analyzer can be considered for use with this application. 
The pulse hardware consists of a single-pull-single-throw (SPST) high-speed transmit switch, 
which creates the pulse waveform, and a power amplifier to increase the radiated signal. This 
hardware goes between the network analyzer transmit port and source antenna. At the AUT, 
which is considered as the receiver in this example, one then adds another SPST high-speed 
switch to select the desired time response. This received pulse signal is then input to the network 
analyzer using the receive port. Because this is a broadband signal that consists of pulsed 
harmonics, one has to be careful to choose a pulse repetition rate so that pulse harmonics are 
not related to the receiver harmonics. Otherwise, the network analyzer received response will 
be corrupted by the pulse harmonics. Recall that the network analyzer is used to transmit and 
receive a CW signal. So, the pulsed/CW hardware is used to time gate out undesired time 
responses, while maintaining the CW response as seen by the network analyzer. In designing 
these systems, one has to be very careful to avoid ringing within the pulsed hardware.

In times past, one had to worry about the transceiver hardware as much as the facility 
issues associated with his or her measurement. As stated earlier, that is no longer the case. 
Modern network analyzer and transceiver systems are extremely linear, have excellent IQ 
circularity, are very stable, and provide huge dynamic ranges. As a result, modern antenna 
measurements can now focus on the facility capability as opposed to the hardware that is 
used to collect the desired data. These same conclusions were pointed out by Dybdal.1
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Since indoor facilities are limited to reasonable dimensions, the effective distance 
between the transmitter and receiver is not that large. That being the case, there is not a 
need to transmit much power. Thus, the normal output provided by a network analyzer is 
usually sufficient for most indoor antenna measurements. If more power is needed, one 
does not have to typically use more than a solid-state amplifier, which is very nice because 
solid-state units are readily-available, reasonably priced, and stable.

Before going into the details of the different facilities, let’s think about the topic in 
general. First, any antenna measurement should be done in such a way that the actual 
antenna application is simulated as well as can be accomplished within the confines 
of an indoor environment. For example, one cannot simulate a full satellite antenna 
measurement including all the associated satellite features. That can only be done within 
certain limits. Second, the indoor environment creates undesired scattering that must be 
understood and controlled to the degree necessary for meeting the desired measurement 
goals. These two issues tend to mean that the facility will be extremely large. Obviously, 
on the other side, building costs force the size the facility to be smaller. As a result, 
one has to make compromises between cost and performance. That being the case, 
present-day facilities are not normally perfectly designed for any specific measurement; 
therefore, they must be evaluated to determine how well they can actually perform any 
given measurement.

Since modern antenna measurement facilities are not ideal for any given measure-
ment, they must be carefully thought out before they are even purchased in the first place. 
Furthermore, the burden of properly selecting and designing these facilities has to be car-
ried out in such a way that the facility procurer plays a very active role along with the 
vendors. Therefore, it’s important to get smarter in terms of measurement facilities. In that 
regard, one should not think of the measurement as a separate and distinct task when com-
pared to numerically simulating the antenna. If one understands the full volumetric pattern 
of the antenna, it’s possible to predict a measured response for any known complex signal 
illuminating the AUT. This being the case, one can determine the specific fields in the test 
zone by collecting high-quality probe data. These probe fields can then be transformed to 
determine the incident field plane wave spectrum, which describes the actual illumination 
of the AUT within the facility. With this information, one can then take this incident plane 
wave spectrum and compute the expected measured results that are achievable within a 
specific facility. If these simulated measured results show that the resulting error exceeds 
the desired measurement goals, then that facility is not appropriate for the proposed AUT 
tests. In fact, this concept should be adopted as a standard practice for any proposed antenna 
measurement in order to justify that a given facility can actually meet or exceed the desired 
measurement goals. More will be said about this topic later.

To become more familiar with these measurements or to get a better basic understanding 
of them, refer to the IEEE Standard Test Procedures for Antennas.2 This chapter can then 
be used to bring these concepts up-to-date. Note that each of the measurement topics are 
briefly described in the following sections along with appropriate references to allow the 
reader to examine this material in as much detail as desired.

50.2 IMPEDANCE OR S11 MEASUREMENTS

As stated in the introduction, impedance or S11 measurements have been greatly improved 
with the advent of modern network analyzers and the development of accurate loads needed 
for proper calibration. Using the calibration procedures fully described in the network ana-
lyzer documentation, one can easily achieve precise impedance results provided that an 
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appropriate antenna environment for the measurement is used. In other words, the measure-
ment hardware is typically not the limiting factor in these measurements. It is the operator 
and the measurement environment that can limit S11 measurement performance.

In order to understand how well an S11 measurement is performed, one should use the 
time domain option. This is very useful because the time domain can be used to ascertain 
the amplitude and placement of the various time responses relative to the desired AUT 
response. If the network analyzer calibration is correctly performed, the time responses 
before the AUT response should be very small compared to the AUT S11 term since this 
response involves cabling and connectors. The environment can be evaluated in terms of 
the time responses after the AUT term or terms. If all the time responses, before and after 
the AUT term or terms, are negligibly small compared to the AUT responses, then the 
calibration should be correct and the AUT environment is sufficiently controlled for a suc-
cessful S11 measurement. Therefore by deleting these early and late time responses through 
time gating, the gated response that has been transformed into the frequency domain repre-
sents the desired AUT response, except near the frequency end bands, which are corrupted 
by the time gate. Therefore, one should use a wider bandwidth than is needed for the actual 
measurements so that the end band corrupted values do not impact the desired data.

Recall that a gain measurement requires a very accurate calibration relative to some type 
of gain standard. Since one can perform very accurate impedance calibrations, it is very 
interesting to think of ways to take gain measurements using an S11 measurement. Such a 
concept will be presented in the section discussing gain.

50.3 PATTERN OR S12 MEASUREMENTS

For pattern measurements, one can again use the various measurement hardware systems 
described in the introduction. These systems will all perform accurate pattern measure-
ments, provided that one can achieve the desired signal-to-noise ratio needed for the mea-
surements. Recall that antenna patterns can have a huge dynamic range, especially for 
low-sidelobe antenna systems. Even so, the hardware can typically achieve a dynamic range 
of say 80 dB as long as the peak pattern level is adjusted so that it is close to the saturation 
level of the receiver system. Across this 80 dB dynamic range, the measurement should be 
very linear and provide excellent IQ performance. If more dynamic range is needed, the 
pattern should then be taken in terms of two patterns with the second pattern taken with 
more amplification added in order to measure the lower levels. Note that low-noise solid-
state amplifiers should typically be used in this situation. In these cases, a preliminary link 
budget and attention to the receiver noise floor and saturation is very useful.

Clearly with antenna patterns, one must deal with an antenna motion control system. 
This issue is oftentimes implemented in terms of massive hardware that is needed to meet 
or exceed some rotational accuracy requirements. These requirements tend to get very con-
voluted in the sense that one defines the maximum weight and angular accuracy together. 
This places a very stiff set of specifications on the whole rotational system independent 
of the measurement being taken. For example, there are facilities that take low-gain horn 
pattern measurements using massive elevation-over-azimuth rotational hardware. In these 
cases, it is often difficult to see the small antenna in comparison to the very large rotators 
and associated support structure. So what can be done to correct this undesirable situation? 
This will be examined next.

One must remember that the antenna pattern should be measured as though it is mounted 
in its natural environment, which in most cases means that it is surrounded by free space. 
Thus, the rotation hardware has to be configured based on the antenna being measured.  
One must use a small low-scattering mount for low-gain light-weight antennas, whereas 
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large metal mounts should be used for high-gain heavy antenna systems. That being  
the case, the rotational hardware has to be designed to be multifunctional. In fact, a high-
quality antenna measurement facility needs to have different rotational hardware that has 
been specifically developed to treat small, medium and large antenna systems. It is interest-
ing to note here that the rotational hardware used for a small antenna obviously does not 
need the rotational accuracy that a high-gain antenna needs. This is very important because 
it implies that one can use a much smaller mount and encoder and yet achieve or exceed 
the necessary rotational motion control and accuracy.

For cases where one wishes to measure the complete volumetric pattern for a low-gain 
antenna, it is important to use a mount structure that is virtually transparent. This can be 
done using a foam column sitting on an azimuth rotator, keeping in mind that the cable 
remains as a potential scatterer. To minimize the impact of the cable, one should consider 
a fiber-optic cable solution. In any event, one can collect a full azimuth cut with very 
little impact caused by the foam column as compared to a massive elevation-over-azimuth 
approach. However, one cannot easily collect a full volumetric pattern. To overcome this 
limitation, one can add a small roll axis rotator on top of the foam column. This will result 
in a roll-over-azimuth system that can be used to collect the full volumetric pattern for 
low-gain light-weight antennas. For medium sized antennas, one can replace the foam 
column with a light-weight foam and plastic pole. Then, a medium-sized roll axis rotator 
can be mounted on top of this pole to again provide roll-over-azimuth motion. Thus, it is  
specifically-designed for medium gain and weight antennas. For the largest antennas, 
one can use the massive rotational equipment stated earlier. This way, one is able to take  
measurements using a very versatile set of rotational hardware that can be effectively used 
for all types of antenna measurements.

In order to achieve a given rotational step size, one must realize that the encoder must 
provide much more resolution than specified by the angular pattern step size. For example, 
let’s suppose that one wishes to measure a low-gain antenna pattern every 1 degree. The 
encoder cannot have a resolution of 1 degree. Its resolution should be three to ten times finer 
or 0.3 to 0.1 degrees. This way, the pattern control software can start to watch the encoder 
readout until the encoder reaches the desired angular position to within its resolution. So the 
better the resolution, the better and more uniform the actual angular steps will be. Once at the 
desired angle, the receiver system will then collect the measured data, which will be stored in 
the computer. The software will then repeat this process until the whole pattern is measured. 
Putting it another way, if the control software does not have an angular readout resolution 
finer than the desired pattern accuracy, the precision of the data collection will be very poor. 
This can cause a problem if one needs precise IQ measured data versus angle. In fact, it will 
be shown that precise angle data is necessary if one wishes to do image processing of the 
measured data and is collecting data at the sampling theorem rate. If interested in learning 
more about antenna pattern image processing, refer to Lee and Burnside.3

So, it has been shown here that one can properly design the rotational hardware to obtain 
the various antenna pattern measurements performed indoors today. That being the case, 
one has to now focus on the pattern measurement facility. Since there are a wide variety of 
such facilities, each one will be examined separately.

Traditional Spherical Range

Traditional spherical ranges consist of a source antenna usually mounted in the transmit 
wall of a rectangular chamber. The source directly illuminates the AUT mounted in the 
center of the test zone. The size of this chamber is determined based on the size of  
the test zone and the frequency of operation. The distance between the source and the 
center of the test zone is normally defined as R = 2D2/l, where D is the maximum diameter 
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of the AUT and l is the wavelength. Note that this requirement means that there will be 
a 22.5 degree phase taper across the test zone for the frequency that was used to define 
the wavelength in the definition of R. Clearly, this definition has come from an attempt 
to approximate a plane wave using a spherical radiator as the illuminator of the AUT. The 
range (R) must also be several wavelengths long to avoid inductive coupling between the 
source and AUT. This is the limiting factor at low frequencies for these designs.

The spherical range chamber dimen-
sions are shown in Figure 50-1. The length 
of the chamber is L = R + X + D/2, where 
D is again the diameter of the test zone. 
The width and height of the chamber is  
W = 2X + D. The dimension is X = D pro-
vided that D is greater than the maximum 
wavelength across the full operational 
bandwidth of the chamber. If the maxi-
mum wavelength is larger than D, then X 
is defined as the maximum wavelength. 
Note that all these dimensions are measured inside the absorber and represent an initial 
chamber layout guideline. The absorber will be studied in a later section.

This type of chamber is normally used to measure the antenna patterns for low to 
medium gain antennas. The test zone size is obviously a function of frequency. The 
diameter of the test zone versus frequency is given by D = R * /λ 2 , provided that one 
wishes to simulate plane wave illumination. Thus, the test zone size reduces with increas-
ing frequency, which means that this type of chamber is not really appropriate for high 
gain antenna pattern measurements.

One of the major issues associated with the spherical range is that one tends to build 
them as long narrow tunnels in order make the range (R) as long as possible. This is very 
problematic as will be seen in the section discussing absorbers. As the chamber becomes 
long and narrow, the source will tend to illuminate the absorber near grazing incidence. As 
one would expect, the absorber reflection level is very sensitive to the angle-of-incidence 
and in fact approaches unity at grazing incidence. Consequently, one should always ques-
tion using an absorber when the angle-of-incidence is approaching grazing incidence. It is 
best to think of the absorber as working well for normal incidence or 0 degrees to no more 
than about 50 degrees. With this 50 degree angle-of-incidence limitation for absorber, one 
cannot think of making a spherical range chamber that is really that narrow and long.

To get around this absorber limitation, it’s possible to design a spherical chamber using 
a tapered R-Card fence concept. This type of fence will block the undesired absorber 
scattering near grazing incidence without creating an undesired fence diffraction term. 
Therefore, one can make a long narrow spherical range chamber, provided that the appro-
priate tapered R-Card fence or fences are used. These fences are described in the section 
discussing tapered R-Card fences.

Tapered Chamber

A tapered chamber is actually a spherical range that is housed in a chamber that looks much 
like a horn, as shown in Figure 50-2. This chamber works very well provided that the source 
antenna is located at the throat of the horn section. If that is the case, the source energy 
simply propagates outward from the source to illuminate the test zone. The dimensions of 
this chamber follow the same formulas listed earlier for the spherical range chamber.

Until recently, the major limitation associated with the performance of a tapered 
chamber has been the need for an ideal source antenna. The problem is that the 

FIGURE 50-1 Spherical range chamber dimensions
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source antenna phase center must 
be located at the vertex of the 
throat section, which means that 
the antenna’s phase center is sur-
rounded by an absorber. Thus, the 
absorber tends to attenuate the 
radiated energy. There have been 
two antennas that have been spe-
cifically-designed to solve this 
problem: a tapered R-Card horn 
antenna4 and a quad-ridge antenna.5 
The quad ridge antenna is most appropriate because it is dual-polarized and it can be 
permanently integrated into the throat section. It also has very good bandwidth proper-
ties so that it can typically provide complete performance across the full operational 
bandwidth of the tapered chamber.

The tapered chamber is used for low and medium gain antenna patterns because of the 
range (R) requirement. Furthermore, it is most appropriate for low frequency measurements 
because it has been designed to handle the absorber grazing incidence problem. Recall that 
the absorber must get thicker for lower frequencies. Thus, a spherical range chamber will 
grow in size as the frequency is decreased. That is not the case for the tapered chamber in that 
the absorber is illuminated at grazing incidence; so therefore, it does not have to be very thick. 
Consequently, one should always think of a tapered chamber as the best approach for low 
frequency, low and medium gain antenna pattern measurements. One should refer to Burnside 
et al6 to determine the proper layout and absorber treatment for a modern tapered chamber.

Compact Range

A compact range is used to create a plane wave field in the test zone as presented in 
“Compact Range Techniques and Measurements.”7 This is done by using a parabolic 
reflector with the feed antenna located at its focus. As a result, the reflected field from the 
parabola that illuminates the test zone typically has a very uniform phase; while, the ampli-
tude varies slightly caused by the feed pattern and range variation related to the distance 
between the feed antenna and the reflector surface. In this case, the test zone lies within the 
near field of the compact range reflector providing two advantages. The first advantage is 
that the test zone fields are not spherically attenuated so that the power density in the test 
field for a given source power is increased enhancing measurement dynamic range. The 
second advantage is that the collimated near field of the compact range reflector minimizes 
the illumination of the facility’s side walls, floor, and ceiling. As a result, one finds for 
well-designed compact ranges that the amplitude taper is about 1 dB, the amplitude ripple 
is about one tenth of 0.1 dB, and the phase variation is typically less than 6 degrees even at 
its highest operational frequency.8

The major issue associated with a well-designed compact range is again the issue of stray 
signals. As stated earlier, the reflected field creates the desired illumination of the test zone. 
However, the reflecting surface must be terminated properly to fit within a finite chamber. 
There have been many attempts to find the best compact range reflector termination concept. 
This challenge has been going on for more than 20 years and everyone has learned a lot 
about the different approaches since all of them have been built in one form or another. The 
blended rolled edge reflector, as designed in Gupta et al,9 clearly performs better than any 
other approach but it is also the most expensive. For example, it is not unusual for a blended 
rolled edge compact range to have no more than a few tenths of a dB ripple in the test zone 
fields. This implies that the stray signal levels are nearly 40 dB below the desired plane 
wave illumination.

FIGURE 50-2 Tapered chamber dimensions
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Let’s suppose that one wishes to measure a low sidelobe antenna. It means that when 
the main beam of the AUT points toward the stray signal direction, it will be boresighted 
with the stray signal term. Consequently, the main beam gain will amplify a weak stray 
signal and create an undesired sidelobe in the resulting measured pattern. This is an issue 
for all reflector termination designs, but the rolled-edge reflector will still provide about 15 dB 
better performance. The full impact is actually more significant than just the 15 dB. For 
serrated edge reflectors, the serrations typically cover a significant portion of the overall 
reflector surface. So, their stray signals are seen from the AUT point-of-view for a relatively 
wide angular region. The blended-rolled edge reflector discontinuity comes from the junction 
between the parabola and blended-rolled edge. This junction is normally designed to be 
about halfway from the center of the reflector to outside rolled edge; therefore, it has much 
less angular impact on a pattern measurement. If one is interested in a very thorough discus-
sion of the differences between blended-rolled edge and serrated-edge reflectors, refer to  
Lee and Burnside.10–11

All compact range systems have another significant stray signal that must be properly 
handled. This is the feed spillover into the test zone. Since this undesired term takes a much 
shorter path than the desired plane wave, it can be easily time gated out. Thus, it is impor-
tant to use some type of time domain technique to minimize the impact of this undesired 
error term. There have been many attempts to remove this feed spillover term by using 
various types of absorber panels that hide the feed antenna as seen from the test zone. This 
is not a good approach because it adversely blocks the wavefront coming from the reflector. 
This, in turn, results in additional scattering that cannot be gated out because it has nearly 
the same time delay as the desired plane wave term.

Beside these issues, it has been noted that absorber fences have been used in many com-
pact range applications to hide the large antenna mount structures and to provide a conve-
nient access area to insert or remove the AUT. These fences are typically a simple plywood 
structure to which absorber panels are added and tend to run across the full width of the 
chamber. This seems most appropriate for production applications because one can quickly 
mount or dismount the AUT using massive rotational hardware. Unfortunately, these fences 
cause very serious stray signal errors that come from the top edge of the fence. Since the 
absorber does its job, it creates a very significant shadow directly behind the fence. This 
shadow region is very similar to the one caused by a metal plate. As a result, the fence edge 
diffraction can be thought of as coming from the incident shadow boundary associated with 
a metal plate. With this in mind, the fence causes a stray signal that can severely degrade 
the test zone fields and ultimately the desired antenna pattern measurements. So, it is better 
not to use a fence at all. But if a fence is absolutely necessary, then one should use a tapered 
R-Card fence as described in the tapered R-Card fence section.

A compact range reflector system can be defined in a generic sense as shown in  
Figure 50-3. The reflector focal distance is defined as F, the reflector size is H, the range from 
the reflector to the center of the test zone is R, 
and the test zone diameter is D. Typically, one 
finds that H = 2D, F = H = 2D, and R = 2F = 4D.  
Thus, the compact range reflector system can 
initially be approximated based on the size of 
the test zone.

Now that the reflector system has been 
roughly laid out, one can start to define the 
chamber dimensions that are needed to house 
this compact range reflector system. The 
chamber geometry is shown in Figure 50-4. 
The length of the chamber is approximately 
given by L = D/2 + R + 3D/2 = R + 2D = 6D. 

FIGURE 50-3 Compact range system dimensions
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The width and height of the chamber are 
roughly given by W = 3D. Again, these are 
only meant as initial layout dimensions to 
get the whole design process started. Even 
so, they are very valuable in terms of esti-
mating initial costs. Furthermore, these 
dimensions do not include the absorber.

The compact range is the best approach 
to create a plane wave field across a 
large test zone, because the reflector is 
basically acting as a lens to transform an 
incident spherical wavefront into a reflected plane wave. This planar wavefront is about 
half the size of the reflector, so it is many wavelengths across. Consequently, it is ideal for 
measuring the patterns of high gain antennas. Remember that the reflector should be at least 
10 wavelengths across in order to actually act as a proper lens.

Because the compact range is complementary to a tapered chamber, many organiza-
tions have a tapered chamber to measure low frequency, low to medium gain antennas and 
a compact range to measure higher frequency, high gain antenna patterns. It is very typical 
to use a tapered chamber below 1 GHz because of far field limitations and a compact range 
above 1 GHz. Of course, one can design a compact range to function well for much lower 
frequencies than 1 GHz and a tapered chamber that works reasonably well above 1 GHz. 
Nevertheless, the 1 GHz crossover is very typically found in practice.

Near Field Scanner Systems

A near field scanner measurement system is used to collect near field probe data in the close 
vicinity of the AUT. This probe data is then used to predict a user-desired field result such 
as far field patterns through the transform between the fields on a surface and the far field 
values. Each of these systems collects sufficient data that satisfies the sampling theorem 
for that particular measurement scenario. There are three major near field scanner systems 
that are commonly used today: 1) planar, 2) cylindrical, and 3) spherical. An overview of 
these near field systems is presented in Yaghjian.12

The planar scanner collects its data across a planar scan region; thus, it is used mainly 
for radiators that are designed to create a plane wave in the near field, which is indicative 
of a high gain antenna. The cylindrical scanner is used to collect the near fields over a 
cylindrical surface; thus, it is most appropriate for cylindrical radiators, such as cell phone 
basestation antennas that are long and narrow. The spherical scanner is used to collect 
near field data over a spherical surface; thus, it is most appropriate for low gain radiators 
that tend to create a spherical phase front close to the AUT. Therefore, the scanner system 
used for a given measurement is selected based on the radiation characteristics of the AUT. 
Of course, these systems can be used for a wide variety of applications even beyond the 
preferred applications for which it is most appropriate. Because of the versatility of these 
systems, many papers have been written that compare measured results using these differ-
ent scanners (see Hess,13 for example).

These systems have been very carefully evaluated to ascertain the quality of the collected 
data. They have typically been characterized in terms of an uncertainty table and a resultant 
measurement uncertainty such as shown in Newell.14 This table contains all the expected error 
mechanisms that can occur during a scanner measurement. For each of these error mechanisms, 
a special test is defined that allows the system designer to determine the impact of that specific 
error mechanism on a given measurement. Once this is done, each of the error terms is assumed 
to be random such that they can be summed as random errors. In other words, they are not 

FIGURE 50-4 Compact range chamber dimensions
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coherently related to one another. In fact, it is assumed in this table that each term will have a 
random error impact during a given measurement much like the impact of noise.

As might be expected, most error terms in the uncertainty table are very small. However, 
two error mechanisms tend to dominant these uncertainty tables. These two terms are the 
chamber scattering and probe mutual coupling. The chamber error comes from the fact that 
the scanner is surrounded by some type of finite chamber. As a result, the measurement will 
contain chamber effects such as the scattering from the absorber walls. The probe mutual 
coupling is related to the interaction between the probe used to collect the near field data and 
the AUT. This term is typically evaluated by moving the probe antenna a quarter wavelength 
farther away from the AUT and then repeating the measurement. As a result, the AUT mutual 
coupling term coming back to the probe antenna will change phase by about 180 degrees for 
the second measurement. This phase change will cause the received signal to be composed 
of the desired response minus the mutual coupling error term. Thus, the difference between 
these two measurements tends to isolate this mutual coupling mechanism. Of course, this 
argument is not exactly true, but it does provide some useful results that give one at least an 
order of magnitude improvement in this error term. Using a similar approach, the chamber 
errors can also be studied by moving the measurement setup relative to a given scattering 
term that one wishes to investigate. At high frequencies, leakage components (waveguide 
flanges, mixers and so on) can also be troublesome and attention to possible leakage sources 
is required. In any event, this type of information is used to form an uncertainty error bound 
for the scanner system. That being the case, one can then use this error bound to determine if 
a given scanner system can meet the objectives of a given measurement or not.

The planar scanner system is the most popular and has been greatly enhanced over 
the years.15 Because the uncertainty table defines the measurement error terms and its 
associated impact on a given measurement, it has been used to investigate various ways 
to enhance its performance. This has resulted in very powerful systems that can scan in 
extremely precise planes at very precise increments even at high speeds and for wide band-
width applications. However since the scan plane is finite, the resulting pattern is normally 
used to simply determine the main beam and first few sidelobes. In many cases, the main 
beam and first few sidelobes are all that is needed; thus, the planar scanner is ideal for these 
applications. On the down side, all of the scan data must be collected across the full scan 
plane before the desired far field pattern results can be computed.

The planar scanner is a very important solution for antenna systems that cannot be 
moved, such as very expensive satellite structures that are composed of multiple antenna 
systems. In this case, the planar scanner can be placed in front of satellite radiators and then 
used to probe the near field of each radiating system without moving the satellite structure. 
With these results, it’s possible to determine the far field patterns of each radiating system 
and verify the boresighting of each system relative to the others. This boresight data can 
then be related back to the satellite coordinate system to insure that all the radiating systems 
are radiating properly.

The cylindrical scanner is mainly used for radiators that are long and narrow. These 
antennas are used to create fan beams, for example. Much like the planar scanner, these 
systems have also improved over the years because of the developments in planar scanners 
as well as through the development of high quality rotational hardware. Note that this 
scanner typically makes a linear scan followed by a rotation of the AUT or vice versa. In 
that regard, a planar scanner can be converted to a cylindrical one by adding an azimuth 
positioner to provide the rotation of the AUT.

The spherical scanner has increased in popularity because it can be used to investi-
gate the volumetric pattern performance of low-gain radiators, such as cell phone anten-
nas. In some situations, it is implemented by using two rotating systems to provide the 
spherical motion of the AUT, while the probe antenna is held stationary. In other cases, it is 
important that the AUT remains fixed. Thus, the probe antenna is rotated around the AUT.  
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In any case, all the probe data must be collected before the desired field pattern results can 
be obtained. In cases where the full spherical surface is scanned, the measured probe data 
can be used to provide the complete volumetric pattern. This is the only scanner system that 
can provide the full pattern, which makes it an important asset.

50.4 ABSORBER

The previous chamber dimensions did not include the absorber, because that is a major 
topic in its own right. To get a better understanding of the early absorber work, refer to 
Emerson’s very good summary.16 Today, most engineers are familiar with microwave 
absorber in terms of its look-and-feel, but not as familiar with absorber performance limi-
tations. As a result, this is the focus of this section.

Microwave, carbon-loaded, foam absorbers should be designed to have a low front face 
reflection and good attenuation as the incident electromagnetic energy propagates through the 
material and bounces off its back surface. To achieve these objectives, flat absorber material is 
typically constructed of multilayers. The first layer is very lightly-doped and does not attenu-
ate the propagating wave very well, but it does have a descent front face reflection level. The 
next layers get more-and-more lossy such that the attenuation increases as the wave propagates 
through these layers. For this type of absorber, one typically measures the normal incidence 
reflection level at about –22 dB, which can be achieved with a traditional three layer design.

To control the front face reflection and still use lossy material, one can shape the front sur-
face. The most popular shape has been pyramidal absorber. The front face reflection for this 
type of material is greatly reduced by the pyramidal shape. If the pyramidal absorber is properly 
designed and at least 2 wavelengths thick, it can achieve a −40 dB reflection level for normal 
incidence. Since wedge material is formed out of long 2D straight wedges and valleys as opposed 
to 3D pyramid tips, it does not transition as smoothly into free space. Therefore, it typically has 
a normal incidence reflection level that is between a flat and pyramidal absorber as one might 
expect. For a complete theoretical description of absorber scattering, refer to Yang et al.17–18

Normally, one will use a pyramidal absorber in antenna chambers, so let’s focus on 
this type of material. Note that if pyramidal absorber is 2 wavelengths thick, it can achieve 
a −40 dB reflection level for normal incidence. Furthermore, the lowest reflection level 
achievable for a single pyramidal absorber panel is about –55 dB. It has been found through 
experimental studies that the lack of quality control in making the material leads to random 
variations within the material. These variations cause the −55 dB limit for a single panel. 
However, that does not mean that the total reflection level for a whole wall of absorber is 
limited to –55 dB. That is certainly not the case for a back or terminating wall in a chamber. 
It has been shown many times that the backwall scattering for a compact range chamber 
can be as low as –80 to –90 dB. This occurs because the absorber scattering comes from 
different random features within each absorber panel. That being the case, the scattering 
from individual absorber panels adds in power as opposed to adding in voltage. Therefore, 
the backwall scattering will drop to very low levels for a large backwall. Refer to DeWitt 
and Burnside19 for more details on this topic.

Before examining the angle of incidence performance, it is important to consider the 
low frequency performance of the absorber. Note that for normal incidence the reflection 
level degrades rather rapidly when the absorber is less than two wavelengths thick. This 
happens because the pyramidal shape is used to transition between free space and the 
absorber material media. For less than two wavelengths, this transition is too abrupt and 
the tips and valleys of the absorber are clearly seen in a time domain evaluation of the 
material. So at the low frequency end of the absorber operational bandwidth, the scattering 
appears to come from specific positions within the material. This means that one can place 
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the absorber tips and valleys into a Chebyshev height layout.20 This height layout causes the 
various absorber tips and valleys to destructively interfere with each other.

Let’s examine this approach using a one wavelength pyramidal absorber that is laid out 
in a Chebyshev pattern, which will reduce the reflection level by roughly 15 dB. So, a one 
wavelength pyramidal absorber in a Chebyshev pattern will have about a −50-dB reflec-
tion level. This is getting very close to the high frequency limit of −55 dB. As a result, 
the Chebyshev concept can be used to increase the low frequency bandwidth of pyra-
midal absorber. This will be especially important for low frequency chamber backwalls, 
which have traditionally used very thick pyramidal material. Taking another example, a 4' 
pyramid in a Chebyshev layout will result in a normal incidence reflection level of about  
−30 − 15 = −45 dB at 200 MHz. That means that it will work as well as a 12' pyramidal 
absorber panel, which is a huge reduction in cost and space. In addition, all the droop prob-
lems associated with using 12' pyramidal absorber can be avoided.

Absorber has been a mainstay in the design of chambers. As a result, the absorber compa-
nies have continually sold large volumes of this material. However, they have not provided 
new materials. That is a shame because antenna measurement requirements are continually 
getting more and more stringent and really require enhanced chamber designs. One area 
that has been very troubling is associated with the reflection performance level versus angle 
of incidence. Note that present-day materials degrade very rapidly after about 50 degrees. 
The only way to overcome this poor performance is to make the material thicker. Well, that 
solution is really good for the absorber companies but not for the antenna measurement com-
munity. Furthermore, one needs to really understand what is happening here.

As an incident field starts to approach grazing incidence, the material begins to look like 
a material media that is different than free space. Since a wavefront cannot propagate along 
this interface between the two media, it has to be totally reflected or nearly so. Thus, the 
basic physics causes this degraded performance, which means that some other material or 
design concept must be used to solve this situation. To make matters even worse, one has to 
measure the angle of incidence from the front face of the absorber because that face is where 
this undesired reflection occurs. Therefore if one increases the thickness of the absorber,  
the angle-of-incidence will reduce even further and the material will have to be made thicker 
and thicker. Therefore, traditional pyramidal absorber does not work well for wide angle 
incidence unless the undesired absorber scattering can be designed to miss the test zone and 
be absorbed in the backwall material.

Recently, there has been great interest in using the Chebyshev concept to help this angle-of-
incidence problem. Since the absorber front face is causing this poor reflection level at lower 
frequencies, one can create a Chebyshev pattern for this situation. In this design, the area of 
concern is, for example, the sidewall scattering that is reflected into the test zone. Since this 
area is illuminated at say 60 degree, it will scatter a significant amount of energy into the test 
zone. If this sidewall material is then laid out in a Chebyshev pattern, it can be used to decrease 
this scattering by an additional 15 dB. That is very important in that it can greatly reduce the 
size of the chamber needed to perform a desired set of measurements. The details associated 
with the design of the Chebyshev absorber layouts can also be found in Gau et al.20

If there is still too much sidewall scattering left because of this near grazing situation, 
consider a tapered R-Card fence approach, which is described in a later section.

Chamber Absorber Treatment

This section will describe how the absorber treatment should be determined for the various 
chambers. First, pyramidal absorber should be used in all regions of the chambers except for the 
sidewalls, ceiling, and floor of a tapered chamber. This special case will be examined later.

The first step is to determine the full operational frequency range for the chamber. 
Then the lowest frequency is used to determine the thickness of the absorber. For example,  
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suppose that the chamber operates down to 1GHz, in which case, the wavelength is roughly 
12". Therefore, one should use 2 × 12" or 24" pyramidal absorber, which is the proper 
choice for the front or transmit wall, sidewalls, ceiling, and floor. The back or receive wall 
should be lined with thicker material because it must completely terminate the very strong 
incident wavefront. This thicker material could be 36" standard pyramidal absorber or  
better yet, 24" pyramidal material laid out in a Chebyshev pattern.

Once the chamber is laid out with these materials, one needs to examine the angle-of-
incidence question. Perhaps the sidewall, ceiling, and floor are too close to grazing. If that 
is the case, then one should see if the Chebyshev sidewall layout would provide the desired 
performance. If that is not good enough, then one has to use R-Card fences or increase the 
width and height of the chamber. In any event, make sure that all these issues are examined 
before the facility has been placed under contract.

Now, let’s return to the tapered chamber absorber treatment. In this case, the source field 
basically propagates from the vertex of the tapered chamber to the test zone. That means 
that the field is propagating in a radial direction or at grazing incidence on the sidewall 
absorber. Since this field cannot propagate along the absorber boundary, the major issue is 
the excitation of the tapered chamber near the vertex. This excitation must be done in such 
a way that the source phase center is located at or near the vertex, which is surrounded by 
absorber. It has been done in at least two ways, one method has been to place a TEM horn at 
the vertex formed near the front face of the absorber. The TEM horn has straight walls that 
allow the source field to expand outward from the throat of the horn and the vertex of the 
tapered chamber. This TEM horn cannot be terminated abruptly into the absorber because 
that is too harsh a transition. To solve this problem, the TEM horn can be terminated in a 
tapered R-Card surface.4 Using this approach, the TEM horn metal walls slowly disappear 
and the presence of the absorber is transitioned in a much more gradual sense. Thus using 
this tapered R-Card TEM horn, the source field emanates from the vertex of the tapered 
chamber and propagates between the TEM metal walls that slowly disappear. This results 
in a very smooth transition of the source fields as they continue to propagate toward the 
test zone. So this causes the field within the tapered R-Card TEM horn to transition from a 
basic TEM horn mode to a fundamental horn mode with absorber walls.

The second antenna concept to successfully feed a tapered chamber has been a  
quad-ridge approach.5 This is a better approach because it is dual-polarized. With this 
method, the quad-ridge throat is placed near the vertex of the tapered chamber. The 
ridges are formed as extended elliptic ridges that are terminated into the absorber. For low 
frequencies, the ridges are not that long in terms of the wavelength so the absorber acts as 
a smooth termination. At higher frequencies, the energy naturally radiates off each curved 
shaped ridge as a normal creeping wave mechanism. As a result, the quad-ridge antenna is 
a very broadband radiator that can be used to properly excite a tapered chamber.

So from the previous discussion, one can see that the major issue is the proper excita-
tion of the tapered chamber itself. Once the proper excitation is created, the field strength 
along the sidewalls is very weak and one can use much thinner material. Since this field is 
propagating along the down range direction of the chamber, one should use wedge material 
on the sidewalls, ceiling, and floor. Note that the wedge material is specifically designed 
for energy to propagate along its length provided that the edges of the wedge material are 
aligned with the direction of propagation. Near the throat of the tapered chamber and sur-
rounding the feed antenna, one does not want to use wedge material because it is polarization 
sensitive. Thus, flat material should be integrated around the feed antenna. Naturally, this 
flat material must slowly transition into the wedge material. Note that the wedge material 
should extend from this transition region to the back or receive wall. The backwall should 
be lined with pyramidal material in a Chebyshev layout as done for the other chambers.

Before leaving this topic, there has been one other major issue associated with tapered 
chambers. Because the AUT can interact with the sidewalls, ceiling, and floor, many tapered 
chambers have been lined with pyramids laid out in a diamond shape and surrounding the 
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test zone. It is true that this material will reduce the interaction term between the AUT 
and surrounding walls, but it causes other problems that can be even more serious. Recall 
that the source radiation is propagating down the chamber and that the chamber becomes 
rectangular in the vicinity of the test zone region. This means that these pyramids surround-
ing the test zone will be illuminated at nearly grazing incidence. This is serious because 
each of these absorber tips will scatter energy into the test zone. This will create not only a 
stray signal but will significantly impact the polarization performance of the chamber. As a 
result, one needs a better solution to solve this AUT/wall interaction issue.

So what can be done to reduce the AUT/wall interaction term without causing these 
undesired stray signal affects? Recall that the wedge material was used on the sidewall 
in the horn section because it forms straight lines that align with the incident propagation 
direction. Therefore, it is very important that this straight-line flow of the absorber continues 
all the way to the backwall. To reduce the AUT/wall interaction term, one can again resort 
to the Chebyshev concept as described in Gau et al.20 In this case, the edges of the wedges 
are laid out to form different heights. This causes the scattering for normal or nearly normal 
incidence to be greatly reduced in that the individual wedges tend to destructively interfere 
with each other. Thus, the wedge edges form continuous lines all the way down the chamber 
to the backwall and the AUT/wall interaction term is reduced by about 15 dB, which is about 
the difference in scattering levels for normal wedge and pyramidal material. Therefore, the 
Chebyshev wedge layout provides an ideal solution for this problem. In order to learn more 
about this tapered chamber layout concept, one should refer to Burnside et al.6

50.5 TAPERED R-CARD FENCES

As stated earlier, absorber does not work well at or near grazing incidence because the 
reflection coefficient approaches unity. In fact, normally, one should not use pyramidal 
material beyond about 50 degrees. In some situations, one can use pyramidal absorber in 
a Chebyshev layout to achieve reasonable performance out to about 60 degrees. But what-
ever the angular limit, one can clearly not use a traditionally available absorber at wider 
incidence angles. So again, what does one do for these wide angle situations? This is the 
focus of this section.

The traditional approach to solve grazing incidence and strong wide angle scattering 
has been to use an absorber fence. By using an absorber fence, the nearly grazing incidence 
signal on the original absorber is now nearly coming at normal incidence in terms of the 
absorber on the fence. Since it is nearly at normal incidence, the fence absorber works very 
well. So, the undesired grazing incidence scattering from the wall, floor, or sidewalls is 
removed by the fence. However this is basically a tradeoff of one problem for another. Let’s 
assume that the fence absorbs all the incident energy. That means that the incident field that 
hits the fence is completely absorbed but the field that does not hit the fence is not absorbed. 
This creates a very harsh discontinuity in the incident field that is virtually the same as seen 
for a metal plate as discussed earlier. This undesired scattering is basically a diffraction that 
comes from the terminating edge of the fence. Since these fences are usually placed across 
the width of the chamber, the diffraction cone coming from the terminating edge of the fence 
will diffract a very strong signal into the test zone. Thus, the diffraction associated with the 
edge of the fence must be controlled. This can be done using a tapered R-Card fence.

A sample tapered R-Card fence is shown in Figure 50-5. This fence is formed out 
of a resistive material that varies from a perfect conductor at the bottom to a very large 
resistance at the top. This variation in the resistance means that the incident field will be 
perfectly reflected at the bottom of the fence; however, the reflection level will decease as 
the resistance increases. At the very top of the R-Card fence, the resistance is usually on 
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the order of 3000 ohms per square. For such a large resistance level, the incident field is 
hardly impacted by this portion of the fence. Therefore, the incident signal transitions in 
a very smooth manner from being completely transmitted at the top of the fence to being 
completely reflected at the bottom. As a result, the R-Card fence is basically a fence that 
can block the grazing or nearly grazing signals on the absorber without diffracting. Thus, it 
has countless applications in chambers and outdoor ranges.

It has been shown by Gupta and Burnside21 that one can use these tapered R-Card 
fences to block the ground bounce in a ground bounce range. One might ask, why is that 
so significant? Well, it allows the set up of an outdoor measurement facility without being 
impacted by the ground bounce, which means that the measurement can be taken over 
extreme bandwidths. That cannot be done easily using a traditional ground bounce range 
unless the source height above the ground is varied versus frequency.

Before leaving this topic, there is one other modification of this concept that has been found 
to be very useful, especially for indoor applications. Recall that an R-Card fence is basically 
a reflecting surface that does not diffract. Well for most applications, one would really like 
an absorber fence that does not diffract. This can be done as well. The tapered R-Card fence 
is basically constructed of resistive material. It has been known for many years that one can 
take resistive sheets and form an absorber, such as a Salisbury screen. Using this idea, one can 
construct a five layer design such as shown by Lee and Burnside.22 This design provides at 
least a –22-dB reflection level for normal incidence from 2–18 GHz. So this absorber consists 
of a bottom metal layer and then four resistive layers separated by free space or foam.

So now, it is understood how one creates an absorber out of these resistive sheets. To make 
the absorptive R-Card fence that absorbs but does not diffract, one has to take each of the 
resistive layers and taper the resistivity going from the original resistance level to a very high 
resistivity, say 3000 ohms per square. Such a design is also shown in Lee and Burnside.22 Note 
that the fence is about 5 wavelengths tall at the lowest frequency and can be used very effectively 
to remove the wide angle scattering associated with traditional absorber. This concept will be 
shown in the next section to be extremely useful for hardware-in-the-loop chambers.

50.6 HARDWARE-IN-THE-LOOP CHAMBERS

Hardware-in-the-loop chambers are widely used to examine the performance of real opera-
tional hardware when it is illuminated by a wide variety of radiators. In these chambers, 
the real hardware is inserted into the test zone and illuminated by various sources mounted 
on a transmit wall. These are typically rectangular chambers with fixed antennas mounted 

FIGURE 50-5 Tapered R-Card fence showing the resistance values for a sample design
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at various locations on the transmit wall or moving antennas that can be used to simulate 
various real-world scenarios. The antennas on the transmit wall typically come very close 
to the sidewall; thus, they potentially illuminate the sidewall absorber at or near grazing 
incidence. In evaluating a wide variety of these chambers, it has been found that one should 
use a rectangular chamber with absorber to handle the antenna locations near the center 
of the transmit wall. If an antenna comes close to the sidewall and the angle-of-incidence 
on the sidewall absorber is greater than 50 degree, then the Chebyshev layout can be used. 
If the angle-of-incidence is greater than 60 degrees, then R-Card fences are needed. The 
placement of the fences is typically located at the specular reflection position assuming 
that the reflection comes from the tips of the absorber. Since there can be many antenna 
positions that are close to sidewalls, one may need more than one R-Card fence. A typical 
sidewall design for a hardware-in-the-loop chamber is shown in Figure 50-6. Note that  
the sidewall absorber is laid out in a Chebyshev pattern and that absorptive R-Card fences 
are triangular in shape and positioned to remove the specular reflections for each of the 
antennas close to the sidewalls. The same treatment should be done on the floor and ceiling 
if the antennas come close to those surfaces as well.

Note that the tapered R-Card fences can be used to hide the junction associated with 
absorber being thinner closer to the source antennas and thicker farther away. Also, the 
fences become larger away from the source antennas because they need to block more 
energy coming from the antennas farther from the sidewalls.

Besides the chamber issues, hardware-in-the-loop testing involves using real-world sys-
tems that are not meant to be mounted in a chamber. Furthermore, to simulate the real-world 
operation of these systems, they must appear to be moving at high speeds and placed in very 
demanding situations. That being the case, the motion control hardware must be massive 
and yet not impact the measurement. This can only be done to a certain degree because 
of the size of the equipment needed to properly hold and move the hardware being tested. 
First, the mounting structure has to be designed to keep the motion control system as far as 
possible from the AUT. Because the hardware must remain in the test zone, it must be close 
to the center of rotation. To accomplish all these desires at the same time, one should use a 
mount structure that places the very large azimuth rotator as close to the floor as possible. 
The azimuth rotator then holds a tilted boom arm that extends vertically into the region just 

FIGURE 50-6 Typical hardware-in-the-loop chamber showing the  
R-Card fences on the sidewall along with the pyramidal absorber laid out 
in a Chebyshev pattern
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behind the test zone. This tilted arm holds the elevation rotational hardware. The tilt in this 
arm causes the incident signal to be reflected downward away of the test zone, much like 
a pylon that is used for RCS testing. In fact, this tilted arm could be designed to have an 
ogival cross-sectional shape that is pointed in the front and back. Using this approach, one 
minimizes the impact of the very large azimuth rotator and associated vertical arm that is 
normally used to hold the real-world hardware in the center of the test zone.

The last item that must be hidden is the very large elevation rotation hardware that is 
mounted directly behind the radiating system. This is done by attempting to model the 
actual hardware mounting structure. Note that this mounting hardware is probably metal, 
or least conducting. So a conducting shroud should be placed between the radiating system 
and the elevation rotational equipment. It will hide the elevation rotational hardware but 
will have an exposed trailing edge. The potential edge diffraction from this edge could 
also impact the desired measurement. This diffraction can again be minimized by using a 
tapered R-Card concept for the trailing edge of the shroud. Using all these techniques, the 
rotational hardware is pretty well hidden and the measured data should be as realistic as 
possible considering the size of the rotational hardware needed to safely maneuver real-
world hardware during these hardware-in-the-loop tests.

50.7 GAIN, EFFICIENCY, AND  
BORESIGHT MEASUREMENTS

For small antennas, the efficiency is the major concern.23–24 On the other hand, for most 
antennas, the gain is typically the parameter that must be measured. This is normally done 
by comparing the gain of the unknown antenna with the gain of a known antenna. The 
first step in this process is to find the boresight direction, which is typically determined 
by measuring the main beam pattern at several selected levels and then assuming that the 
true boresight direction is half-way between the angular locations of a given selected level. 
The use of several pattern levels provides averaging to refine the boresight location. Once 
the boresight direction and gain are known for the AUT, one then measures the boresight 
direction and gain for a standard gain antenna using the exact same measurement hardware. 
From these two measurements, one can then determine the difference in gain between the 
known and unknown antennas. This difference is then added to the known gain to deter-
mine the gain of the unknown antenna. This seems rather simple, but it has many pitfalls.

First, it must be assumed that the field quality is perfect across the whole test zone used 
to measure the two antennas. That is typically not possible for a high gain antenna because 
it is illuminated by a field that varies somewhat in amplitude and phase. For a compact 
range, this could be as much as a dB or more in some larger applications. Next, there is the 
question of polarization. The AUT may be circularly polarized, but the known antenna is 
linearly polarized. All of these potential issues must be resolved before one can accurately 
determine the gain of an unknown antenna.

In recent years, there has been a great interest in knowing the gain to within tenths of a dB. 
That means that one must account for every possible error term in their gain measurement. 
The measurement uncertainty is assessed through an error budget projection comprised of 
the arithmetic sum of the mean error components and an RSS sum of the standard deviations. 
As a result, it is very difficult to verify that the desired gain level has actually been achieved. 
To overcome this situation, it is very useful to have different ways to make these gain 
measurements. If the desired level of performance is achieved, one should be able to verify 
the results using dramatically different gain tests.

Let’s consider that it is our desire to measure the gain through an RCS measurement in 
that it is well-known that the antenna-mode backscatter term is directly proportional to the 
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gain of the antenna squared.25 Since the RCS level can be very accurately calibrated, one 
does not need to use a standard gain antenna. Therefore, this method removes the potential 
errors associated with a second antenna measurement.

That being the case, how does one measure the antenna-mode RCS scattering level of a 
high gain antenna. First, one needs to understand that the total scattering is made up of two 
terms: 1) the antenna-mode scattering and 2) the structure scattering. These two terms can 
be separated by matching the antenna port. In this case, the antenna-mode signal is fully 
absorbed in the matched load and the total scattering comes from the structural mode. So 
this offers one way to isolate the antenna-mode scattering from the structural scattering. 
But this approach is not very useful in practice, because it is often times very difficult to 
find a perfectly-matched condition. That is especially true for broadband applications. So, 
it is strongly suggested that a time domain method be used, which is often the preferred 
measurement approach for high-quality RCS measurements.

Using the time domain, it’s possible to separate out the various time responses, because 
the structural scattering comes at certain times and the antenna-mode scattering at others. 
In fact, the antenna-mode scattering can be moved in time by changing cable lengths. This 
is done by attaching a length of cable to the antenna port. At the other end of the cable, it 
is connected to a multi-throw switch that has its output ports connected to a set of different 
length cables terminated in short circuits. The RCS of the antenna is then measured with the 
antenna in the boresight direction. This measurement is performed over the available band-
width of the antenna. The same measurement is then repeated with the multi-throw switch 
connecting different lengths of cable. This measurement is repeated a number of times so 
that one can clearly separate the structural scattering term from the antenna-mode term. 
Once the antenna-mode term is isolated, it can be calibrated by a flat plate of the same aper-
ture size as the AUT. This means that both apertures are exposed to the same exact field. This 
will provide the desired antenna-mode RCS level. Once the cables connected to the antenna 
port are calibrated using very accurate network analyzer techniques, the only unknown is the 
AUT gain. This RCS gain measurement technique is described in Rudduck et al.26

This RCS method is very useful for high-gain antennas. In addition, the large plate that 
is used for the RCS calibration can also be used to boresight the high-gain antenna. This is 
done by using the mechanical alignment of the plate relative to some feature on the mounting 
structure that will ultimately hold the antenna. So, this plate is used as a mounting standard 
for boresighting the antenna in a mechanical sense. The high-gain antenna is then bore-
sighted so that its beam is fully aligned with the flat plate peak scattering. This is done by 
appropriately shimming the antenna to get the antenna radiated main beam to align with the 
flat plate RCS main beam. Note that the plate can be mounted some distance behind the high-
gain antenna so that an absorber can be added to make sure that it does not interfere with the 
forward radiation from the antenna. Thus, the flat plate serves two functions. It is used to 
very accurately align the boresight direction of the main beam with the mounting structure 
and to also provide a very accurate RCS calibration standard. Since the potential errors in 
this method are dramatically different than those in the substitution method, it is an excellent 
way to either measure the gain or verify the substitution method results. Finally, one should 
realize that the RCS calibration and boresight plate should be removed before any full pat-
terns are attempted, especially in cases where the backlobe pattern region is of interest.

This RCS method is not very useful for medium or low-gain antennas. Thus, another 
method is needed for these cases. One can use an S11 measurement technique.27 Using 
this approach, one takes the AUT and mounts it in front of a very large polished flat plate. 
The flat plate reflection then re-illuminates the AUT. This illumination comes from the 
perfect image of the AUT. In other words, one is measuring the S12 transmission between 
two identical antennas. Since the S11 port can be very accurately calibrated and this S12 
coupling term can be separated in time, one can obtain the S11 measured results that are 
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fully calibrated and the gain is the only unknown provided that the antenna’s phase center is 
accurately determined using standard pattern measurement techniques. Consequently, this 
method again does not need a standard gain antenna, so it is not susceptible to errors related 
to the substitution method. Thus, it is a wonderful method to obtain gain data quickly and 
accurately for low or medium gain antennas.

Traditionally, gain measurements have focused on the magnitude alone. For most appli-
cations, that is all that is needed. However, there are new broadband applications that are 
becoming more important all the time. That being the case, one is also very interested in 
the main beam phase behavior versus frequency. Recall that for broadband systems, the 
magnitude and phase variations can cause undesired modulation responses. Thus, the phase 
measurements cannot be ignored. There are many standard gain antennas that one can use 
to perform normal gain magnitude measurements; however, gain phase tests for standard 
gain horns have not been done to any great degree. Thus, new methods must be developed 
to perform these broadband phase tests.

Since neither the RCS nor flat plate reflection tests require a secondary gain standard, 
one can use either of these tests to collect both the magnitude and phase. Let’s consider 
the flat plate test. In this test, the S11 response associated with the flat plate reflection term 
is isolated in the time domain. From this data, one knows both the magnitude and phase 
data. The phase data is related to the path length between the horn and its image, plus the 
phase variation associated with AUT. The path length between the AUT and its image can 
be determined. This leaves the AUT phase as the only unknown. Thus, this method can be 
used for future broadband phase tests as well. Note that similar concepts can be used to 
extract the AUT phase variation using the RCS test.

50.8 POLARIZATION MEASUREMENTS

In order to take any pattern measurement, one must also be concerned with the polarization 
of the AUT. To fully understand the polarization properties of the AUT, it has been found 
most useful to measure both linear polarization patterns because it is generally easier to 
achieve high polarization purity with a linear state. If these patterns are taken so that they 
are phase coherent, then one can combine these two polarization results in any way that is 
needed to fully characterize the AUT’s polarization performance. The difficulty in measur-
ing these two patterns is to insure that they remain stable in magnitude and coherent in 
phase. To properly insure the stability and coherency, one can take advantage of the rota-
tional hardware used to hold the AUT during these measurements. This will be discussed 
in more detail later.

As shown by Ludwig,28 the third polarization definition is most useful and found to be 
consistent with how one should take the measurement in terms of keeping the AUT in the 
middle of the test zone. Let’s suppose that a measurement facility has a roll-over-elevation-
over-azimuth motion control system. Using this hardware, there should be a tall vertical 
pole between the elevation-over-azimuth rotator, which is mounted on the floor. This pole 
should then be oriented perpendicular to the direction of plane wave propagation within the 
chamber. Then, the elevation rotator should be used to boresight the AUT. This boresight 
procedure is done using the azimuth and elevation rotators. Once the antenna is boresighted 
the elevation rotator angular position is fixed for all subsequent measurements. Now, the 
polarization or roll axis is adjusted to align with a desired linear polarization state and 
the pattern is taken by rotating the azimuth positioner from 0 to 180 degrees in step sizes 
that satisfy the sampling theorem. Once this azimuth pattern is collected, the azimuth axis 
should return to 0 degrees going in the opposite direction to the pattern motion. Next, the 
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polarization axis is rotated to a desired step size and the azimuth pattern is taken again. This 
process is continued until the full volumetric pattern is obtained. Recall that this set of pat-
terns is taken for one linear polarization. So, the source antenna should then be rotated by 
90 degrees to obtain the orthogonal polarization pattern. Thus, the full volumetric pattern is 
repeated for this new source antenna polarization. This approach will provide the complete 
pattern description for the AUT provided as stated earlier that the two polarization pattern 
sets are stable in magnitude and coherent in phase.

To insure that the two polarization patterns are stable and coherent, one simply needs 
to recall the data collection process. First say that the source polarization is horizontal 
and the AUT is also horizontally polarized for the initial roll axis angle of 0 degrees. That 
being the case, the source and AUT polarizations are aligned at 0 degrees. Now consider 
the second polarization measurement, the source polarization is now vertically oriented and 
at a roll axis position of 90 degrees, the AUT polarization is also vertical. That means that 
the same boresight measurement is being repeated using either the horizontal and vertical 
source polarizations. Therefore, these two measurements can be used to insure that the two 
polarization patterns are stable in magnitude and coherent in phase.

Before leaving this topic, it’s important to consider one more aspect associated with this 
measurement approach. The concern here is that the large AUT remains in the test zone dur-
ing the full measurement. As shown earlier, the test zone size is a very important parameter 
in the design of a measurement system, in that the cost of the measurement facility tends 
to be directly correlated to the test zone size. As a result, it is very important to keep the 
test zone size as small as possible. That being the case, one should also want to make sure 
that the AUT remains centered in the test zone; otherwise, the AUT will go outside the test 
zone resulting in undesired measurement errors. With this in mind, the roll-over-azimuth 
approach is ideal because the AUT can be mounted on the support structure to insure that 
it is always located inside the test zone boundaries.

50.9 ANTENNA TEMPERATURE 
MEASUREMENTS

Normally, receiver noise dominates over antenna generated or received external noise. 
However for low-noise systems or systems that tend to look toward the sun or other 
hot spots, one must understand how to take proper antenna temperature measurements. 
Normally, these measurements are not taken indoors because it involves having the AUT 
illuminated by the appropriate real-world external noise sources, whereas a chamber has 
an ambient 290K background. Even so, one can still gain great insight into antenna tem-
perature measurements by properly characterizing the antenna properties. First, one needs 
to fully measure the volumetric pattern of the AUT. Then each of the losses in the antenna 
system must also be identified. In most cases, it is much easier to measure these parameters 
indoors. Of course, there are measurements that can be done outside using known tem-
perature sources. Once these parameters are fully understood, one can then create various 
scenarios to investigate the impact of certain real-world situations and the impact on system 
performance.29–30

One parameter that is very important to understand is the volumetric pattern. This must 
be known to very low levels because any real-world system can be illuminated by very 
strong noise sources. If these strong sources illuminate the AUT in a direction with a high 
sidelobe, it can cause significant noise and the system performance will degrade. Thus, 
the sidelobe performance can be a very serious matter and require measurements that are 
accurate even for huge dynamic ranges. That being the case, one has to be very concerned 
about stray signals in a chamber at wide angles.
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50.10 CHAMBER EVALUATION

A major problem with antenna/radar test ranges today is the lack of knowledge of their test 
zone fields. Ideally, the test zone fields should be a uniform wavefront that represents the 
desired illumination of the AUT. In practice, depending on the range configuration, the test 
zone fields will show variations in magnitude as well as phase. Some of these variations  
are associated with the range geometry (spherical wavefront, taper in compact ranges,  
and so on), whereas some variations are caused by undesired (stray) signals present in the 
range. The sources of these stray signals tend to be localized, for example, a bad piece of 
absorber, feed spill over in compact ranges, and so on. The stray signals affect the quality 
of the measured data very differently than the variations in the test zone fields due to the 
range geometry. Let’s say, a given measurement facility has a dB taper in the test zone 
fields due to the range geometry. This taper variation will lead to some drop in the mea-
sured sidelobe levels as well as some small reduction in the measured gain. On the other 
hand, if the test zone fields have a ripple due to the presence of stray signals, it can lead 
to large errors in the measured sidelobe levels. For example, suppose that the stray signal 
appears at 20 degrees with respect to the desired plane wave term and is 30 dB below the 
desired illumination. Furthermore, the AUT has a sidelobe level of –40 dB at 20 degrees. 
As the AUT is rotated toward the 20 degree direction, the desired signal level should be 
–40 dB; however, the main beam now points directly at the –30 dB stray signal and the 
received signal is –30 dB. Thus, this stray signal can cause a 10 dB measurement error. To 
reduce the measurement errors, stray signals must be found in a test zone and removed if 
at all possible. If the stray signals cannot be removed, they should be avoided during the 
measurement. Finally, if avoiding or controlling the stray signals is impossible, then their 
impact on a given measurement must be understood. This understanding will be explained 
at the end of this chapter. It is a new concept that can be used to answer the age old question: 
“Can your facility be used to accurately measure my antenna?”

A further advantage to chamber evaluation is an understanding of those factors that 
limit the facility performance. Generally, several factors contribute to different degrees to 
the measurement uncertainty and reducing each of the individual factors that limit perfor-
mance is accompanied by different economic impacts. By using the chamber evaluation to 
determine the limiting factors and addressing the scope of ways to deal with the individual 
factors, the cost/benefit analysis for facility upgrades can be understood.

The first step in the range evaluation process is the determination of the stray signals in 
the chamber. This is best done in an antenna measurement facility through field probing. A 
prober should be installed in the center of the test zone. It can be an x/y or rho/phi prober 
system that is oriented to scan across the full width and height of the test zone. The probe 
data is collected by moving the probe antenna in steps that satisfy the sampling criteria. At 
each step position, the probe data is collected over as wide a bandwidth as possible. This 
measured probe data contains the desired signal plus any undesired stray signals that are 
seen by the probe antenna. Note that the probe antenna should have as wide a pattern as 
possible so that the full half space forward of the prober is properly evaluated. Since one 
only wants to collect stray signal data in the front of the chamber, the probe antenna should 
be mounted on an absorber panel so that it does not see stray signals behind the probe 
antenna, including the scattering from the probe structure itself. Also, since most chambers 
have very broadband frequency capability, the probing should be done to cover the full 
operational bandwidth.

Once the test zone of a measurement facility has been probed, the probe data can be 
displayed in various formats. The most common format is a plot of the amplitude and phase 
as a function of probe position at a fixed frequency. Almost everyone has seen the probe 
data in this form. Typically as one looks at this type of data, it’s possible to notice that it is 
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made up of small complex amplitude and phase variations added to the desired illumination 
term. These variations are not simple because they represent many small stray signals that 
emanate from various places within the chamber.

In order to make sense out of these complex responses, one must resort to some 
post-processing to resolve the various signals seen in the test zone. Many techniques for 
post-processing of the probe data have been reported in the literature. Gupta31provides 
a summary of some simple yet very useful techniques for post-processing of the probe 
data such that the sources of the various stray signals in the antenna/RCS measurement 
facility can be properly located. These techniques include near field focusing, direction of 
arrival (DOA) estimation, time of arrival (TOA) estimation, time and direction of arrival  
estimation (TADOA), and so on.

TADOA estimation32 is a very useful approach for locating the sources of stray signals 
in an antenna/RCS test facility. In this approach, the probe data at each frequency is first 
transformed to the angle domain and then the frequency domain data is transformed to the 
time domain. Thus, each stray signal in a TADOA plot is isolated in terms of its specific 
time delay and angle-of-arrival. For example, Figure 50-7 shows the TADOA spectra of  
a test range that was evaluated from 250 MHz to 750 MHz. The main lobe in the middle 
of the plot corresponds to the desired illumination, whereas the other peaks correspond to 
stray signals. One can clearly see a strong stray signal at –50 degrees. This stray signal 
arrives 24 nanoseconds before the direct illumination. With this information, one can deter-
mine the true stray signal path within the chamber by tracing back from the center of the 
test zone along the angle-of-arrival direction. Once the true path is found, it should have 
the correct relative time of arrival versus the desired term as well as the proper direction- 
of-arrival angle. If one thinks about this approach in some detail, it becomes clear that each 
undesired stray signal path can be identified. Once the true stray signal sources are deter-
mined, one should immediately attempt to correct these undesired error terms. Note that the 
probe data must be re-collected after the chamber modifications to insure that the error term 
or terms have indeed been corrected. The beauty of this approach is that one can clearly 
isolate each stray signal and be assured that it has been removed even though the chamber 
may have many other small stray signal terms. Recall that if one corrects one small stray 

FIGURE 50-7 TADAO spectra of a test range from 250 to  
750 MHz
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signal out of many, very little difference in the raw probe data will be seen, but the chamber 
improvements will be very clearly visible in the plots of TADOA spectra.

Now let’s suppose that everything has been done to minimize the stray signal error 
terms in a given chamber. This means that one must live with what remains. That being 
the case, how can it be determined whether the chamber can be used to measure a given 
antenna? To answer this question, let’s suppose that the chamber has been fully probed 
at the desired measurement frequencies. That means that the field incident on the AUT is 
known through the probe data. This measured probe data could then be used to create a 
plane wave spectrum that will ultimately illuminate the AUT at each desired frequency. 
Since the AUT was designed using some type of numerical simulation code, it has probably 
been fully characterized in terms of its amplitude and phase response versus various angles 
of incidence. In many cases, the full volumetric pattern has been computed. If the full 
pattern is not known, at least the dominant regions of the pattern are known. When this 
AUT is mounted in the test zone, it will be exposed to the same illumination as seen with 
the probe data. Thus, the plane wave spectrum of the measured probe data is a very good 
representation of the actual AUT illumination. That being the case, one can take this incident 
plane wave spectrum and illuminate the AUT in terms of a full simulation. Note that now 
the simulation is being used to determine what the measured pattern data should look like 
based on the measured incident fields in the test zone as opposed to the desired plane wave 
illumination. This will result in what one could call a “simulated measured pattern,” or 
SMP for short. This SMP can then be compared with the predicted pattern using the desired 
illumination. This comparison can be done in many ways. But the bottom line is that one 
can use this technique to determine whether or not a given measurement facility can be used 
to measure a specific antenna. In fact, the expected error bounds could be known before 
any measurements are even taken. Thus, one can answer the age old question: “Yes, my 
chamber can be used to measure your antenna and here is the SMP data to prove it!”

One could become very uneasy about this chamber evaluation process because it could 
expose stray signals that cannot be corrected, which might result in the loss of potential 
chamber support. That is not necessarily the case, because the existence of a stray signal 
in a chamber is not really the problem. The problem is that the stray signal can impact an 
important measurement, which is the bottom line. To illustrate this point, let’s again con-
sider the feed spillover error term in a compact range. Since the feed antenna in a compact 
range is normally mounted near the floor, this feed spillover error term comes from a down 
look angle as seen from the center of the test zone. Let’s suppose that the look angle for 
this error term is 20 degrees down and a large reflector antenna system is being measured 
in the test range. In this measurement, the full volumetric pattern data is needed. If one 
takes this pattern data by allowing the main beam to fully scan around the chamber, it will 
eventually scan down 20 degrees and measure the feed spillover error term through the 
main beam. The pattern measurement for this case is very likely to be in error. In fact, this 
measurement error could be tens of dBs, as described several times earlier. On the other 
hand, if the chamber operator is well aware of this error term and its impact on similar 
measurements, he or she would know to take the full volumetric pattern in such a way that 
the main beam never scans down. This way, the feed spillover is still present but it does not 
affect the measured results nearly as much as it would have otherwise. So, the value of this 
type of knowledge is priceless.

The previous example was very useful because it illustrates how one can avoid undesir-
able stray signals. This is well and good but how does one use this information for more 
complex measurements that have multiple beams or fan beams or shaped beams, and so 
on? Can one still find ways to avoid the stray signal errors for these very complex pattern 
measurements? Yes, this can be done through the simulation method described earlier.

Let’s suppose that the SMP is computed and compared with the desired pattern. It is 
then noticed that the difference between the SMP and desired pattern is greater than what 
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is acceptable. This could very well be the case. But all is not lost at this point in that one 
now knows the error angles and some predicted error bounds for that specific measurement. 
Once this is known, one can take the pattern measurement in a different way and obtain data 
that is correct in the direction or directions that failed before; however, it fails in some other 
directions. That is not a problem, because one can anticipate these errors and their associ-
ated predicted error bounds. If the actual measurements follow these predicted findings, it 
is perfectly acceptable to use the correct data where it was predicted to be correct through 
simulation. However this will only work if the measurement and simulation experts work 
together to achieve their common goal of making accurate antenna pattern measurements.

The previous approach also solves another major issue with associated measurements 
in general. The antenna community has been divided into two groups: 1) the simulation 
group and 2) the measurement group. This has lead to many confrontations between 
these two groups because the measured and calculated results oftentimes do not agree to 
the precision required in the evaluation of modern systems. That being the case, the two 
groups tend to defend their own turf and tend to point out the potential shortcomings of 
the other group. That is not right, in that both groups really have their own limitations. 
So they need to work together. This can be done using the approach presented here. 
In fact, the simulation group can determine the measurement error bounds before the 
measurements are even performed. Simulations can be used to determine if a given 
facility can be used to measure a given antenna with the desired accuracy. Unfortunately 
that is not happening today. Furthermore if the simulation group agrees that a given 
facility can do the measurement with certain restrictions, they cannot complain that the 
measurement is wrong in that their simulation fully justified the measurements. So, each 
group has a way to protect their own turf using this concept.

50.11 CLUTTERED ENVIRONMENT 
MEASUREMENTS

There are times that pattern measurements are taken and the results are not satisfactory. 
This can be the result of undesired stray signals that were never corrected. At this point, 
these error terms may not even be understood, yet accurate results are needed from this 
suspect facility. So, what can be done? This is the focus of this section.

To illustrate the value of this technique, let’s suppose that the desired measurement is 
of a high gain antenna and the pattern is taken using a roll-over-azimuth rotational system 
so that the main beam is always scanned around the horizontal plane in the chamber. 
This being the case, the concern is associated with stray signals in the horizontal plane 
or nearly in the horizontal plane. To begin the process, the antenna is mounted in the 
center of the test zone and the first pattern is measured. Now let’s examine a second 
pattern that can be taken to correct the errors in the first pattern. To grasp this concept, 
one needs to think about how a stray signal corrupts a given measurement. As stated 
earlier, it happens when the AUT main beam illuminates the stray signal direction and 
amplifies the stray signal level. Since a low sidelobe is being measured rather than the 
main beam, one needs a method that will naturally attenuate the main beam gain level 
without impacting the desired low sidelobe measurement. This can be done by taking 
a second pattern such that the two patterns add in-phase in the desired plane wave 
illumination direction and out-of-phase in the AUT main beam direction. It’s possible 
to think of the summation of these two patterns as an array pattern that has a peak value 
in the plane wave illumination direction and null in the AUT main beam direction. This 
array pattern can be obtained if the second pattern is taken with the antenna positioned 
along a cross-range direction so that the plane wave illumination is always in-phase.  
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The position along the cross-range direction is selected so that the array pattern has 
a null in the AUT main beam direction for a particular azimuth pattern angle. Since 
this position changes with the pattern angle, the second pattern must be taken with the 
cross-range position changing with pattern angle. Yes, the motion control system has 
gotten more complex, but these two patterns can then be added together and the stray 
signal errors reduced by 20 dB or so. Furthermore, the actual measurement errors can 
be seen if these same two patterns are subtracted. If this subtracted pattern is negligible, 
the chamber measurements were correct because there were no undesired peaks in the 
subtracted pattern. If the subtracted pattern is relatively significant compared to the 
desired pattern, then the original measurement was in error and the actual error level 
can be clearly seen. This is a very powerful way to take measurements in a cluttered 
environment and still get valuable measured data that one can fully justify as being 
correct. This discussion has been greatly simplified in that it was simply used to highlight 
the method. For the full details, one should refer to Burnside and Gupta.33

50.12 SUMMARY AND CONCLUSIONS

This chapter has attempted to examine indoor antenna measurements. It has been shown 
that modern measurement hardware has been so refined in recent years that it’s now 
possible to have tremendous capability at your finger tips. Because of these awesome 
tools, S11 measurements can be taken with tremendous precision. For pattern, antenna 
temperature, and hardware-in-loop measurements, the major concern is stray signals that 
can contaminate the measured results. Therefore, one must be able to fully understand and 
control these undesired error terms as shown here.

Various indoor facilities have been examined in terms of their usefulness and 
limitations. The limitations can be specifically identified by taking probe measurements 
that characterize the test zone fields. By properly processing the probe data, the stray signal 
sources in any chamber can be isolated, identified, and potentially corrected. If they cannot 
be corrected, they should be understood so that any subsequent measurement can avoid 
these uncorrected stray signals.

In some cases, it is virtually impossible to know the impact of the residual stray signals 
on a complex antenna pattern measurement. That being the case, it has been proposed here 
that the antenna simulation team, which wishes to use a given chamber to measure their 
antenna, should take the measured probe data and create an incident plane wave spectrum. 
This plane wave spectrum can then be used through simulation to illuminate their antenna. 
The resulting pattern from these simulations can then be compared with the desired pattern. 
If they feel that the resulting simulated measured pattern is satisfactory, they will know that 
the given chamber will provide the desired results. This way, the simulation team will be 
able to justify using or not using a given facility for their measurements. In addition, the 
simulation team can propose back to the measurement team what could be done in terms of 
the measurement procedure within a given chamber to avoid certain errors that are critical 
to their specific antenna measurement. In any case, everyone knows what to expect so that 
the major conflicts that exist today between the simulation and measurement groups can 
be avoided to a large degree.

Finally, it has been shown that one can take measurements in a cluttered chamber 
provided that a second measurement can be obtained with the AUT moved in a cross-range 
direction while being rotated in angle. This second measurement is used to remove the 
stray signal errors. If these two patterns are added together, they form an array pattern that 
does not impact the desired plane wave illumination but places a null in the AUT main 
beam direction. Note that the null in the main beam direction will reduce the stray signal 
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error by about 20 dB. Since this is all based on measurements, it is a wonderful way to 
show the measurement performance of a given facility. On the down side, the motion 
control system becomes more complex because the AUT has to be moved in a cross-range 
direction as it rotates in angle. Even so, additional motion control systems can be an 
inexpensive fix as compared to modifying a very expensive measurement facility. In any 
event, it is important that one understands their facility and the impact that their facility 
has on any proposed measurement.

The bottom line here is that one can now use the tools presented in this chapter to 
answer the age-old question: “Yes, my facility can measure your antenna and here is the 
proof.” Thus, it is hoped that the antenna community will eventually adapt these methods 
as standard practice.
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51-4 CHAPTER FIFTY-ONE 

51.1 GENERAL

In the applications of antennas, it is necessary to use some form of transmission line to 
connect the antenna to a transmitter or receiver. It is essential to know the propagation 
characteristics of the more common forms of line.

The transmission lines in Sections 51.2 to 51.6 are almost always used in the transverse 
electromagnetic (TEM) mode of propagation and therefore possess a unique character-
istic impedance. In air, the guide wavelength lg is equal to the free-space wavelength l. 
Propagation in this mode exists at any frequency, although above a certain frequency higher 
modes may also exist. It is assumed that the line loss is small and may be neglected in cal-
culating the characteristic impedance.1

The waveguides considered in Sections 51.7 and 51.8 use modes of propagation hav-
ing a longitudinal component and do not possess a unique characteristic impedance.2 
Propagation may only take place above a certain unique cutoff frequency defined by the 
mechanical dimensions. The guide wavelength lg is related to the free-space wavelength l 
by 1 1 12 2 2/ / /λ λ λg c= −  where lc is the cutoff wavelength.

In all cases, it will be assumed that the skin depth is small compared with the dimensions 
of the conductors and that these conductors are nonmagnetic. The medium surrounding the 
conductors is often air, but for other dielectrics a loss will be introduced, and this is inde-
pendent of the line dimensions. In the case of TEM modes this loss is

 α π
λ δD

D
= tan Np/m  

where lD (= l / ε ) is the intrinsic wavelength in the medium and tan d  is the loss tangent 
of the dielectric. er is the relative dielectric constant. For waveguide modes, the wavelength 
in the guide must be considered, and the dielectric loss becomes

 
α

πλ
λ δD

g

D

=
( )2 tan Np/m

 

In the circuits that have discontinuities, such as bends, the open types of lines will have 
additional loss because of radiation at these points, and therefore shielded types should 
generally be used for complex circuits.

The power-handling capacity of transmission lines in the following sections is 
given in terms of the maximum allowable field intensity Ea in the dielectric, whereas 
for waveguides the power is given directly for air dielectric. For such calculations,  
Ea = 3 × 106 V/m is the theoretical maximum for air dielectric, at normal temperature and 
atmospheric pressure, but for proper derating a value of 2 × 106 V/m is more practical. 
Other dielectrics having a higher dielectric strength may be used to increase the power 
limit, but in the case of solid dielectrics, the increased field strength in air pockets (which 
are very likely to exist) imposes a serious limitation. A common method of increasing the 
power limit is to use pressurized air, the maximum power being proportional to the square 
of the absolute pressure.

The conditions discussed above apply to a matched line. The maximum power is 
inversely proportional to the standing-wave ratio.

Important transmission-line equations are shown in Table 51-1 for both TEM and non-
TEM lines and waveguides.
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51.2 OPEN-WIRE TRANSMISSION LINES

Open-wire transmission lines are an arrangement of wires whose diameters generally 
are small compared with the spacings involved. This arrangement is sometimes used in 
conjunction with a ground plane to which the wires are parallel. Such transmission lines 
have the advantage of simplicity and economy. The spacing between the wires and between 
the wires and the ground plane is very much less than a wavelength.

The most common of the open-wire lines is the two-wire line. For two wires of diameter d,  
spaced at a center-to-center distance D, the characteristic impedance is

 Z
D
d0

1120= −

ε
cosh Ω  

This relation is plotted in Figure 51-1. In the case of unequal wire diameters d1 and d2, 
d is replaced by d d1 2

.

FIGURE 51-1 Characteristic impedance of common lines
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The conductor loss is

 α ε
σc

f
d D d

= × −2 29 10
1

2
6

10
.

( / )log
Np/m  

The power-handling capacity is

 P
E d D

d
a= −
2 2

1

240
ε

cosh W  

where Ea is the maximum allowable field intensity in the dielectric (Section 51.1).
Other configurations of open-wire lines are shown in Figure 51-2, together with for-

mulas for the characteristic impedance. Lines near a ground plane are also included. Other 
types of open-wire lines can be found in the literature.

51.3 WIRES IN VARIOUS ENCLOSURES

It is often advantageous to tailor a transmission line to fit a specific application when one of 
the more common forms is not convenient. Furthermore, with many antenna configurations 
a nonstandard form of line has definite advantages.

Various forms of transmission line comprising wires in different-shaped enclosures are 
shown in Figure 51-3, together with formulas for characteristic impedance. These lines are 
shielded, with the exception of the corner enclosure, provided that those that are physi-
cally open have an opening less than one-half wavelength across, extend beyond the wire 
at least one-half wavelength, and have opposing surfaces that are maintained at the same 
potential.

FIGURE 51-2 Open-wire lines (Note that d is small compared with other dimensions.)
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51.4 PRINTED TRANSMISSION LINES

In printed transmission lines, the conductors are flat strips that most frequently are 
photoetched from a dielectric sheet which is copper-clad on one or both sides. Although not 
often used as uniform transmission lines, they are very useful for antenna feeds, networks, 
printed arrays, and slots. They are also useful for a number of microwave integrated circuits 
such as amplifiers, filters, and high-speed digital logic circuits.

A number of different types of these transmission lines have been suggested, but a good 
variety of useful characteristics are supplied by six basic types that complement each other well: 
microstrip, suspended microstrip, inverted microstrip, slotline, coplanar waveguide, and copla-
nar strip.4 Cross sections of these types are shown in Figure 51-4, and closed form equations for 
computing Z0 and lg or effective dielectric constant are given in the subsections that follow.

Microstrip is made of a dielectric sheet with a narrow conducting pattern of copper 
on one side and a copper sheet serving as a ground plane on the other. Transmission is 
mostly of the TEM mode with a good part of the electric field between the broad face of 
the conductor and the large ground plane. Microstrip is similar to a wire above ground that 
has been flattened. The field pattern is more complex, as only a part of it is in the dielectric 
sheet and the rest is in the air above the dielectric sheet. The other three are also mostly 
TEM, but their electric field is between the edges of the conductor pattern.

Coplanar stripline is similar to a two-wire line with flattened wires. It too is complex, 
with the fields partly in the dielectric and partly in the air above and below the sheet. The 
impedance is high because the capacity per unit length is low owing to the edge-to-edge 
position of the conductors. Coplanar waveguide is really two coplanar striplines in parallel. 

FIGURE 51-3 Wires in various enclosures3 (Note that d is small compared with other dimensions except 
in case 1.)
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As might be expected, the impedance is lower for the same dimensions and dielectric. 
Slotline is similar to coplanar stripline, with very wide conductor patterns.

Microstrip Line

For a microstrip line of width W on a dielectric substrate of thickness h and relative dielectric 
constant er, the characteristic impedance Z0 in ohms is given by the expression5:

Z
h

w
r

r
0

0

2 0 2 0 1 0
1 0

4 0 14 0 8 0
11

=
+

+ ′
+η

π ε
ε

. . .
ln .

. . . /
..

.

. . /
.

0
4 0 2

2

14 0 8 0
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2
h
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
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

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ε
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
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
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rε π



where w′ is an equivalent strip width that takes into account the thickness t of the strip and 
is given by

w′ = W + ∆w′

∆ ∆′ = +



w w r1 0 1 0

2 0
. . /

.
ε

∆w
t

e

t
h W
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
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

+
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


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FIGURE 51-4 Printed transmission lines: (a) microstrip, (b) coplanar strips; 
(c) coplanar waveguide; (d) slotline; (e) suspended microstrip; (f) inverted 
microstrip
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For W/h ≤ 1.0, the effective dielectric constant eeff is given by the expression:

ε
ε ε

eff
r r h

W
W
h

=
+

+
−

+

 


 + −

−
1

2
1

2
1

12
0 04 1 0

0 5.

. .


 
















2

For W/h ≥ 1:

ε
ε ε

eff
r r h

W
=

+
+

−
+


 




−
1 0

2 0
1 0

2 0
1

12 0
05

.
.

.
.

.

The previous equations are accurate to within 1% for

εr

W
h

≤ ≤ ≤16 0 05 20 0and . .

and within 2% for

εr

W
h

> <16 0 05and .

The error in Z0 is less than 2% for any er and W.

Coplanar Stripline

For a symmetric coplanar stripline with strip width W and separation S on a dielectric 
substrate of thickness h and relative dielectric constant er, the characteristic impedance Z0 
in ohms is given by the expression:5

Z
K k
K k

eff
0

0= ′
η
ε

( )
( )

where the effective dielectric constant eeff is given by

ε ε
eff

r K k
K k

K k
K k

= + − ′
′1

1
2

1

1

( )
( )

( )
( )

k
S

S W
= + 2

′ = −k k1 0 2.

k

S
h

S W
h

1

4
2

4

=






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


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( )
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′ = −k k1 1
21 0.
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The ratio of the complete elliptic integrals of the first kind can be approximated by the 
following expressions, for 1.0 ≤ K(k)/K(K′) ≤ ∞ and 1.0/√2 ≤ k ≤ 1.0:

K k
K k

k k

k k

( )
( )

.
.

ln .
. .

. .′ = + +
+ −

1 0
2 0

2 0
1 0 4 0

1 0 4 0

4

π 44













For 0 ≤ K(k)/K(k′) ≤ 1.0 and 0 ≤ k ≤ 1.0/√2:

K k
K k k k

k

( )
( )

.

ln .
. .

. .

′ =
+ ′ + ′
+ ′ − ′

2 0

2 0
1 0 4 0

1 0 4 0

4

π

kk4













In deriving the previous expressions the thickness t is assumed to be zero.

Coplanar Waveguide

For a symmetric coplanar waveguide with center strip conductor of width W and separated by 
slots of width S from adjacent ground planes, on a dielectric substrate of thickness h and relative 
dielectric constant er, the characteristic impedance Z0 in ohms is given by the expression:5

Z
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eff t
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ε

where eeff,t is the conductor thickness t dependent effective dielectric constant and is  
given by
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The ratio K(k)/K(k′) can be determined using the expressions given in the previous 
section on coplanar striplines. Coplanar waveguide also has application in the design of 
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components such as directional couplers, filters, and baluns. More information on these 
components and systems can be found in the reference section.6

Slotline

In antenna applications, slotlines are fabricated either on low relative dielectric constant 
plastic substrates with er ≈ 2.2 or on high relative dielectric constant ceramic substrates with 
er ≈ 9.8. For a slotline with slot width W on a dielectric substrate of thickness h and relative 
dielectric constant er, the characteristic impedance Z0 in ohms at a free space wavelength 
l 0 is given by the expression:7

For 0.0015 ≤ W/l 0 ≤ 0.075 and 2.2 ≤ er ≤ 3.8

Z r
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The corresponding effective dielectric constant eeff at a free space wavelength l0 is  
given by

ε ε
ε
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rW h

= − + +1 045 0 365
6 4

238 64

0 945

. . ln
. ( / )
.

.

1100 0
0 148

8 81 0 95
100 0. /

.
. ( . )

.
l

W h
r

r

− −
+





ε
ε nn

h
λ0

2








−

The wavelength in the slotline or the guide wavelength lg can be calculated from eeff using 
the expression

ε
λ
λeff

g=



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




−

0

2

Using the previous set of expressions, the computed Z0 and lg/l0 for 0.006 ≤ h/l0 ≤ 0.060 
are accurate to better than 2.7% and 2.2%, respectively.

For 0.075 ≤ W/l0 ≤ 1.0 and 2.2 ≤ er ≤ 3.8

Z r r0
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The corresponding effective dielectric constant eeff at a free space wavelength l0 is  
given by
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The computed Z0 and lg/l0 for 0.006 ≤ h/l0 ≤ 0.060 are accurate to better than 5.4% and 
2.6%, respectively.
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For 0.0015 ≤ W/l0 ≤ 0.075 and 3.8 ≤ er ≤ 9.8
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The computed Z0 and lg/l0 for 0.006 ≤ h/l0 ≤ 0.060 are accurate to better than 5.4% and 
3.0%, respectively.

For 0.075 ≤ W/l0 ≤ 1.0 and 3.8 ≤ er ≤ 9.8
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The computed Z0 and lg/l0 for 0.006 ≤ h/l0 ≤ 0.060 are accurate to better than 5.8% and 
3.2%, respectively.

A low loss transition between a slotline and a fin line is very simple and easy to design 
and therefore used extensively to excite a tapered slot antenna (TSA) at millimeter wave 
frequencies.8

The ranges of Z0 available and the losses with the different types of strip transmission 
lines are compared in Table 51-2. These show that the microstrip and the coplanar waveguide 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Transmission Lines and Waveguides



 TRANSMISSION LINES AND WAVEGUIDES 51-15

are most useful for low-impedance circuits and that the slotline and coplanar strips are more 
appropriate for high-impedance circuits.9

The characteristics of microstrip are shown in Figure 51-5. The dotted curve is the 
plot of Z m

a
0  for airline, while the solid curves are for finding the square root of the effec-

tive dielectric constant. The Z0m for other dielectrics is Z m
a

re0 / ε . Figure 51-6 shows the 
losses in microstrip on different substrates. Line wavelengths and characteristic impedance 
of coplanar strips and of coplanar waveguide are shown in Figures 51-7 and 51-8. These 
same characteristics for slotline are shown in Figure 51-9.

Transmission line

Z0 range Loss, dB/cm

Minimum Maximum 50 100

Microstrip 20 (m) 110 (d) 0.04 0.14

Coplanar 
waveguide

25 (m, d) 155 (m, d) 0.08* 0.28*

Slotline 55 (d) 300 (m) 0.15†

Coplanar strips 45 (m, d) 280 (m, d) 0.83* 0.13*

NOTE: (m) = Z0 limited by mode; (d) = Z0 limited by small dimensions
*h/W = 2
†er = 16, Z0 = 75 Ω

TABLE 51-2 Comparison of Z0 Limits and Loss for the Various Lines (er = 10.0, h = 25 mil, or 
0.635 mm, and frequency = 10 GHz)

FIGURE 51-5 Characteristic impedance and effective dielectric constant 
of microstrip lines

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Transmission Lines and Waveguides



51-16 CHAPTER FIFTY-ONE 

FIGURE 51-6 The conductor and dielectric losses when microstrip is con-
structed on different substrates

FIGURE 51-7 Line wavelength and characteristic impedance of coplanar strips
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FIGURE 51-8 Line wavelength and characteristic impedance of coplanar waveguide

FIGURE 51-9 Line wavelength and characteristic impedance  
of slotline
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Suspended Microstrip

The suspended and inverted microstrip lines have lower dispersion than conventional 
microstrip lines. Hence, simple quasi-TEM mode analysis yields quite satisfactory results for 
components such as couplers and filters at higher microwave frequencies. In addition, for the 
same characteristic impedance, substrate thickness, and a comparable air gap, the strip width 
when compared to conventional microstrip line is larger—which lowers the attenuation due 
to conductor losses by a factor of 2 to 3 and also eases fabrication tolerances.

The effective dielectric constant eeff for a suspended microstrip line with strip width W, air 
gap height h1, substrate thickness h – h1, and relative dielectric constant er2 is given by10

ε ε ε ε εeff r r r rq q q q q q= − − + + +1 1 2 1 2 1 2
2

1 2 2 1( ) /( )

For wide lines with W/h > 1, the filling factors are given by

q f u u x f1 1 1 1 21 0 6523 1 801= − +{ . / ln[ . sin( )/ cos(φ φ))]}

q q qw2 11= − −

In the previous expression qw is the Wheeler’s filling factor for wide lines and is given by

q u uw = 0 6523 1 8011 1. / ln( . )

In addition, u1 is the normalized effective line width given by

u w h u ueff1 2 17 08 2 0 92= = + +/ / ln[ . ( / . )]π

u W h= /

x h h= 1/

φ π=
2

x

f x E
1

0 8605 0 3491= +( . . / )

E r r= ε ε2 1/

f E u2 11 929 5 908= +( . . / ) α

α = + × −( . . ) ( / )( . ( . ))1 208 0 1077 4 0 3048 0 5E u x

For narrow lines with W/h ≤ 1, the filling factors are

q q x fn

f

1
1

11 2 2= −  { }−/ cos ( )π

q q qn2 1= −

where qn is the Wheeler’s filling factor for narrow lines given by

 q u En = + × +( )−1 2 0 26144 8 1 0 2855 12
0 7517/ . / ln( / ) . . and x, u, and E are as defined 

previously

E x r r r12 1 2 2= − +( )ε ε ε

f u x x u1 1 1
0 39152 1 1= + − +[ / ( ) / ( )] .

u E u u1 0 13955 0 8095 0 0538 0 597 0 5624= + + +( . . / )( . . . 22 )

f E E x2 1 677 0 7848 1 4021 0 06055 0 7= + − + × +[ . . / ( . . ) ( . 9954 0 04382 0 42 0 07 0 5+ × × −. ) ] ( / . )[ . ( . )]E x u x
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Having determined the eeff, the characteristic impedance Z0 in ohms is calculated as follows

Z
Z

eff
0 0 5=

( ) .ε

where Z is the characteristic impedance of an identical air-filled microstrip line and is 
given by

Z
f u
u u

= + + 

 
















η
π
0

2

2
1

2
ln

( )

where

 
f u

u
( ) ( )exp

.
.

= + − − 

 













6 2 6

30 666
0 7528

π


and h0 = 376.73 Ω and u = W/h.

Inverted Microstrip

The effective dielectric constant eeff for an inverted microstrip line with strip width W, air 
gap height h, substrate thickness h2 – h, and relative dielectric constant er2 is given by10

ε ε ε εeff r r rq q q q= + − +1 1 2 1
2

2 3 21( ) / ( )

For wide lines with W/h > 1, the filling factors are given by

q q fw1 11= −

q q q2 1 31= − −

q f u u f f3 2 1 1 2 30 6523 1 0 5552= − + ×. ( )/ ln[ cos( ) / ( .φ )) sin( )]+ φ

where u1 and qw are the normalized effective line width and Wheeler’s filling factor for 
wide lines, respectively. The expressions for u1 and qw are identical to those given previ-
ously for the suspended microstrip line.

u W h= /

f x u1
0 5

11 0 06078 1 1 0 3206 2 31= − − × − −. [ cos( )] . / ..π 888 1
3 0 4356/ .u E  ×

x h h= −1 2/

E r

r

=
ε
ε

2

1

f x2 = α

α = + − + +0 4746 1 3778 0 1376 0 00945 0 6153. . / ( . . ) .E E x xx3

φ π=
2 2f

f E u E
3 1

0 1321 1 39073 9717 8 0922= + − +( . . / ) ( . . / )
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For W/h ≤ 1, the filling factors are given by

q q fn1 10 5 0 5= + −. ( . )

q q q2 1 31= − −

q f f u3 2 3 8= −( ) / [ ln( / )]π

where qn is the Wheeler’s filling factor for narrow lines given by

q un r= + × +( )−0 5 0 26144 8 1 0 2855 1
0 7517. . / ln( / ) . .ε

and

f x u1 1 0 1431 1 1 1 652 12 532= + − × −. [ cos( )] [ . / ln( . /π ))] .× E0 641

f A x A2
1 0 5= −ln( )cos [( ) ]. α

A x x u x= − + −( ) / [ / ( )]2 4 1

α = + + + × ×[ . . / ( . . / ) ] (0 14695 1 657 0 6386 0 7881 2E E x x11
0 3075 0 4)[ . ( . )]u−

x x1 1= −

f x u x
3 1

1 928 0 30035 0 20961 0558 0 4042= +. ( / . ). [ ( . . // )]E

Having determined the eeff, the Z0 is determined in an analogous manner, using the 
expression given previously for suspended microstrip line.

51.5 COAXIAL LINES: SOLID CONDUCTOR

Coaxial transmission lines using a cylindrical center conductor within a cylindrical tubular 
outer conductor are widely employed for the propagation of microwave power. Although 
more costly than open-wire transmission lines, they completely enclose the electromag-
netic fields, preventing radiation losses and providing shielding from nearby circuits.

Coaxial-Line Parameters

For a coaxial line with inner-conductor diameter 2a and outer conductor diameter 2b, the 
characteristic impedance is

Z
b
a0 10

138=
ε

log Ω

which is plotted in Figure 51-1.
The cutoff wavelength of the first higher mode is2

λ π εc F a b F= + ≅( ) 1

The conductor loss for the dominant mode is

α ε
σc b

a

f
a b

= × 





− +1 14 10
1 1 16.

log
Np/m

10
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The minimum conductor loss occurs at the limiting size for the first higher mode, in 
which case ε  Z0 = 92.6 Ω and

α ε
λ σ

c
c

= 0 637 3 2.
( ) / Np/m

For a fixed outer-conductor size, the minimum conductor loss occurs for ε  Z0 =  
77 Ω and is

α ε
σλc b

= 0 164
1

. Np/m

The power transmitted by the line is

P
E a b

a
a=
2 2

1052 2
ε

.
log W

where Ea is the electric field intensity at the center conductor (Section 51.1). The maximum 
power-handling capacity occurs for a 44.4 Ω line operating at the limit of the first higher 
mode and is

P
Ea c

max W= × −6 53 10 5
2 2

.
λ
ε

For a fixed outer-conductor size, the maximum power-handling capacity occurs for  
εr  Z0 = 30 Ω and is

′ = × −P E bamax W1 53 10 3 2 2. ε

The effect of dimensional tolerances on the characteristic impedance may be found from

∆ ∆ ∆Z
Z Z

b
b

a
a

0

0 0

60= −

 




ε

while the effect of eccentricity is to change the characteristic impedance to

Z
b
a

e
b

e
b0

2

2

138
1=















 <−

ε
log log10 1Ω, 00

b
a

< 0 7.

where e is the off-center distance.
For a balanced coaxial line (sheathed two-wire line) having two center conductors spaced 

at a distance s within a single outer conductor, the characteristic impedance is given by

Z
s
a

b s
b s0

2 2

2 2

276 4
4

= −
+





ε

log10 Ω
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Coaxial Line with Helical Center Conductor

Coaxial lines with a helical inner conductor are sometimes useful to obtain a high charac-
teristic impedance or slow propagation velocity. Design relations for this are given in the 
reference section.11

Coaxial Line, Bead-Supported

In order to support the center conductor of an air-dielectric coaxial line, insulating beads 
are often used. These beads will introduce discontinuities and, if not properly designed, will 
all produce large reflection losses. The design procedure for these support beads depends 
upon the frequency range of application, a broad range requiring a more complex design. 
The more common procedures are summarized in Figure 51-10, and others can be found 
in the references.12

FIGURE 51-10 Coaxial-line beads. Capacitive discontinuities at an abrupt change in diameter 
(as in items 4 and 5) can be found from this curve if the discontinuities are separated by at least 
the space between the inner and outer conductors in the intervening line. If the ratio of the inner 
and outer conductors is less than 5 before and after the discontinuity, the curves are accurate to 
better than 20%.
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In the bead-supported line, the cutoff wavelength in the bead section should be kept 
below the operating wavelength. The power-handling capacity is about 0.033 times that of 
the theoretical maximum for the unsupported line.

Coaxial Line, Stub-Supported

In many applications, particularly when high power is to be transmitted, it is desirable 
to support the center conductor of an air-dielectric coaxial line by means of stubs. The 
power-handling capacity of a stub-supported line is about 0.15 times that of the theoretical 
maximum for the unsupported line. Such stubs take the form of a short length of short- 
circuited transmission line in shunt with the main transmission line. For frequencies at 
which the stub is an odd number of quarter wavelengths long, it presents zero admittance 
and therefore does not affect the main line. Obviously, it is often necessary to maintain a 
low stub admittance over a broad range of frequencies, and this may be affected by using 
an impedance transformer on the main line at the junction with the stub. The design of stubs 
and transformers can be found in the literature.12

Semiflexible Coaxial Lines

There are several commercially available coaxial lines having a limited permissible bend-
ing radius but exhibiting a loss only slightly greater than that of rigid coaxial lines. They are  

FIGURE 51-10 (Continued)
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characterized by a helical-, ribbed-, or foamed-dielectric support for a copper center con-
ductor and a solid copper or aluminum tube for the outer conductor.13 A number of these 
have been qualified as MIL spec. components and are becoming more widely used. They 
are useful where their greater mechanical stability permits good phase matching and con-
trol in critical RF circuits.

51.6 FLEXIBLE COAXIAL LINES

Flexible coaxial line using a solid or stranded inner conductor, a plastic-dielectric support, 
and a braided outer conductor is probably the most common means of connecting together 
many separated components of a radio-frequency system. Although the transmission loss 
is relatively high because of the dielectric loss, the convenience often outweighs this factor 
in applications for which some loss is tolerable. Such lines are commercially available in a 
wide variety of size and impedance.

Table 51-3 summarizes the characteristics of the more common lines. The attenuation is 
shown in Figure 51-11, and the power-handling capacity in Figure 51-12.

Leakage of electrical energy through the braided outer conductor is sometimes a problem. 
The amount of leakage has been evaluated in two ways. One is to measure the equivalent 
coupling impedance to the outside environment, often another cable.14,15 Typical coupling 
impedance for a M17/74 cable has been reported as 150 mmh/ft from 100 to 5500 MHz. 
The other is to measure the shielding factor of the cable as the decibel loss through the 
cable-shielded braid.16,17 The coupling loss increases linearly with length (and the shield-
ing decreases with length) and increases slightly at higher frequencies, where the openings 
between wires in the shield braid become a bigger part of a wavelength. Single-braid cable 
typically provides 30- to 40-dB shielding from 1 ft of cable. For longer lengths, shielding 
in decibels is reduced by 20 log (length in feet). Double-braid cable provides 60 to 80 dB. 
Special braid of blat metal strip provides 80 to 90 dB. Semirigid lines, which have a solid 
sheath, provide from 300 to several thousand decibels at the higher frequencies, where the 
skin depth becomes very small and the field inside penetrates to only a small part of the 
solid metal sheath.

Frequently used cable connectors are listed in Table 51-4.

51.7 HOLLOW-TUBE WAVEGUIDES

Electromagnetic energy can be propagated down hollow metal tubes, if the tubes are of 
sufficient size and are properly excited. The size of the tubes required usually limits their 
use to the very-high frequency (VHF) region or higher.

The energy can be propagated in a number of different types of waves as described next. 
In the usual case, waveguide devices are designed for transmission of a single wave type 
(most often the dominant wave or that having the lowest cutoff frequency) because the 
design problems are very greatly simplified.

Propagation Parameters

TEmn waves: In the transverse electric waves, sometimes called Hmn waves, the electric 
vector is always perpendicular to the direction of propagation.

TMmn waves: In the transverse magnetic waves, sometimes called the Emn waves, the 
magnetic vector is always perpendicular to the direction of propagation.
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M17 Number

Inner conductor, 
in (cm)

Dielectric

Diameter, 
dielectric,  
in (cm)

Number and 
type of shield 
braid

Jacket material

Outer diameter, 
in (cm)

Weight, lb/ft 
(Kg/ m)

Nominal  
impedance, Ω

Nominal  
capacitance, 
pF/ft (pF/m)

Maximum  
temperature 
range, °C

Maximum  
operating  
volts, rms

Comments
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M17 Number

Inner conductor, 
in (cm)

Dielectric

Diameter, 
dielectric,  
in (cm)

Number and 
type of shield 
braid

Jacket material

Outer diameter, 
in (cm)

Weight, lb/ft 
(Kg/ m)

Nominal  
impedance, Ω

Nominal  
capacitance, 
pF/ft (pF/m)

Maximum  
temperature 
range, °C

Maximum  
operating  
volts, rms

Comments
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51-28 CHAPTER FIFTY-ONE 

M17 Number

Inner conductor, 
in (cm)

Dielectric

Diameter, 
dielectric,  
in (cm)

Number and 
type of shield 
braid

Jacket material

Outer diameter, 
in (cm)

Weight, lb/ft 
(Kg/ m)

Nominal  
impedance, Ω

Nominal  
capacitance, 
pF/ft (pF/m)

Maximum  
temperature 
range, °C

Maximum  
operating  
volts, rms
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FIGURE 51-11 Approximate attenuation of flexible coaxial lines (M17 
numbers are indicated on each curve.)

FIGURE 51-12 Approximate power-handling capacity of flexible coaxial 
lines. (M17 numbers are indicated for each curve.) Conditions are the 
following: ambient temperature 40°C, sea level, center conductor is 80°C 
for polyethylene and 200°C for PTFE.
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BNC TNC C SC N

Cable 
size, outer 
diameters

in 0.150 − 
0.250 cm 
0.381 − 
0.635

0.150 − 
0.250 
0.381 − 
0.635

0.300 − 
0.550  
0.762 − 
1.40

0.300 − 
0.550 
0.762 − 
1.40

0.330 − 0.550 
0.762 − 1.40

Coupling 
type Bayonet 
(quick 
disconnect)

B B

Screw 7/16–28 11/16–24 5/8–24

Maximum 
operating 
volts

500 500 1000 1500 1000

Frequency 
range, GHz, 
DC to ——

4 11 11 11 11

RF leakage, 
dB

−55 −60 −55 −90 −90

Insertion loss, 
dB

0.2 0.2 0.5 0.15 0.15

At GHz 3 3 10 10 10

Cable Types Use UG- M39012/ UG- M39012 UG-

M17/28,
111,

60,
84

Plug (m)
Plug, right-
angle
Cable jack (f)
Panel jack (f)

88/U
913/U
 
89/U
262/U
909/U

26-0001
30-0001
 
27-0001
29-0001
28-0001 704C/U

Flange
nut

M17/29
30,
 
90,
110,
97

Plug (m)
Plug, right-
angle
Cable jack (f)
Panel jack (f)

260/U
 
 
261/U
291/U
910/U

26-0002
30-0002
 
27-0002
29-0002
28-0002 631B/U

Flange
nut

Panel jack (f) 290/U
625/U

32-0001
31-0001

Flange
nut

M17/17,*
73,
 
112

Plug (m)
Plug, right-
angle
Cable jack (f)
Panel jack (f)

Flange
nut

626C/U
710C/U
 
633/U
629B/U
630B/U

35-0001
39-0001
 
 
 
40-0001

18/U

20/U
159B/U

TABLE 51-4 Characteristics of Frequently Used Cable Connectors 
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The propagation constant gmn determines the amplitude and phase of each component 
of a wave as it is propagated along the waveguide. Each component may be represented by 
A exp (jw t − gmnz), where A is a constant, z is the distance along the direction of propaga-
tion, and w = 2p f. When gmn is real, there is no phase shift along the waveguide, but there 
is high attenuation. In fact, no propagation takes place, and the waveguide is considered 
below cutoff. The reactive attenuation L along the waveguide under these conditions is 
given by

L
c

c= − 

















54 58
1

2 1 2

.
/

λ
λ
λ dB/unit lenggth

where l is the wavelength in the unbounded medium and lc is the cutoff wavelength of that 
wave (a function of waveguide dimensions only). Waveguides are often used at frequencies 
far below cutoff as calibrated attenuators, since the rate of attenuation is determined by 
cross-section dimensions of the waveguide and the total attenuation in decibels is a linear 
function of the displacement of the output from the input.18

When gmn is imaginary, the amplitude of the wave remains constant but the phase 
changes with z and propagation takes place. gmn is a pure imaginary quantity only for loss-
less waveguide. In a practical case, gmn has both a real part amn, which is the attenuation 
constant, and an imaginary part bmn, which is the phase constant; that is gmn = amn + jbmn.

The wavelength in a uniform waveguide is always greater than the wavelength in the 
unbounded medium and is given by

λ λ
λ λg

c

=
−[ ( / ) ] /1 2 1 2

The phase velocity is the apparent velocity, judging by the phase shift along the guide. 
Phase velocity, v = c (lg/l), is always greater than that in an unbounded medium.

The group velocity is the velocity of energy propagation down the guide. Group veloc-
ity, u = c (l/lg), is always less than that in an unbounded medium.

For air-filled guide and guides filled with dielectric having very low loss, the attenuation 
is mainly due to conductor losses in the walls. For any particular type of wave, the loss 

Cable Types Use UG- M39012/ UG- M39012 UG-

M17/74,
75,
77,
127

Plug (m)
Cable jack (f)
Panel jack(f)

Flange
nut

573C/U
572B/U
571B/U
570B/U

35-0002
40-0002

21/U
23/U
160C/U
594/U

Panel jack (f) Flange
nut
nut

568A/U
706B/U
569B/U

41-0001
42-0001
43-0001

58/U
680/U

NOTE: Underscored cables are not matched to connectors. m = male; f = female.
*Fits Types C and SC only.
† Fits Type N only.

TABLE 51-4 Characteristics of Frequently Used Cable Connectors (continued)
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is high near cutoff and decreases as the frequency is increased. For all excepting the TE0n 
waves in circular waveguide, the attenuation reaches a minimum value for that wave and 
that waveguide, and then increases with frequency. For most waves, this minimum is slightly 
above 2fc. To avoid high loss near cutoff and the complexity of multiwave transmission, the 
useful band is usually considered to lie between 1.3fc of the desired mode and 0.9fc of the 
next higher mode. For rectangular waveguides having a width equal to twice the height, 
the useful range is about 1.5:1.

Rectangular Waveguides

For TEmn waves in rectangular waveguides, m and n may take any integer value from 0 to 
infinity, except for the case m = n = 0. For the TMmn waves, m and n may take any value 
from 1 to infinity. The m and n denote the number of the half-period variations of the 
electric field for TE waves or magnetic field for TM waves in the direction of the small 
and large dimensions respectively of the waveguide. Field patterns for some of the simpler 
waves are shown in Figure 51-13.

The propagation constant for rectangular guides is given by

γ π π ω µε π
λmn

g

m
a

n
b

= 

 


 + 


 


 − =

2 2
2 2

where a is the wide dimension, b is the narrow dimension, e is the dielectric constant, and m is 
the permeability of the dielectric in the waveguide. Since propagation takes place only when 
the propagation constant is imaginary, the cutoff frequency for rectangular waveguide is

f
c m

a
n
bc = 


 


 + 


 




2

2 2

µε

and

λ
µε

c
m a n b

=
+

2
2 2( / ) ( / )

Most frequently, operation is limited to the TE10 or dominant wave in rectangular 
waveguide. For this simplified case, the important formulas reduce to

λ µε

γ π µε

c a

a f

=

= −

2

2 1 4 2( / )

FIGURE 51-13 Field configurations for rectangular waveguide
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In order to relate the waveguide properties to similar properties of low-frequency 
circuits, the impedance concept has been developed. Three characteristic impedances can 
be defined, differing from each other by a constant:19

Z
V
I

b
a

b
a

Z
V

P
b
a

VI
g g

PV
g

= = =

= =

377
2

592

2
754

2

π λ
λ

λ
λ

λ
λ ==

= = =

754

2
377

8
4652

2

b
a

Z
P

I
b
a

b
a

g

PI
g g

λ
λ

π λ
λ

λ
λ

Any one of the three is reasonably satisfactory if used consistently throughout, since 
the most frequent use is in determining mismatch at waveguide junctions and it is the 
ratio of impedance that matters. Ratios involving only different values of b give accurate 
indication of impedance mismatch. Differences in a give ratios nearly correct for small 
changes in a from the usual cross-section dimensions of rectangular waveguide, but errors 
are appreciable for large differences in a. ZPV is most widely used, but ZVI is found to be 
more nearly correct in matching coaxial line to waveguide.

Circular Waveguides

The usual coordinate system is r, q, z, where r is the radial direction, q is the angle, and z 
is the longitudinal direction.

For TEmn waves in circular waveguides, m denotes the number of axial planes along 
which the normal component of electric field vanishes and n the number of cylinders 
including the boundary of the guide along which the tangential component of electric field 
vanishes. The number m may take any integral value from 0 to infinity, and n may take any 
integral value from 1 to infinity. The dominant wave in circular waveguide is the TE11. For 
TMmn waves, m denotes the number of axial planes along which the magnetic field vanishes 
and n the number of cylinders to which the electric field is normal. The number m may 
take any integral value from 0 to ∞, and n may take any integral value from 1 to ∞. Of the 
circularly symmetrical waves, the TM01 has the lowest cutoff frequency.

Field patterns for some of the simpler waves in circular guides are shown in Figure 51-14.
The cutoff wavelength in lossless circular guide is given by

λ µεc mnD a=

FIGURE 51-14 Field configurations for circular waveguide
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where a is the radius, e the dielectric constant, m the permeability of the dielectric, and the 
constant Dmn is as shown in Table 51-5.

A summary of the cutoff and attenuation constant formulas for circular and rectangular 
waveguides is given in Table 51-6, where

A = 
c

c

/

( / )

λ

λ λ1 2−

c = velocity of light in free space ≈ 3 × 108 m/s

TYPE OF GUIDE
RECTANGULAR 
TEm0 TM01 TE11 TE01

CUTOFF 
WAVELENGTH

2a

m

2.613a 3.412a 1.640a

ATTENUATION 
CONSTANT 
(NEPERS/
METER) DUE TO 
CONDUCTION 
LOSSES ONLY

4

2
0

2

2

α λ
λ

A

a

a

b
c

+










2 0α A

a 2 0 4150
2

2

α λ
λa

A
c

. +








 2 0

2

2

α λ
λa

A
c

ATTENUATION 
FAR BELOW 
CUTOFF

27.28 DB PER 
GUIDE WIDTH

41.78 
DB PER 
DIAMETER

31.98 DB PER 
DIAMETER

66.56 DB PER 
DIAMETER

TABLE 51-6 Summary of Cutoff and Attenuation Constant Formulas

TABLE 51-5 Cutoff Constants for Circular Waveguide

Dmn for TEmn waves

  m
 n 0 1 2 3

  1 1.640 3.412 2.057 1.496

  2 0.896 1.178 0.937 0.764

  3 0.618 0.736 0.631 0.554

0.475 0.54 0.48 0.44

Dmn for TMmn waves

  m
 n 0 1 2 3

  1 2.613 1.640 1.224 0.966

  2 1.139 0.896 0.747 0.644

  3 0.726 0.618 0.541 0.482

  4 0.534 0.475 0.425 0.388
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Lastly, a transition between a rectangular waveguide to a circular waveguide is a very 
useful component in antenna feed systems and one such device is described in the reference 
section.20

For copper and air, a0 = 3.5 × 10−8 Np/m. To convert nepers per meter to decibels per 
100 ft, multiply by 264.

Standard Waveguide Sizes

The waveguide sizes, which have become standardized, are listed in Table 51-7, together 
with the flanges used in connecting them together.

Flexible Waveguides

Flexible rectangular waveguides are made to match most of the standard waveguides. These 
differ primarily in mechanical construction. Waveguides using seamless corrugations, 
spiral-wound strip with adjacent edges crimped and soft-soldered, and spiral-wound strip 
with heavier crimping to provide sliding contact, as well as vertebra type (consisting of 
cover-choke wafers held in place by a rubber jacket), are available. The first two will bend 
in either plane, stretch, or compress but will not twist. The other two twist as well as bend 
and stretch. When the guide is flexed during operation or pressurized, it is nearly always 
covered with a molded-rubber jacket. When unjacketed, all are subject to a minimum 
bending radius (of the guide centerline) of 2 to 3 times the outer guide dimension in the 
plane of the bend, and when jacketed, to about 4 to 6 times the outer dimensions. The 
mismatch between rigid and flexible guide is small when straight and designed for lower 
frequencies. Mismatch increases as the waveguide size decreases, since the depth of 
convolutions cannot be decreased as fast as the waveguide dimensions (mismatch also 
increases as the bending radius is decreased). Similarly, attenuation which is only slightly 
greater than that in rigid guide for low frequencies becomes about twice as great at 40 GHz. 
Power capacity is nearly equal to that of rigid guide.

Hollow-Tube Waveguides with Other Cross Sections

One of the most useful of the many cross sections 
that might be used is the ridged waveguide as 
shown in Figure 51-15, which is useful in wide-
band transmission. For ridged waveguide21–23  
(and waveguide of arbitrary cross section), the 
best method for obtaining cutoff wavelength 
is by resonance in the cross section. First, a 
convenient longitudinal plane is chosen. At 
cutoff, the susceptance looking into the shorted 
parallel-plate guide to the right of this plane is 
equal in amplitude and opposite in phase to that 
looking to the left. If the guide is symmetrical, 
only half of the guide need be used since Y at the 
center is zero. For the ridged guide this gives

cot tan
2 2

201

π
λ

π
λ

l B
Y

b
a

S

c c

− =

where B is the capacitive discontinuity at the height change.

FIGURE 51-15 Ridged-waveguide 
configurations
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EIA designa-
tion WR-

DOD part  
no. M85/1-

AN designa-
tion

Material

Inside  
dimensions,  
in (mm)

Tolerance,  
in (mm)

Wall 
Thickness, 
in (mm)

Frequency 
range, GHz  
for TE10

fc, GHz for 
TE10

lc, mm

A
tte

nu
at

io
n 

dB
/1

00
 f

t 
(d

B
/3

0.
5 

m
)

T
he

or
et

ic
al

 
pe

ak
 p

ow
er

, 
M

W

T
he

or
et

ic
al

 
m

ax
im

um
 

co
nt

in
uo

us
 

w
av

e,
 k

W

Fl
an

ge
s

L
ow

es
t a

nd
 h

ig
he

st
C

ov
er

C
ho

ke

 1
2

12
9-

99
/U

S
0.

12
2 

× 
0.

06
1

± 
0.

00
05

0.
04

0
60

.0
–9

0.
0

48
.4

0
6.

19
8

87
.8

–5
8.

9
0.

02
0–

0.
03

0
0.

04
7–

0.
06

7
38

7/
U

*

13
2-

27
4/

U
SC

(3
.1

0 
× 

1.
55

)
(0

.0
1)

(1
.0

2)
78

.7
–5

2.
7

0.
04

9–
0.

07
4

 1
0

13
5-

35
9/

U
SC

0.
10

0 
× 

0.
05

0
± 

0.
00

05
0.

04
0

75
.0

–1
10

58
.8

5
5.

08
0

10
1–

71
.0

0.
01

4–
0.

02
0

0.
03

2–
0.

04
5

15
28

/U
*

(2
.5

4 
× 

1.
27

)
(0

.0
1)

(1
.0

2)

 
8

13
8-

27
8/

U
SC

0.
08

0 
× 

0.
04

0
± 

0.
00

03
0.

02
0

90
.0

–1
40

73
.8

4
4.

06
4

15
4–

98
.7

0.
00

9–
0.

01
3

0.
01

5–
0.

02
4

15
27

/U
*

(2
.0

3 
× 

1.
02

)
(0

.0
1)

(1
.5

1)

 
7

14
1-

27
6/

U
SC

0.
06

5 
× 

0.
03

25
± 

0.
00

02
5

0.
02

0
11

0–
17

0
90

.8
5

3.
30

2
21

4–
13

5
0.

00
6–

0.
00

9
0.

01
0–

0.
01

6
15

25
/U

*

(1
.6

5 
× 

0.
83

)
(0

.0
1)

(0
.5

1)

 
5

14
4-

27
5/

U
SC

0.
05

1 
× 

0.
02

55
± 

0.
00

02
5

0.
02

0
14

0–
22

0
11

5.
8

2.
59

1
30

8–
19

4
0.

00
4–

0.
00

6
0.

00
6–

0.
01

15
24

/U
*

(1
.3

0 
× 

0.
65

)
(0

.0
1)

(0
.5

1)

 
4

14
7-

27
7/

U
SC

0.
04

3 
× 

0.
02

15
± 

0.
00

02
0.

02
0

17
0–

26
0

13
7.

5
2.

18
4

37
7–

25
1

0.
00

3–
0.

00
5

0.
00

5–
0.

00
7

15
26

/U
*

(1
.0

9 
× 

0.
54

6)
(0

.0
1)

(0
.5

1)

 
3

15
2-

13
9/

U
S

0.
03

4 
× 

0.
01

70
± 

0.
00

02
R

ou
nd

22
0–

32
5

17
3.

3
1.

72
7

51
2–

34
1

0.
00

04
–0

.0
00

5
0.

00
5–

0.
00

8

(0
.8

64
 ×

 0
.4

32
)

(0
.0

1)

M
at

er
ia

ls
R

es
is

tiv
ity

, m
Ω

 ⋅ 
cm

A
 =

 a
lu

m
in

um
 a

llo
y 

11
00

2.
90

B
 =

 b
ra

ss
3.

90

SC
 =

 s
ilv

er
-c

la
d 

co
pp

er

S 
= 

si
lv

er
1.

63
*T

he
se

 f
la

ng
es

 m
at

e 
w

ith
 th

em
se

lv
es

.

T
A

B
L

E
 5

1-
7 

St
an

da
rd

 R
ec

ta
ng

ul
ar

 W
av

eg
ui

de
s 

an
d 

Fl
an

ge
s 

(c
on

ti
nu

ed
)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Transmission Lines and Waveguides



 TRANSMISSION LINES AND WAVEGUIDES 51-43

The loading in the center of the 
guide lowers the cutoff frequency 
of the dominant mode, so that a 
useful bandwidth of over 4:1 may 
be obtained with single-mode 
transmission. The impedance is 
reduced by the loading and can 
be adjusted by proportioning the 
ridges for impedance matching of 
the waveguides to coaxial lines, 
for example.

The ridged guide for a given 
frequency band is smaller than the 
regular guide, but the losses are 
higher.

Design exists, and there are 
government standards for both 
single- and double-ridge guide with bandwidth ratios of 2:4 and 3:6. The loss of the 3:6-
bandwidth guide approaches that of some of the low-loss coaxial lines and has not had 
wide acceptance. The 2:4-bandwidth double ridge is being used above 3.5 GHz, and the 
characteristics of the more popular sizes are listed in Table 51-8.

Fin-Line Guide Shown in Figure 51-16, fin-line guide uses central loading as in ridge 
guide, but the central-loading fin is an etched pattern on a suitable plastic or ceramic and 
may be insulated from the rest of the structure. It has the same wide bandwidth and con-
centration of the electric field at the guide center as the ridge guide, providing excellent 
excitation of the etched circuit patterns and any lumped circuit elements mounted on the 
center fin. Although not widely used as a uniform transmission line, fin-line guide is very 
useful when it is necessary to build filters, mixers, and other circuit elements right into the 
antenna feed.24–25 There are several different types of fin-lines, and design data for these 
fin-lines can be found in the references.26–27

51.8 MISCELLANEOUS TYPES OF WAVEGUIDES

In this section, the propagation parameters of the trough waveguide, radial line and 
biconical guide, dielectric waveguide, multimode waveguide, beam waveguide, optical-
fiber waveguide, and elliptical waveguide are presented.

Trough Waveguide28

Trough waveguide having the cross section shown in Figure 51-17 is derived from the lowest 
TE mode on symmetrical stripline by inserting a longitudinal electric wall at the center of the 
strip. Energy is transmitted in the TE modes in which the electric fields are symmetrical about 
the center vane. The cross section is such that probes, tuning, or attenuating devices may 
easily be inserted and moved from the open side with a minimum of electrical disturbance. 
Trough waveguide is a broadband transmission device since the cutoff of the second 
propagating mode is three times that of the dominant mode instead of twice, as in rectangular 
waveguide. It is easily fed from an end-on transition from coaxial or symmetrical stripline. 
The outer conductor of the TEM line is connected to the outer walls of the trough guide.  

FIGURE 51-16 Fin-line guide
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The inner conductor of the line is connected at a point on the center vane of the trough guide 
at a distance S up from the bottom of the center vane, as determined from the relation for the 
power-voltage characteristic impedance at that point;

Z S
D S

PV
c

g

c

( ) = 





754

22

λ
λ
λ

π
λsin

Alternatively, a coaxial connector can feed it from the rear wall of the trough.29 This 
approach effectively shortens the length of the antenna structure and shields the coaxial 
transition from the radiation. Similarly, a crystal may be attached at an appropriate point to 
provide a crystal mount. The cutoff wavelength of the dominant mode in trough waveguide 
may be determined from the graph in Figure 51-17.

Radial Line and Biconical Guide

Two circular parallel conducting plates, separated by a dielectric and fed at the center or 
outer edge, form a line in which the transmission is radial. This type of line is frequently used 
in choke junctions and resonant cavities, such as microwave oscillator tubes. The simplest 
wave transmitted by this type of line is a TEM wave. The phase front of this wave is a 
circle of ever increasing or decreasing radius. The radial current in one plate returns radially 
through the other plate. With radial lines it is very useful to know the input impedance with 
(1) known termination, (2) output shorted, and (3) output open. Input impedance is

Z Z
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L i L L i L

L

=
− + −

0
0

0

cos ( sin
co
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FIGURE 51-17 Cutoff wavelength of trough waveguide
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 TRANSMISSION LINES AND WAVEGUIDES 51-47

where

Zi = input impedance, Ω
Z0i = characteristic impedance, Ω, at input (Z0 of Figure 51-18 at r = ri)
Z0L = characteristic impedance at output (Z0 of Figure 51-18 at r = rL)
ZL = terminating impedance, Ω
qi, qL, yi, yL = angles as plotted in Figure 51-18

In one special case of this, ZL = 0; then

Z jZi i
i L

i L

=
−
−0

sin
cos

( )
( )
θ θ
ψ θ

In another ZL = ∞; then

Z jZi i
i L

i L

=
−
−0

cos
sin

( )
( )

θ ψ
ψ ψ

Many higher-order modes are possible. Those with variations in f will only propagate 
with any spacing of plates. Those having variations in z propagate only if the plate separation 
is greater than a half wavelength.1–2,30

Two cones with their apices facing and fed by a balanced input at the center, as shown 
in Figure 51-19, form a biconical waveguide. This structure also simulates a dipole antenna 
and certain classes of cavity resonators.

One important wave transmitted by this type of guide has no radial components and 
propagates with the velocity of light along the cones. It is analogous to the TEM wave in 
cylindrical systems. The ratio of voltage to current or characteristic impedance is

Z e0 120
2

= log cot
θ Ω

where q is the conical angle. From this it is seen that 
the characteristic impedance is independent of radius 
and not variable as in the radial line.

FIGURE 51-18 Radial transmission-line quantities

FIGURE 51-19 Biconical waveguide
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Many higher modes can propagate 
on this system. These will all propagate 
at a velocity different from that of light. 
Transmission of higher modes is also 
possible.1–2

Dielectric Waveguide

Electromagnetic waves will propagate 
along a dielectric rod,31 if the rod is of 
sufficient size. At low frequencies, there 
is little advantage to dielectric wave-
guides since low loss in metal waveguide makes them a convenient shielded carrier of 
microwave energy. At frequencies above 20 GHz, the lower loss possible with dielectric 
waveguides makes their use attractive. For lossless dielectric waveguides, the propagation 
constant can never be real, so there is no cutoff frequency as with metal waveguides. For 
a given waveguide, VHF energy is confined entirely within the dielectric. The velocity of 
propagation and the loss correspond to that in the waveguide dielectric. As the frequency 
is reduced, more of the field is outside the waveguide, and the velocity and loss approach 
that of the surrounding air, but the dielectric ceases to guide the wave. The only TE and 
TM modes possible in a circular rod are those having axial symmetry. One hybrid mode, 
the HE11 (hybrid because it has both Ez and Hz components), is particularly well adapted for 
microwave transmission. It can be small (it is the only mode which can be propagated when 
the ratio of diameter to wavelength is low; less than 0.6 for polystyrene). It can be launched 
from the dominant TE metallic waveguide mode, and it has low loss. The approximate field 
configuration of this mode is shown in Figure 51-20.

Figures 51-21 to 51-23 show variation of guide wavelength with diameter, loss 
as a function of diameter, and a waveguide launcher for the HE11 hybrid mode. The 
polarization of the hybrid mode in circular rod is subject to rotation because of internal 
stresses, dimensional nonuniformity, and bends. A rectangular or oval cross section 
prevents this depolarization. Measurements of loss and radius of field extent (radius at 
which field decreases to 1/e times that at surface) for cross sections of the oval type are 
shown in Table 51-9 for 24 and 48 GHz.

FIGURE 51-20 Approximate E-field configuration  
of HE11 mode on a dielectric rod waveguide

FIGURE 51-21 Guide wavelength versus diameter for 
polystyrene waveguide
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FIGURE 51-22 Waveguide launcher for HE11 mode

FIGURE 51-23 Attenuation of dielectric tube wave- 
length with a dielectric of 1.5 for the HE11 mode

Material 
Polystyrene

Dimensions  
in (cm) E Direction

Radius of Field 
Extent, in (cm)

Loss 
dB/km

Freq. 
GHz

SHEET STOCK .095 × .156 
(.241 × .369)

1.5 (3.8)  164

EXTRUDED .086 × .155 
(.218 × .394)

4 (10.2)  164 24

EXTRUDED .086 × .155 
(.218 × .394)

7 (17.8)   82

EXTRUDED .056 × .142 
(.142 × .361)

0.4 (1.0) 3281

EXTRUDED .056 × .142 
(.142 × .361)

0.8 (2.0)  886 48

EXTRUDED .038 × .114 
(.097 × .290)

1.5 (3.8)  148

EXTRUDED .032 × .096 
(.081 × .244)

3 (7.6)   23

TABLE 51-9 Loss for HE11 Mode in Dielectric Waveguide
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Transmission with dielectric tubes as well 
as rods is possible. Tubes can have lower loss 
than rods, and theoretical calculations indi-
cate32 that with a polystyrene tube attenuation 
at 30 GHz compares with TE01 guide.

Other calculations shown in Figure 51-23 
indicate that losses of a few decibels per kilo-
meter can be attained up to the infrared region by choice of the proper diameter.33–34

The image line35–37 is a variation of the dielectric guide which simplifies the support 
problem. The HE11 mode, being symmetrical, can be split longitudinally and one-half 
replaced by a metal plate, as shown in Figure 51-24. Losses at bends are lower for concave 
bends than for convex ones. Losses in the image plane are lower than those in the dielectric 
for all commonly used materials.

A variation of the image line has been suggested for use in integrated circuits. In this 
version,38 a rectangular dielectric strip is laid on top of an integrated circuit board, which 
is copper-clad on the lower surface. An overview on dielectric waveguide microwave inte-
grated circuits technology and system applications can be found in the reference section.39 
Tapering the dielectric strip and inserting it into a rectangular waveguide normally excite 
the dominant mode in a dielectric waveguide. However, a microstrip line can also excite 
dielectric waveguides and one such transition was developed at about 15 GHz.40

A disadvantage of an open dielectric waveguide is its high radiation loss, which occurs 
at bends and other discontinuities. This spurious radiation not only increases the attenuation 
but also causes interference with other parts of the circuit. To overcome this problem, a non-
radiative dielectric (NRD) waveguide has been proposed.41 In this structure, the dielectric 
waveguide is sandwiched between two metal plates separated by a distance smaller than 
half wavelength.

Multimode Waveguide

Normally, waveguides are used in the lowest mode, and the higher modes are avoided. At 
millimeter-wave frequencies, losses in the lowest-mode-only waveguide become very high 
because of conductor losses. By using low-loss modes in the circular waveguide far above 
cutoff, most of the energy is carried in the fields in the air inside and losses are reduced. 
Operating far from cutoff also reduces the dispersion and increases the signal bandwidth. 
Special efforts must be taken to prevent excitation of unwanted modes. Multimode circular 
guide has demonstrated a signal bandwidth of 40 to 117 GHz and transmission losses of 
less than 1 dB/km.42

Beam Waveguide

Another method of avoiding conductor loss is to use lenses to focus the energy into a 
converging beam or at least a nondiverging beam, refocusing periodically along the 
transmission path.43

Optical-Fiber Waveguide

Optical fiber is usually a single strand of glass designed to hold an electromagnetic wave closely 
bound to the glass signal path. Since it is not a carrier of the fundamental signal frequency (a 
microwave signal would ordinarily be modulated on a light beam), it is not covered in detail 
here. It has many of the advantages of the multimode waveguide, the beam waveguide, and the 

FIGURE 51-24 Image line using HE11 mode
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dielectric waveguide, principally low loss and large bandwidth. A small amount of dispersion 
limits the distance that a wideband signal can go before some frequencies overtake others and 
cause information degradation. However, operational use has demonstrated losses well under  
1 dB/km and bandwidths of over 1 GHz divided by the distance in kilometers.44 It will undoubt-
edly become a major transmission medium for wideband signals.

Semiconductor laser diodes and photo detectors with gigahertz bandwidth have been 
recently demonstrated. These devices allow the optical carrier to be directly modulated at 
gigahertz frequencies45 and hence have given rise to a new field of optically controlled 
microwave devices.46 This new field has enabled optically controlled beam scanning of 
active phased arrays and true time delays phase shifters for phased arrays.47

Elliptical Waveguide

Waveguide with an elliptical cross section is very useful for antenna feeds. It has many of 
the same characteristics as rectangular waveguide, including a similar waveguide mode (so 
it mates easily with rectangular guide), and about the same loss and guide wavelength. It 
does have a narrower bandwidth, and it is formed with corrugations along its length, which 
gives it high transverse stability and crust strength yet allows bending in both planes and 
a small amount of twist. This makes installation easier than with rectangular guide. It is 
usually covered with tough black polyethylene to protect it during the hanging, installation, 
and use. Elliptical waveguide is made in long lengths or is assembled in desired sections 
with an adapting flange to rectangular guide. Although not yet standardized, it is made 
by several manufacturers. Most give it a prefix indicating elliptical waveguide such as 
EW or WE, followed by the lowest frequency or a midfrequency in tenths of a gigahertz. 
Characteristics of typical sizes are shown in Table 51-10.

51.9 LIST OF SYMBOLS

The symbols used in this chapter are listed here:

f = frequency, Hz
w  = 2pf
c = velocity of light ≈ 3 × 108 m/s
l  = wavelength
e  = relative dielectric constant
e0 = permittivity of free space, 8.854 × 10−12 F/m
m = relative permeability
m0  = permeability of free space, 4p × 10−7 H/m
s  = conductivity, S/m
a  = attenuation constant, Np/m (Np = 8.686 dB)
Ea = breakdown of air, V/m
P = power, W
tan d  = loss tangent or dissipation factor

The properties of some commonly used metals will be found in Chapter 55. The 
conductivity s can be found from the resistivity values by the relationship

σ µ( )S/m
resistivity ( cm)

= ⋅
108

Ω

Values for e and tan d  of some commonly used dielectrics will be found in Chapter 55.
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Type

Maximum 
potential 
operating 
range, GHz

TE11- mode 
cutoff fre-
quency, GHz

Major and minor 
dimensions over 
jacket, in (mm)

Recommended 
twist,°/ft (m)E plane H plane

EW20 1.9–2.7 1.60 5.02 × 2.83 
(127.5 × 71.9)

26 (660) 71 (1800) 0.25 (0.75)

EW28 2.6–3.5 2.20 3.65 × 2.33  
(92.5 × 59.2)

22 (560) 52 (1320) 0.25 (0.75)

EW37 3.3–4.3 2.81 2.90 × 1.86  
(73.7 × 47.2)

17 (430) 41 (1040) 0.5 (1.5)

WE37 3.4–4.2 2.81 3.04 × 1.93  
(71.0 × 49.0)

19.7 (500) 39.4 (1000) 0.5 (1.5

EW44 4.2–5.1 3.58 2.31 × 1.59  
(58.7 × 40.4)

15 (380) 32 (810) 0.5 (1.5)

WE44 4.2–5.0 3.58 2.24 × 1.59  
(520 × 43.0)

15.7 (400) 47.2 (1200) 0.5 (1.5)

EW52 4.6–6.425 3.63 2.25 × 1.31  
(57.2 × 33.3)

12 (305) 32 (810) 1 (3)

WE56 5.4–6.425 4.08 1.97 × 1.30 
(50.0 × 33.0)

19.7 (500) 39.4 (1000) 1 (3)

WE59 5.9–7.15 4.34 1.85 × 1.22  
(47.0 × 31.0)

11.8 (300) 23.5 (600) 1 (3)

EW63 5.85–7.125 3.96 2.01 × 1.16  
(51.1 × 29.5)

10 (260) 29 (740) 1 (3)

EW64 5.3–7.75 4.36 1.91 × 1.12  
(48.5 × 28.4)

10 (260) 27 (685) 1 (3)

WE64 6.4–7.75 4.16 1.84 × 1.14  
(49.0 × 29.0)

11.8 (300) 23.6 (600) 1 (3)

WE71 7.1–8.6 5.23 1.54 × 0.98  
(390 × 25.0)

11.8 (300) 23.6 (600) 1 (3)

EW77 6.1–8.5 4.72 1.72 × 1.00  
(43.6 × 25.4)

9 (230) 25 (635) 1 (3)

EW85 7.7–10.0 6.55 1.32 × 0.90  
(33.5 × 22.9)

8 (200) 19 (480) 1 (3)

WE85 8.5–10.2 5.83 1.38 × 0.94  
(35.0 × 24.0)

88 (200) 16 (400) 1 (3)

EW90 8.3–11.7 6.50 1.32 × 0.80  
(33.5 × 20.3)

7 (180) 19 (480) 2 (6)

WE107 8.5–11.7 6.80 1.18 × 0.79  
(30.0 × 20.0)

6 (150) 16 (400) 2 (6)

WE122 12.2–13.25 7.29 1.09 × 0.71  
(28.0 × 18.0)

6 (150) 16 (400) 2 (6)

EW122 10.0–13.25 8.46 1.07 × 0.72  
(27.2 × 18.3)

6 (150) 15 (380) 2 (6)

EW132 11.0–15.35 9.33 0.96 × 0.61  
(24.4 × 15.5)

5 (130) 14 (360) 2 (6)

TABLE 51-10 Typical Characteristics of Elliptical Waveguide

Bending-radii  
minimum, in (mm)
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52-2 CHAPTER FIFTY-TWO 

52.1 GENERAL1

Impedance matching is the control of impedance for the purpose of obtaining maximum 
power transfer or minimum reflection. This chapter describes circuits and techniques used 
for impedance matching, with emphasis on those most suitable for broadband operation. 
The impedance-matching methods of this chapter are limited to the use of linear, passive, 
and reciprocal elements.

Impedance Matching for Maximum Power Transfer

A load impedance connected to a source will receive the maximum possible power (the avail-
able power P0) from the source when its value is adjusted to equal the complex conjugate of 
the impedance of the source (Figure 52-1a). The load impedance and source impedance are 
then matched on a conjugate-impedance basis (or simply conjugate-matched).

A mismatched load impedance ZL ≠ ZG
* will receive a reduced power P = P0 (1 − |m|2), 

where m is the conjugate mismatch reflection coefficient

m
Z Z
Z Z

L G

L G
= −

+
*

The mismatch may be eliminated by a properly designed network (Figure 52-1b) inter-
posed between them. This “matching” network transforms the source impedance to the 

FIGURE 52-1 Impedance matching of transmission circuits
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conjugate of the load impedance, and vice versa. Thus a conjugate-impedance match 
occurs at the input to the network and at the output of the network. Since maximum 
power transfer is the goal, it is usually the case that the matching network is lossless. 
It is true of any lossless transmission circuit that if a conjugate-impedance match is 
obtained at any point along the transmission path, then a conjugate-impedance match  
is obtained at all other points along the path.

Impedance Matching for Minimum Reflection

A length of transmission line may form one link in a transmission circuit. The line in 
general supports two waves (direct and reflected), propagating in opposite directions. In 
passing from one end of a length  of line to the other, each wave is phase-delayed by an 
amount b (called the electrical length of the line) in its direction of propagation, where 
b is the phase constant or propagation constant of the line measured in units of rad/m. The 
interference between these waves creates standing-wave patterns of voltage and current and 
time-delayed “ghosts” of the direct signal. Sometimes these effects are tolerable, but usu-
ally they are undesirable. The voltage reflection coefficient at a load junction is the ratio of 
phasor voltage in the reflected wave to that in the direct or incident wave, and is given by

 ρ ρ φ= | | exp ( )j
Z Z
Z Z

L

L

=
−
+

0

0
 

Here ZL is the load impedance and Z0 is the characteristic impedance of the transmis-
sion line. The line is said to be matched on a reflection basis (or more simply, reflection-
matched) if r = 0 (i.e., if ZL = Z0).

In the most general situation, reflection matching does not ensure maximum power 
transfer to the load.2,3 However, the lines commonly used in antenna systems have very 
low loss and characteristic impedances that are purely or nearly real. Characteristic imped-
ances designated by Z0 in this chapter will be assumed to be real unless otherwise noted. In 
this case, maximum power transfer will occur when the circuit is adjusted for a conjugate-
impedance match (Figure 52-1c).

Losses in a transmission line will cause attenuation in the form of reduction in amplitude 
by a factor e−α for each voltage wave after traveling a length  along a section of line (a is 
called the attenuation constant of the line, measured in units of Np/m). Reduction in power is 
thus e−2α, which is often expressed in terms of the normal line attenuation A = 8.686a (dB). 
If the line has nonzero attenuation, maximum power transfer from the source to the load is 
obtained only when the following conditions are met:

● The generator is loaded by the conjugate of its internal impedance.
● The line is terminated in its characteristic impedance.

The first condition provides maximum power delivery from the source. The second 
condition provides minimum power dissipation in the line by eliminating the reflected 
wave on the line. Figure 52-1d shows a “matched” system, that is, a system matched both 
on a conjugate-impedance basis and on a characteristic-impedance basis. This represents 
an ideal condition.

The importance of matching can be seen by an examination of the detrimental effects 
of a mismatch. The power in the load is reduced from the maximum available power by 
the factor (1 − |r|2). This reduction in transmission is called reflection loss [in dB, −10 
log10 (1 − |r|2)]. Sometimes this effect is expressed in terms of the return loss |r| (in dB, 
−20 log10 |r|). The reflected wave combines with the incident wave on the line to form a 
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standing wave having a standing-wave ratio (SWR) S defined as the ratio of maximum 
voltage to minimum voltage:*

 S = +
−

1
1

| |
| |
ρ
ρ  

The presence of the standing wave decreases the breakdown-limited power deliverable 
to the load by the factor (S + 1)2/(2S)2. Transmission loss in dB is shown as a function of 
the SWR in Figure 52-2.

The efficiency h of the line is the ratio of power delivered to the load to power input 
to the loaded section of the transmission line. It is given in terms of the SWR and normal 
line attenuation as

 η = =
+ − −−

P
P

S
S S

L
A A

in

4
10 1 10 10 1 2 0 1 2. .( ) ( )

 

where A is the normal line attenuation in decibels.

The Smith Chart

The reflection coefficient is a complex quantity, related directly to impedance ratio and 
mismatch. Its magnitude does not exceed unity on a lossless line, so a plot of all possible 
reflection ratios for passive impedances may be charted within a circle of unit radius (see 
Figure 52-3a). Furthermore, the loci of a mismatch at different distances along the length 
of a line lie on a constant radius from the center of the chart, at angles proportional to the 
distances. Coordinate systems of immittance normalized to the characteristic or reference 
immittance are superimposed to give the useful Smith chart,4 shown in skeleton form in 
Figures 52-3b and c (the characteristic admittance Y0 = 1/Z0). Additional scales are fre-
quently provided. Interpretation is aided by labels for open- and short-circuit points, and 
for inductive and capacitive sides.

*The notation S for standing-wave ratio should not be confused with that of a scattering parameter.

FIGURE 52-2 Reflection loss
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Bandwidth Limitations

In principle, frequency-independent resistances can be matched over an arbitrarily wide 
frequency band. In general, narrowband networks designed to match greatly differing 
resistances can be replaced by cascades of similar networks, each of which transforms the 
impedance by a small fraction of the total resistance ratio. Although in practice losses and 
space considerations will limit how far this approach can be taken, simple networks like 
the L-sections or quarter-wave transformers, discussed in the following sections, can often 
be broadbanded in this way.

It is not possible to match a frequency-dependent impedance at all frequencies.5 The 
smaller the desired reflection coefficient, the smaller the bandwidth over which this condi-
tion can be realized. While specific matching network topologies are presented in this chap-
ter, it is possible to obtain in a more systematic way networks that have optimum matching 
behavior over a given range of frequencies. Modern computer-aided design techniques 
can be employed to advantage in such cases, and the reader is referred to the literature for 
details.6–14

52.2 IMPEDANCE MATCHING WITH  
LUMPED ELEMENTS

Throughout the lower range of radio frequencies it is convenient to use lumped reactance 
elements, such as coils and capacitors, in impedance-matching networks. In higher fre-
quency ranges, pure inductance or capacitance may not always be obtained from practical 
elements, but it is convenient to analyze circuits in terms of their equivalent lumped reac-
tance (and resistance) elements.

Any two complex impedances may be matched by a simple L section of two reactance 
elements. If, in addition to matching, it is necessary to maintain given phase relationships 
between the source and load voltages and currents, a third element must be used to form a T 
or p section. A lattice section using four elements is more convenient for some applications.

The primary use of the simple sections is for matching at a single frequency, although it 
is possible to obtain matching at two or more separate frequencies by replacing each reac-
tance element of the basic network with a more complex combination, giving the required 
reactance at each specified frequency. Harmonic reduction can be achieved in a similar 
manner by introducing high series reactances or low shunt reactances at the harmonic 
frequencies.

FIGURE 52-3 Reflection coefficient charts in skeleton form, positive real axis to the right: (a) reflection 
coefficient in polar coordinates |r| and f, (b) the Smith chart, with impedance coordinates r = R/Z0 and x = 
X/Z0, and (c) admittance version of the Smith chart, with coordinates g = G/Y0 and b = B/Y0
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The frequency performance of a matching network is characterized by the fractional 
bandwidth

 w
f f

f
=

−+ −

0
 

where f0 is the design frequency, while f− < f0 and f+ > f0 are the lowest and highest frequen-
cies at which some specified performance criterion is satisfied.

L Section

The expressions for the required reactance values for an L section providing a match between 
pure resistances are shown in Figure 52-4a. (Here and in the remainder of this chapter, X and 
B will designate reactance and susceptance values respectively.) If Xs is positive, the net-
work will delay the phase of the wave by an angle q. If Xs is negative, it will advance the 
phase by that angle. The reflection coefficient of R1 with respect to R2 is reduced by a factor 
of at least 10 over a fractional bandwidth of at least 10% by introducing the proper L section 
of one capacitor and one inductor, provided that R2/R1 < 2.0.

If two complex terminations are to be matched, the series reactance Xs′ is made to 
include a compensation for the series reactance of the left-hand termination and the shunt 
susceptance Bp′ is made to include the susceptance of the right-hand termination, as shown 
in Figure 52-4b. For this case q represents the phase between the current in the left-hand 
termination and the voltage on the right-hand termination.

FIGURE 52-4 Impedance matching with reactive L sections
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T and o Sections

Design expressions are given in Figure 52-5 for T and p sections matching between resis-
tive terminations with a desired phase shift of q. If the terminations contain reactive or 
susceptive components, it is necessary to include appropriate compensating components in 
the end elements, as in the case of the L section.

L, T, and p sections may be used in unbalanced circuits as shown, or in balanced circuits 
by moving one-half of each series element to the opposite conductor of the line. The lattice 
section described next is inherently balanced.

Lattice Section

The elements of a lattice section as well as of T and p sections are given in Figure 52-6 
in terms of an equivalent transmission line having the same characteristic impedance and 
phase shift. The required equivalent line parameters Z0 and q = b may be determined as 
described in Section 52.3.

Inductive Coupling

A pair of inductively coupled coils is useful in a wide variety of impedance-matching 
circuits. Figure 52-7 shows two possible equivalent circuits of lossless coupled coils. 
The first is expressed in terms of reactance elements, including the mutual reactance 
Xm. The second is in terms of susceptance elements including the transfer susceptance 
BT. (The transfer susceptance is the susceptance component of the transfer admittance, 
which is the ratio of the current induced in the short-circuited secondary to the voltage 
applied to the primary.) If capacitive tuning reactances are added, the equivalent circuits 
can be designed in accordance with the T and p matching sections described previously. 

FIGURE 52-5 Impedance matching with reactive T and p sections
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The capacitive reactances required for (1) series tuning and (2) parallel tuning are given 
in Figure 52-8 for matching from R1 to R2.

The series and parallel capacitors may also be used for tuning out the series reactance 
or shunt susceptance, respectively, of a complex termination.

Lumped Matching Reactance

The standing wave on a transmission line may be eliminated on the source side of the load 
using a matching reactance that is properly chosen and positioned, as shown in Figure 52-9.

FIGURE 52-6 T, p, and lattice equivalents of a transmission-line 
section of characteristic impedance Z0 and electrical length q = b

FIGURE 52-7 Inductively coupled circuits and equivalent 
T and p sections
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The choice of series or parallel connections, or inductive or capacitive elements, may 
be determined by the position of the standing-wave pattern and other practical consider-
ations. A short-circuited or open-circuited transmission-line stub may be used in place of 
the lumped reactance as described in the next section, resulting in the so-called single-stub 
matching circuit.

FIGURE 52-9 Determination of lumped reactance 
to match a transmission line

FIGURE 52-8 Tuned inductively coupled circuits for matching between resistances
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52.3 IMPEDANCE MATCHING WITH 
DISTRIBUTED ELEMENTS

In many frequency ranges, it is desirable to use sections of transmission line having distrib-
uted reactances rather than lumped reactances in the form of coils and capacitors. The lines 
usually have negligible loss so that the following expressions for impedance relationships 
in lossless lines apply:

 
Z Z

Z jZ
Z jZ

L

L
in

inpu

=
+
+

=

0
0

0

cos sin
cos sin

β β
β β

 
 

tt impedance of line terminated in( , )Z ZL0 β

 
(52-1)

For a short-circuited line, ZL = 0, so that

 Z Z jZin sc= = 0 tanβ  (52-2)

For an open-circuited line, ZL = ∞, so that

 Z Z jZin oc= = − 0 cot β  (52-3)

It should be kept in mind that when an actual transmission line is connected to a load 
or to another transmission line, field fringing near the junction point results in excess or 
parasitic inductances and capacitances,15 whose effects must be compensated for when 
designing a matching network. Such parasitics will not be explicitly accounted for here, 
but are readily accounted for in RF circuit modeling software.

Transmission-Line Stubs

Lengths of transmission line short-circuited or open-circuited at one end are often used as 
reactances in impedance-matching circuits. Inspection of Eqs. 52-2 and 52-3 shows that the 
choice of characteristic impedance and line length gives the designer control over the reac-
tance value and slope (with respect to frequency) at any given frequency. Alternatively, the 
designer may control the values of reactance at any two frequencies. If b < p/2, the avail-
able slope of reactance is always greater than that obtainable from a single lumped reac-
tance element. Unfortunately, the available slope of reactance is always positive, although 
a negative slope would be ideal in many applications. However, an effect similar to that of 
a series-connected or parallel-connected reactance having the unattainable negative slope 
may often be obtained over a limited frequency range by the use respectively of a parallel-
connected or series-connected reactance.

The use of stubs in place of lumped reactances in the matching scheme of Figure 52-9 
results in the so-called single-stub matching circuit. Two or three stubs connected at appropri-
ate locations provide additional design flexibility that can be used to increase the bandwidth 
of the match.16

Kuroda Identities

In certain cases, the use of either series or shunt-connected stubs may be impractical. In 
such cases, the Kuroda identity17,18 may be employed to replace a shunt-connected open-
circuit stub with a series-connected short-circuit stub, at a different location on the line, as 
shown in Figure 52-10.
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The stubs have the same electrical length, but the characteristic impedances are in gen-
eral different, as shown.

General Line Transformer

The expression for Zin given in Eq. 52-1 may be recast to relate generator and load imped-
ances (ZG = RG + jXG, ZL = RL  + jXL) to the characteristic impedance and electrical length of 
a line section, providing a perfect match between them. The new expressions are

 

Z
R Z R Z

R R

Z G

R
R

Z
Z

Z
Z

L G G L

G L

G L

L

G

G

L

L

G

0

2 2

1

=
−
−

=
−

−

| | | |

RR
R

L

G

 

(52-4)

 

tan
( )

( )

β =
−

−

=
−

+

Z R R
R X R X

Z X X

R R X X

L G

L G G L

G L

L G L G

0

0

−− Z0
2

 

(52-5)

For Z0 to be a positive finite real number, it is necessary that

1
2

<






< ∞
log

log

Z
Z

R
R

L

G

L

G

Instead of using the previous expression for tan b, one may determine b from a 
plot of Z Z Z ZL G/ /*

0 0and on a Smith chart once Z0 has been determined. The two 
points will be at the same radius. The electrical angle measured clockwise from 
Z Z Z Z Z R jXL G G G G/ / . ( .)* *

0 0to is Note thatβ = −  The values of Z0 and b for the required 
line section may be used to compute T, p, or lattice sections of lumped reactances to per-
form the same function by using the expressions given in Figure 52-6.

FIGURE 52-10 Kuroda identity

θ

θ

Z0=1/Y0

Z1=1/Y1

θ

θ

Y'0=Y0+Y1

Y'1=Y0+Y0
2 Z1
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Line Transformer for Matching to Resistance

For the frequently encountered case in which either the load impedance or the source imped-
ance is a pure resistance, it may be possible to obtain a solution for the required matching 
line from Figure 52-11. The complex impedance R + jX is located on the Smith chart in 
terms of its normalized components R/Z0 and X/Z0, where Z0 is the resistance to which a 
match is desired. A second set of coordinates ZT/Z0 and /l is then overlaid on the Smith 
chart, corresponding to the characteristic impedance and length of the required matching 
section of line. If the impedance R + jX is located within the area covered by these new 
coordinates, a solution is possible. Note that any impedance may be converted to a pure 
resistance at a single frequency by connecting it to an appropriate length of transmission 
line. However, if the line length is significant, undesirable frequency dependence may be 
incurred when using this method.

Quarter-Wave Transformer

The useful quarter-wave transformer results from the general line transformer when b = 
p/2. It has an impedance-inverting property, as seen from an inspection of

Z
Z
ZL

in = 0
2

FIGURE 52-11 Line transformer to match to a resistance
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The input impedance is thus proportional to the reciprocal of the load impedance. The 
phase angle of the input impedance is the negative of that of the load impedance. The quarter-
wave line can be used, for example, to transform an inductive low impedance to a capacitive 
high impedance.

The quarter-wave transformer is often used to match between different resistance levels. 
In this case,

 Z R R0 1 2=  

In a mismatched coaxial line, a quarter-wave transformer formed by a simple external con-
ducting sleeve can be used to tune out the reflection. The sleeve forms an enlargement of 
the inner conductor or a constriction of the outer conductor, which may be stationed where 
required. The characteristic impedance of the line is reduced over the quarter-wave length 
by the sleeve to a value of

 
Z

S
0  

where S is the initial SWR of the line. The load end of the sleeve is positioned at a voltage 
minimum on the standing-wave pattern. The impedance, here looking toward the load, is Z0/S. 
The transformer transforms this to Z0 so that the line on the source side is perfectly matched.

Z0 Trimmer

The transformation ratio of a quarter-wave section can be adjusted by a reactive trimming 
immittance, as shown in Figure 52-12, in order to obtain a match when other adjustment of 
circuit parameters values is not convenient. The immittance required is given by

 
X
Z

R R

R R

R R
Z

B
Y

R R

0

1 2

1 2

1 2

0
2

0

1 21=
+

−






=
+

or
RR R

Z
R R

1 2

0
2

1 2
1−







 (52-6)

and the positioning parameter ∆ is given by

 ∆ = =
−
+







−A
A

R R
R R

λ
π4

1 2 1

2 1
where cos  (52-7)

The resulting network is nearly equivalent to a line for which Z0
2 = R1R2.

Frequency Sensitivity of Line Transformer

The mismatching effect of a departure from the design frequency for the general line trans-
former (and hence the quarter-wave transformer) can be estimated from Figure 52-13.

FIGURE 52-12 Shunt and series reactive transformation trimmers for 
a quarter-wave transformer

XZ0Z0BR1 R1 R2R2

∆ ∆

λ/4 λ/4
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Cascaded Quarter-Wave Transformers16,19–21

A number of quarter-wave transmission-line sections may be arrayed in cascade, in order 
to realize great improvement in wideband performance over a single-section transformer, 
as shown in Figure 52-14. The characteristic impedances of the successive sections are 
proportioned to divide the overall transformation systematically.

In the discussion that follows, R1 < R2 are the terminating resistances, R R R0 1 2=  is 
the mean impedance, f0 = (f+ + f−)/2 is the design frequency, f+ is the upper frequency limit, 
f− is the lower frequency limit, the frequency ratio is f f w w+ − = + −/ ( ) / ( )2 2 , and w is the 
bandwidth. Each section is a quarter wavelength long at f0.

FIGURE 52-13 Frequency sensitivity of a transmission-line 
transformer

FIGURE 52-14 Cascaded quarter-wave transformers
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Binomial Transformer

The binomial (or binomial-coefficient) distribution gives almost maximally-flat perfor-
mance. In this distribution the logarithms of the impedance ratios of the steps between 
sections are made to be in the ratio of the binomial coefficients. Table 52-1 may be used 
to determine the characteristic impedance Zn of the nth section in an N-section binomial 
transformer as a function of R2/R1 for values of N up to 7.

The input SWR of an N-section binomial transformer is given by

 S
R
R

N= +1 2

1
(cos ) lnθ  

where q is the electrical length of each section at the operating frequency. This expression 
is subject to the assumptions of small impedance steps, no parasitics at the steps, and equal 
lengths of the sections.

The two-section transformer has a maximally-flat bandwidth curve for all transforma-
tion ratios. For other values of N the performance approximates the maximally flat curve 
for transformation ratios near unity.

Chebyshev Transformer

If a certain maximum reflection coefficient rm may be tolerated within the operating band, 
an optimum design in which the reflection coefficient oscillates between 0 and rm within 
the band and increases sharply outside the band is possible. This is called the Chebyshev 
transformer, since Chebyshev polynomials are used in its design.

The input SWR of the Chebyshev transformer is given by

 S
R
R

T

T

N

N

= + 














−

−

1
1

2

1
ln

cos
cos

cos

θ
θ

θ



 

 
n =

 
N = 1 2 3 4 5 6 7

1 1
2

2 1
4

3
4

3 1
8

4
8

7
8

4 1
16

5
16

11
16

15
16

5 1
32

6
32

16
32

26
32

31
32

6 1
64

7
64

22
64

42
64

57
64

63
64

7 1
128

8
128

29
128

64
128

99
128

120
128

127
128

Ratios
log(= = −Z R

R R
R Zn n/ )

log( / )
log( / )
lo

1

2 1

21 gg( / )R R2 1

TABLE 52-1 Design Ratios for Binomial Transformers
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where Tm(x) is the Chebyshev polynomial of mth degree defined by

 

T x

T x x

T x x

T x xT x Tm m m

0

1

2
2

1

1

2 1
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( )

( )

( ) ( )

=

=

= −

= −+ −−1( )x

 

and where q is the electrical length of each section and q− is the electrical length at f− . The 
expression is subject to the same assumptions that were made in the binomial case.

Another expression of Chebyshev transformer performance, which does not require the 
assumption of small steps, is

 P

R
R

R
R

T

T
L

N

N

= +
−



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



−1

1

4

2

1

2

2

1

2 cos
cos

θ
θ

22 1
cos θ−







 

where PL is the power-loss ratio defined by 1/(1 − |r|2).
The previous equation may be converted to an implicit relationship among four princi-

pal quantities, namely:

R2/R1 the transformation ratio,
rm, the maximum tolerable reflection coefficient within the band,
N, the number of sections, and
F = w/2, the half-bandwidth or frequency coefficient.

Any one of these may be determined by reference to Figure 52-15, if the other three 
are known. The design constant C of Figure 52-15 can be used as a measure of the 
difficulty of transformation. It may be expressed as a function of R2/R1 and rm or as a 
function of N and F:

 
C R R R R R R

C N F T

m m( / , ) ( ) /

( , )

/2 1 2 1
2

1 21 1 1 4ρ ρ= − −( )
= NN mF C R R( / cos( / ( ))) ( / , )1 2 1 2 1π ρ− ≥

 

The characteristic impedances may be calculated from functions given in Table 52-2. 
The impedance of the center section when N is odd is simply R R1 2  and is independent 
of F.

Dual-Band Transformers22

Multisection transformers can be synthesized for dual or multiple passbands by the sys-
tematic distribution of the available reflection-coefficient zeros over the passbands. The 
sequence of impedance levels used in each section becomes nonmonotonic for a large 
frequency ratio between the two passbands. A nonmonotonic design for one operating band 
can be made with an arbitrarily short length by placing a second dummy passband at an 
arbitrarily high frequency.
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Short-Step Transformer

A two-section transformer, as shown for N = 2 in Figure 52-14, but with a much shorter 
overall length at midband, is useful for narrow bandwidth or for transformation ratios near 
unity. Z1Z2 is set equal to R1R2. The electrical length of each section at the exact-match or 
design frequency f0 is set to

 β =
−

− −
−tan

/
( / )

1 2 1

1 1
2

2 1

1R R
Z R Z Z

 (52-8)

FIGURE 52-15 Performance of a Chebyshev transformer

N
log ( / )
log ( / )

2 1

1 1

R R
Z R

log ( / )
log ( / )

2 1

1 1

Z R
Z R

log ( / )
log ( / )

3 1

2 1

Z R
Z R

2 4 2 1
2− C

3 8 6 1
2− C

4 16 16 21
2

1
4− +C C 5 4 1

2− C

5 32 40 101
2

1
4− +C C 6 5 1

2− C

6 64 96 36 21
2

1
4

1
6− + −C C C 7 6 1

2− C 32 30 91
2

1
4− +C C

NOTE: C1 = cos q = cos [(1 − F) p/2]

TABLE 52-2 Design Ratios for a Chebyshev Transformer
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The length can be made as short as desired by selecting Z1/Z2 sufficiently high within 
limits imposed by increasing effects of parasitics. Within the ranges R2/R2 < 2 and Z1/Z2 < 2, 
the total bandwidth 2∆f is equal to kf0rm/r0, where rm/r0 is the ratio of maximum inband 
reflection coefficient to the reflection coefficient without the transformer, and k is a coef-
ficient greater than unity. The coefficient becomes much greater than unity for b = p/8 or 
more. The special case with Z1 = R2 and Z2 = R1 is a handy design for matching two dissimi-
lar transmission lines simply by the use of sections of those lines.23,24 For this special case,  
b ≤ p/6 and k ≥ 1.1.

Much advanced theory has been developed for lumped-constant circuits. Useful adap-
tation to distributed-constant circuits is often possible by transformation of the frequency 
variable.25

52.4 COMBINATIONS OF  
TRANSFORMERS AND STUBS

The simple quarter-wave transformer has rather poor performance over a wide band, espe-
cially if a large impedance ratio must be matched. It is possible to enhance its performance 
by combining it with suitably connected stubs as detailed in this section.

Transformer with Two Compensating Stubs

The wideband performance of a quarter-wave transformer may be improved greatly by the 
addition of a compensating stub at each end, as shown in Figure 52-16. The reactance intro-
duced by each stub counteracts the variation with a frequency of one-half of the transformer 
length at and near the design frequency. For the impedance proportions shown, the perfor-
mance is maximally flat and comparable with that of a three-section binomial transformer.

Equiripple performance within the band, for a maximum reflection coefficient of rm, 
is obtained with modified stub impedances. Table 52-3 lists some examples of equiripple 
performance, showing an improvement in bandwidth by a factor of about 1.2 over the 
maximally flat case for rm = 0.1 r0.

Transformer with Single Compensating Stub

If it is convenient to use only one compensating stub with the transformer, one of the cir-
cuits shown in Figure 52-17 may be used. In this equiripple design, the allowable maximum 
standing-wave ratio Sm affects the choice of Z1 and Z2.

R2/R1 Z2/Z3 = Z3/Z1 Design F

2 0.6572 0.515

4 2.1205 0.351

6 3.6308 0.286

8 5.1574 0.248

TABLE 52-3 Transformer 
with Two Compensating Stubs, 
Equiripple Case, rm = 0.1 r0
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FIGURE 52-16 Transformer with two compensating stubs; maxi-
mally flat case

FIGURE 52-17 Transformer with single compensating stub
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Tapped-Stub Transformer

The tapped-stub transformer, shown in Figure 52-18, is a useful circuit for matching 
between two widely different resistive terminations. The design chart shows the relation-
ship existing between R2/R1, Z R R0

2
1 2/ , and the two line lengths 1 and 2 for the matched 

condition. The total stub length is a minimum of one-quarter wavelength and increases with 
increasing Z0. The chart is based on a lossless transmission line. For very high transforma-
tion ratios, the effect of even small loss is appreciable and must be accounted for separately. 
For moderate transformation ratios, a 5 or 10 percent bandwidth over which the maximum 
reflection coefficient is no more than 0.1 (R2 − R1)/(R2 + R1) usually can be obtained.

52.5 TAPERED LINES

If the characteristic impedance of a long section of transmission line varies gradually 
enough with distance along the line, a nearly perfect match between resistive terminations 
may be obtained. Since a line of such length and such small taper can seldom be afforded, 
much attention has been directed toward the design of tapered lines giving acceptable 
transforming performance over short lengths and broad bandwidths.16,26–41

A nonuniform line does not, in general, support the independent propagation of direct 
and reflected waves as on the uniform line. However, the law of impedance transfor-
mation by such a line can be obtained approximately if the taper is gradual enough. 
For example, if the characteristic impedance Z0(x) and propagation constant b(x) are 
slowly-varying functions of the position coordinate x along the line (0 < x < l), which 

FIGURE 52-18 Tapped-stub transformer
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is connected between a resistive load RL = R2 = Z0() and a uniform line in x < 0 with 
characteristic impedance R1 = Z0(0), then the reflection coefficient at x = 0 is given 
approximately by:

 ρ ϕ( )
( )
( )

( )0
2

2 0

00

− =
′

∫ e
Z x
Z x

dxj x−


 (52-9)

where ϕ β( ) ( )x x dx
x

= ′ ′∫0
is the so-called phase-integral function. Exact evaluation of the 

impedance transformation of a tapered line is possible only in a few special cases.

Exponential Line

The exponential line is commonly employed to transform between two resistance levels 
equal to the values of characteristic impedance at the ends. Sections of exponential line 
are useful both as simple impedance transformers and as cascaded elements in a more 
complexly tapered line. The name comes from the function describing the magnitude of 
the characteristic impedance:

 Z x Z x0 0 0( ) ( ) exp ( )= δ  

where d is the taper constant and x is the length coordinate that is positive in the direc-
tion of increasing impedance. We will assume that the propagation constant b does 
not vary with x, but this will not be true, for example, in structures such as microstrip. 
Although exact solutions for the impedance transformation properties of this line (and 
a few others) are known,33 it is sufficient for most practical purposes to use the approxi-
mation of Eq. 52-9:

 
ρ β

β
β= −0 5 2 1. ln ( / )

sin ( )
R R e j




 

where ln(R2/R1) = d. Reflection zeros exist for section lengths of np radians, where n is 
an integer, and successive maxima of |r| between these zeroes decrease in magnitude as  
b increases. The accuracy is acceptable if b > p/2, with the error in phase generally 
greater than the error in magnitude.

Other Tapered Lines

Several tapered lines33,38 are attractive for special simplicity in analysis. Optimum high-pass 
tapers have also been described.16,27 The taper of Klopfenstein27,37 is optimum in the sense 
that for a given taper length the input reflection coefficient, as approximated by Eq. 52-9, 
has the minimum peak magnitude, or that for a specified peak magnitude the taper has the 
minimum length. The design is based on the multisection Chebyshev transformer, in which 
the number of sections is increased without limit so as to raise the upper cutoff frequency 
indefinitely high. The maxima of |r| after the first zero have the same magnitude (equal 
ripple), and the resulting reflection coefficient in the passband is

 ρ
β β

=
− −0 5 2 1

2 2. ln( / )cos[( ) ]
cosh

R R A e
A

j 
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where b is the electrical length and A is a parameter related to the maximum in-band 
reflection coefficient by

 ρm R R A= 0 5 2 1. ln ( / ) / cosh  

At the low-frequency cutoff b = A, the length of the tapered section is A/2p wave-
lengths. The characteristic impedance taper over the section length  as a function of x, 
measured from the midpoint of  toward the high-impedance (or R2) end, is

 Z x A R R R R M x
0 1 2

1 2
2 1

1( , ) ( / ) ( / )/ / ( )=  

where

 

M x M x A x A A

x A

( ) ( ) ( / , ) / cosh
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/
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=
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and I1 is the modified Bessel function of the first kind and first order. Values of the func-
tion f can be computed for different values of z = 2x/ and A using the simple routine of 
Grossberg:36

 φ( , )z A a bk k
k

=
=
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0
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and the coefficients ak and bk are computed iteratively, the series being truncated when the 
desired numerical convergence is reached.

Other criteria for choosing an optimal taper are possible as well.29–32,34–41 For example, 
it is possible to minimize reflection only over a certain band of frequencies, at the expense 
of higher mismatch outside this band.

52.6 BROADBANDING 42

The most general problem in broadbanding is that of synthesizing a circuit to match one 
arbitrary impedance to another arbitrary impedance over a prescribed frequency range to 
within a prescribed tolerance. It has already been remarked that in general this is a very 
difficult design problem. Fortunately, the broadbanding problems found in practice involve 
impedances that are not completely arbitrary, inasmuch as they are composed of a combina-
tion of physically realizable inductances, capacitances, resistances, and transmission line 
sections. A further simplification of the broadbanding problem often occurs because at least 
one of the impedances to be matched is usually the characteristic impedance of a transmis-
sion line and thus is either constant and resistive or nearly so.

Nevertheless, the impedances to be matched are functions of frequency that usually are 
too complex for simple analysis. An iterative approach is often taken. The subject impedance,  

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Impedance Matching, Broadbanding, and Baluns



 IMPEDANCE MATCHING, BROADBANDING, AND BALUNS 52-23

prescribed by theoretical or experimental data, is examined to perceive a suitable step toward 
optimum broadbanding. Graphical representations of the function are usually helpful for 
this. The matching network or a portion of it is added to the circuit. The resulting imped-
ance is found by calculation or experiment. The steps are repeated until the required broad-
band match is obtained. Modern computational tools and measuring instruments minimize  
the tedious detail and impart the needed accuracy and so make the iterative approach rapid 
and efficient.

The problem of matching two resistive impedances has been treated in Sections 52.2 to 
52.5. The problem of matching a load of frequency-varying impedance to a constant resis-
tance is so common that the following discussion will be limited to this case.

Several broad rules that apply to broadbanding practice are given, as follows:

1. The difficulty of obtaining a prescribed tolerance of match increases with the required 
bandwidth. Refer to performance charts of a Chebyshev transformer for an example of 
this (and of the following rule).

2. The difficulty increases with impedance transformation ratio (expressed as a quantity 
greater than 1).

3. The difficulty increases with the electrical length of the transmission circuit between the 
load and the first point of control.

4. Improvement of match throughout one sector of the frequency range will gener-
ally be accompanied by an increase in mismatch in other sectors of the frequency 
range.

5. Any physically realizable passive impedance plotted on the reflection-coefficient plane, 
using the conventions of Figure 52-3, displays a circular or spiral motion having a 
clockwise sense of rotation with frequency.

The effect of a length of mismatched transmission line between the load terminals and 
the first impedance-matching control is to introduce an additional variation with frequency 
that is seldom favorable over an appreciable bandwidth (see rule 3). For this reason it is 
advantageous to conduct impedance-matching control at a position close to the load ter-
minals. In fact, if control of the load impedance is available from within the load itself, 
advantage should be taken of this circumstance to select the most suitable shape and posi-
tion of the impedance locus on the reflection-coefficient plane.

Two things are required in order to perform a transformation of the given impedance 
locus on the chart to one that is compactly situated about the desired impedance point. First, 
a method of moving the impedance locus, and second, a method of compensating for both 
the variation with frequency inherent in the original impedance locus and that introduced 
by the moving process must be found. Means for moving the impedance locus may include 
lumped or distributed constant elements forming shunt or series reactances, cascade trans-
formers, or a combination of these. The selection is made so as to introduce as little adverse 
variation of impedance with frequency as possible.

Compensation of variation of impedance with frequency is usually limited to a band 
including less than one complete convolution of the original impedance locus if a high 
degree of compensation is required. Typically, a sector of the original impedance locus, 
which may be made to appear similar to those shown in Figure 52-19, is selected. Then 
a matching circuit having a variation of reactance of opposite sense (and of the proper 
magnitude) is added to yield the tightly knotted transformed locus as shown. Essentially 
all the reactance variation may be eliminated; however, a small reactance variation and a 
larger resistance variation remain. In certain instances it may be advantageous to utilize 
two stages of compensation, as illustrated in Figure 52-20, in order to accomplish a doubly 
knotted transformed locus.
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FIGURE 52-19 Broadband compensation methods

FIGURE 52-20 A two-stage compensation method
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There are many ways of forming these matching circuits into physical structures. A 
few simple examples are shown in Figure 52-21. A more complex structure, utilizing a 
transformer with two compensating stubs in a circuit described earlier in this chapter, is 
shown in Figure 52-22.

Resonant lengths of the transmission line may be used in place of the lumped-constant 
resonant circuits. The LC product or the length of the line is selected for resonance at f0, 
the midfrequency of the sector. The L/C ratio or the characteristic impedance of the line 
section is selected to give the proper amount of compensating reactance at f+ and f−, the 
edge-band frequencies.

FIGURE 52-21 Possible physical embodiments of 
Figure 52-19

FIGURE 52-22 Structure to match barretter to 50-Ω impedance
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52.7 BALUNS

Antennas, if not driven properly, may interact in undesirable and unpredictable ways with 
their environment. Frequently, this interaction can be minimized by enforcing balanced 
operation: the currents in the two arms of a symmetric dipole should be equal, for example. 
A balun is a three-port network designed to couple an unbalanced transmission circuit at 
one port to a balanced transmission circuit at the other two ports. A balun may be a current 
balun, which forces the currents at the balanced ports to be equal and opposite, or a voltage 
balun, which does the same thing for the voltages at the balanced ports. Though many types 
of balun also possess impedance transformation properties, this is not the distinguishing fea-
ture of balun operation. Any desired impedance transformation can usually be accomplished 
using established methods.43,44 Conversion between a balanced mode and an unbalanced 
mode requires special techniques. Many balun designs have been developed, some of the 
basic types of which are shown in Figure 52-23. Further information on balun design can 
be found in the references.45–48

A balanced circuit is obtained in type 1 by introducing a high impedance of a resonant 
coaxial-choke structure between the outer conductor of the unbalanced coaxial circuit and 
ground. There is no counterpart of the choke impedance in the other side of the balanced 
circuit. Hence the balun does not present a well-balanced impedance at any frequency for 
which the choke impedance is not high. This shortcoming of type 1 is overcome in types 2 
and 3. Symmetry of the balanced circuit is maintained independently of frequency by a 
two-conductor choke (type 3) or by two identical, opposed, coaxial-choke cavities (type 2). 
The first three types have been widely used because of their simplicity and mechanical 
adaptability. The impedance bandwidth is limited by the shunting effect of the choke. Thus 
it is advantageous to keep the characteristic impedance of the choke lines as high as pos-
sible for a wideband operation.

Type 4 represents an improvement for many applications, particularly those involv-
ing impedance-level transformation. Unlike types 2 and 3, type 4 has the balanced circuit 
in the innermost line. Coupling is attained through a gap between line sections, as before. 
The necessary choke cavity, however, is around this gap in the unbalanced side of the 
structure. An unbalanced or single-ended cavity can be used without disturbing the per-
fect balance. The connections at the gap may be either of the series type, as in types 4a 
and 4c, or of a parallel type, as in types 4b and 4d. The parallel connection results in a 
balanced-to-unbalanced impedance ratio of 4.

An additional impedance control is available in any of the type 4 baluns at some expense 
of bandwidth by application of the principle of the tapped-stub transformer. This is illus-
trated by the alternative position of the unbalanced line in the drawing of type 4a. The 
desired impedance transformation ratio determines the length of coaxial-choke line on each 
side of the unbalanced-line tap position in accordance with Figure 52-18. Broadband com-
pensation techniques43 may be applied to types 2, 3, and 4.

The type 5 balun employs a half-wave delay line. It is connected between the two 
balanced-line terminals as shown, forcing the potentials to ground to be equal and oppo-
site at the design frequency. A balanced-to-unbalanced impedance ratio of 4 is obtained. 
Bandwidth can be increased by adding multiple sections.49

Type 6 employs helically wound transmission lines. At the unbalanced end, they are 
connected in parallel. Enough line length is used to develop high impedances to ground at 
the opposite ends. There the lines are connected in series to form the balanced terminals. 
A balanced-to-unbalanced impedance ratio of 4 is obtained.

Type 7a is a conventional 6l/4 hybrid ring which operates similarly to type 5. The path 
length from A to C is one-half wave longer than the path from A to B. Each path is an odd 
number of quarter waves long so that impedance transformation may be incorporated by 
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FIGURE 52-23 Types of baluns
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proper selection of wave impedances. Furthermore, a load resistor at D is connected to 
terminals B and C by quarter-wave lines. This arrangement tends to dissipate the energy 
of an unbalanced wave without affecting the balanced wave. Type 7b is a 4l/4 hybrid ring 
that operates similarly, except that the impedance-matching function is performed by the 
separate quarter-wave line AC.

Type 8 is a familiar lattice circuit, wherein the incoming unbalanced wave energy is 
divided equally between two channels, one providing a 90° lead, the other a 90° lag. The 
output voltage is balanced with respect to ground and is in quadrature with the input voltage. 
The lattice may be proportioned to match any two resistance values. The lumped-element 
reactances may be replaced with transmission-line stubs, which is particularly suitable for 
printed-circuit applications.50–51 The lattice balun may be generalized to a higher-order 
circuit to improve its bandwidth.52

Type 9 is similar in principle to type 6. It is most suitable for operation at the longer 
wavelengths where the size of a type 4 tends to become excessive. It may be connected for 
an impedance ratio of 1 or of 4.

Type 10a is a convenient balun type for feeding balanced dipoles. The slotted portion of 
transmission line supports two modes of transmission simultaneously. Energy in a coaxial 
mode from the unbalanced input is substantially unchanged by the presence of the slots. The 
field of this mode is almost completely confined within the outer conductor. There is also a 
balanced mode in which the halves of the slotted cylinder are at opposite potentials and the 
center conductor is at zero potential. The field is not confined to the space within the slotted 
cylinder. (If leakage and radiation are to be minimized, another cylinder may be added over-
all for shielding.) The connection strap between the inner conductor and one-half of the slot-
ted cylinder requires that the coaxial-mode voltage be equal and opposite to that half of the 
balanced-mode voltage. Thus a balanced-to-unbalanced impedance ratio of 4 is obtained.

Type 10a will give almost perfect balance over a wide frequency range if the slot width 
is kept small and symmetry is maintained at the strap end. A variation of this basic type of 
balun is the three-wire balun shown in type 10b. It is sufficiently well balanced for use in 
noncritical applications.

Type 11 illustrates another method by which an impedance transformation may be 
obtained by a connection independently of frequency. Two coaxial lines are connected in 
parallel at the unbalanced terminal and in series at the balanced terminal. A third cylinder is 
added to preserve symmetry. The impedance transformation ratio for this structure having 
two lines is 22, or 4. More coaxial lines could be added to give impedance transformation 
ratios of 9, 16, etc., but practical limits are soon reached in this direction. Bifilar coils can 
also be used in a balun operating on this principle.

Baluns of types 1-4, 10a,b, and 11 are based on various multiconductor transmission 
lines. Many variants on this idea have been studied in detail.53–55 Some types of balun, for 
example 1 through 4, 6, 9, and 11, can be improved for very wideband operation by the 
inclusion of such high-permeability materials as ferrite or powdered iron. The material in 
the form of toroidal cores, cylindrical cores, pot cores, or beads, placed in the magnetic 
field of a low-frequency-limiting shunt element, increases the length of that element, raises 
its impedance, and improves the low-frequency match. The influence of the material is 
much less at the high-frequency end, which can be 1 GHz or higher, because of a reduced 
effective permeability. Compact baluns and transmission-line transformers of the bifilar-
coil and coiled-cable types, having ferrite cores, typically operate over bandwidths of two 
to three decades.56–57 Core loss is low because the core does not interact strongly with the 
transmission-line mode.

The wideband balun of type 12 is a half wave or more of tapered transmission line that 
converts gradually, in cross-sectional characteristics, from an unbalanced line (coaxial line 
or stripline) at a first impedance at one end to a balanced two-conductor line at a second 
impedance at the other end, using a Chebyshev taper.58–59
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53.1 GENERAL DISCUSSION

This section introduces the need for radomes and their purpose in antenna systems. Design 
considerations for electrical, mechanical, and environmental performance are then dis-
cussed.

Purpose of Radomes

A radome is a protective enclosure for an antenna.1 The word radome was coined as a 
contraction of “radar dome,” however many radomes do not cover radar antennas and are 
not shaped like domes. The primary function of a radome is to protect an antenna system 
from the environments encountered in ground-based, shipboard, airborne, and aerospace 
applications. It is also important that a radome be designed to have minimum impact on the 
electrical performance of enclosed antennas.

Radomes are generally composed of low-loss dielectrics shells, with thickness compa-
rable to the wavelength of operation. They are shaped to cover the antenna and provide the 
internal volume necessary for mechanical antenna scanning. If needed for the application, 
they provide aerodynamic streamlining. Radomes are used with virtually all aperture-type 
airborne antennas and with many ground-based and shipboard aperture antennas, which 
must be protected from severe weather conditions. See Figure 53-1.

The importance of protecting antennas in their operational environment was recognized 
from the early days of radar. Many significant interactions with scanning antennas were 
then identified.2 Stationary and conformal antennas on vehicles also frequently require 
protection by flat or slightly curved windows. Applications include communication and 
radar altimeter antennas for reentry spacecraft, where extreme temperatures are encoun-
tered and ceramic materials must be used.3 A radant is a radome that includes an antenna as 
an integral part. Today, the term electromagnetic window is used for all types of radomes, 
windows, and radants, as well as for the transparent protective covers for optical and infra-
red sensors.

Electrical Considerations

The electrical performance of an enclosed antenna is always altered by a radome. This is due 
to distortion of the fields near the antenna caused by interactions at the material interfaces, 
and amplitude, phase, and polarization changes in the radome material. Radome-induced 
pattern distortion (Figure 53-2) includes changes in gain, sidelobe levels, beamwidth, null 
depth, and polarization characteristics. Streamlined radomes cause pointing or boresight 
error in angle-tracking systems. For proportional navigation systems, the rate of change 
of boresight error with antenna scan (boresight-error slope or rate) will affect guidance 
accuracy. Reflected power from the radome may cause magnetron pulling.2 For high-power 
applications, excessive losses in the radome material can raise the temperature to a point 
where both structural properties and electrical performance are degraded.4 Radome losses 
also raise the system noise temperature.5

First-order radome effects are often explained in terms of transverse electromagnetic 
(TEM) wave transmission and reflection from planar dielectric panels. Waves transmit-
ted by large aperture antennas can be approximated as a plane wave near the antenna 
and a curved radome wall can be considered as locally planar at each point of incidence. 
Reflected and transmitted waves are then approximated from planar slab theory and the 
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FIGURE 53-1 Radomes for airborne and surface based applications (Courtesy Raytheon 
Company)

(a) Aircraft, missile, and infrared electromagnetic windows

(b) Radomes for sea-based radar and communication antennas
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53-4 CHAPTER FIFTY-THREE 

resultant effects on overall antenna performance calculated. By reciprocity, the effect of 
the radome on a receiving antenna is the same as for transmitting.

Mechanical Considerations

Radome design is based on the materials and construction needed to provide adequate 
safety margins and acceptable weight. The materials must provide necessary strength over 
the service temperature and not have fatigue problems from vibration or impacts.

Mechanical stresses are produced in radomes by aerodynamic loading due to air-
flow, acceleration forces, and sudden thermal expansion due to aerodynamic heating  
(thermal shock).6 In high-speed radomes, thermal shock often causes the highest mechani-
cal stresses. These stresses are greatest in the nose region, which often contains a metal tip 
that must be integrated with the mechanical design.

The radome attachment to the airframe is also a critical design problem in high-temperature 
applications, because high aerodynamic loads produce large bending moments, which often 
occur near the end of missile flight and after exposure to significant heating. Bonding, fasteners, 
and clamps have been used for attachments.

Environmental Considerations

The radome environment is a primary factor in determining material type, wall design, and 
shape. All radome designs must consider operating temperature, structural loads, vibration, 
wind, sand, hail, and rain.

For ground-based radomes, wind loading is the most important factor in the selection 
of a radome design. Other factors to be considered are humidity, blowing dust or sand, 
rain, ice, snow, and moisture buildup on the outer wall.7 The radome configuration and 

FIGURE 53-2 Radiation patterns showing radome effects on element and sum beams
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mounting scheme will evolve from these environmental considerations and the electrical 
requirements. Typical surface-based structures include the metal space-frame,8 sandwich, 
monolithic-wall, and air-supported (inflatable) radomes.

Missile and aircraft radome designs are driven primarily by aerodynamic loads and the 
thermal environment. The selected configuration must be a trade between materials and 
shapes based on vehicle speed, trajectory, and electrical performance over the elevated tem-
peratures produced by aerodynamic heating. Dielectric constant and loss tangent of radome 
materials can vary significantly with temperature. Non-uniform heating of the radome wall 
also produces changes in boresight-error performance.

Rain erosion is a severe problem in missile-radome operation and can be a limitation 
for aircraft radomes. The radome shape, material type, and velocity influence rain erosion. 
A sharp-nose radome is less susceptible to damage than a blunted-nose radome because 
less impact energy is transferred to the structure. Rain erosion manifests itself as pitting of 
the radome surface and, in severe cases, leads to catastrophic failure. Degraded RF perfor-
mance can also result from the change in wall thickness. Special rain-erosion coatings and 
metal tips are used to provide resistance to rain erosion.

Water absorbed by a radome increases the dielectric constant and loss tangent of the 
wall. Preferred radome materials do not readily absorb water or must be treated with protec-
tive coatings. Water absorption also reduces the strength of most composite materials.

Static electricity caused by air friction can present a serious shock hazard. Thin antistatic 
coatings are used to neutralize static charge by providing a conducting path to attached 
structures. Lightning strikes to aircraft are common, so metallic lightning-diverter strips 
are used to minimize structural damage to the radome. Diverters cause some increase in 
sidelobe levels.

53.2 RADOME WALL DESIGN

This section discusses the configuration of radome walls and plane-wave analysis methods 
for predicting transmission and reflection properties. The importance of radome shape is 
also introduced.

Electrical Analysis

The most basic problem in radome electrical design is development of a wall configura-
tion that supports the antenna system requirements and is also compatible with the overall 
mechanical and environmental requirements. This requires a model for the RF transmission 
and reflection properties of the wall. From the beginnings of radome use, it was recog-
nized that tractable models can be based on some treatment of the incident field as a plane 
wave and the radome wall as an infinite planar slab. Solutions for this configuration are 
straightforward and have long been applied in radome design and analysis.1–2

The conditions for a plane wave incident on a uniform, isotropic dielectric slab are 
shown in Figure 53-3. The incidence angle (qi) is the angle between the vector pointing 
to the source ( ˆ)−k  and the surface normal (n̂.) The plane containing k̂ and n̂ is the plane 
of incidence. Polarization is referenced to the plane of incidence with components in this 
plane, called parallel polarized, and perpendicular to the plane, called perpendicular polar-
ized. These references are significant because, for isotropic materials, parallel polarized 
incidence results in completely parallel-polarized reflection and transmission, and likewise 
for perpendicular polarization. Therefore, these polarizations are eigen-polarizations of an 
isotropic slab.
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The fields internal to the slab are a combination of forward- and backward-traveling 
waves produced by reflections between the interfaces. Boundary conditions require conti-
nuity of the tangential electric and magnetic at all material interfaces. Therefore, analysis 
can be based on the transverse field components and their relationship between adjacent 
boundaries. These fields and dielectric slabs are analogous to cascaded TEM transmission 
lines and the ABCD transmission matrix used for microwave circuits9 can also be used to 
describe the wall transmission and reflection properties. The transverse components of the 
total fields at the input side are made up of the incident and reflected fields, Et

i ( )1+ Γ and 
Ht

i ( )1− Γ , and are related to the transverse components on the output side, Et
t and Ht

t, by
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Since wall interactions only depend on relative dielectric properties, all material 
parameters can be normalized to free space. For a slab with constitutive parameters, 
ε ε ε ε δr r r r ej j= − = −' '' ' ( tan )1  and µ µ µ µ δr r r r mj j= − = −' '' ' ( tan )1 , the ABCD matrix is 
given by
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 (53-2)

where t is the slab thickness, λ0 is the free space wavelength, and

Zr r r r i= −µ µ ε θsin2  (for perpendicular polarization)

Zr r r i r= −µ ε θ εsin2  (for parallel polarization)

kx r r i= −2

0

2π
λ µ ε θsin  (the propagation constant in the x-direction)

The slab transmission coefficient, T E Et i= / , and reflection coefficient, Γ = E Er i/ , 
are given by

 T
A B Z CZ D

= + + +
2

0 0/  (53-3a)

 Γ =
+ − −
+ + +

A B Z CZ D
A B Z CZ D

/
/

0 0

0 0
 (53-3b)

FIGURE 53-3 Conventions used for plane-wave propagation through a flat dielectric panel
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where Z i0 1= cosθ  for perpendicular polarization and Z i0 = cosθ  for parallel polarization 
are the normalized transverse impedances for the incident and transmitted waves.

The phase of T is referenced to the output side of the slab. An important parameter for 
radome performance is the phase shift introduced by insertion of the slab into the propaga-
tion path. This is obtained by removing the free space phase shift from input to output to 
form the insertion phase, IP, given by

 IP T t i= ∠ + 2

0

π
λ θcos  (53-4)

For radome analysis, the phase of T is adjusted by the IP obtain the insertion transmis-
sion coefficient. Insertion phase can be a strong function of polarization and incidence 
angle, which for appreciably-curved radomes, leads to distortion of the transmitted wave-
front and causes radome boresight errors and cross-polarization antenna responses.

The ABCD formulation is useful in analysis of multilayered structures because the out-
put of one layer becomes the input to the adjacent layer. Therefore, the ABCD matrices of 
individual layers can be cascaded in a matrix product to obtain the overall transmission and 
reflection coefficients of all layers.

Wall Configurations

Radome wall structures are configured to address design requirements using available 
materials and construction techniques. This section describes the electrical characteristics 
of some basic configurations including homogeneous single-layer (monolithic), multilayer, 
space-frame, and grooved walls. Figure 53-4 shows the common wall types.

A monolithic-wall consists of a single constant-thickness slab of homogeneous dielec-
tric material. The thickness of a monolithic wall radome may be selected to be electrically 
thin (less than approximately one-tenth wavelength) or an integer multiple of one-half 
wavelength in the dielectric. Thin-wall designs are applicable at lower frequencies where 
the permissible electrical thickness also provides adequate strength and rigidity, while 
multiple half-wave designs are used at higher frequencies where structural considerations 
prohibit the wall from being electrically thin and the operating bandwidth is sufficiently 
narrow (usually not more than 6–10%).

FIGURE 53-4 Radome wall-construction nomenclature
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To illustrate characteristics of a monolithic wall, Figure 53-5 shows the transmission of 
a panel designed for 9 GHz and 60° incidence angle. Three polarization states are shown 
for performance over a 0–20 GHz frequency range and for 0–90° incidence angles. High 
transmission is seen at very low frequencies, the design frequency, and twice the design 
frequency. Transmission for circular polarization is the complex average of parallel and 
perpendicular, T T TCP = +⊥( ) /|| 2, and is equal for right- and left-hand senses.

The low-frequency properties seen in Figure 53-5 apply to any electrically thin wall. 
These properties vary with wall thickness and dielectric, polarization, and incidence angle. 
Since there is low wall-absorption loss in low loss-tangent materials, the loss mechanism 
is mainly reflection. Thin-wall design curves for the maximum thickness required for a 
specified transmission level are presented by Kay.10

Transmission resonances occur in a monolithic wall at frequencies that produce integer 
multiples of a half wavelength thickness in the dielectric. The design thickness for these 
resonances, d, is given by

 d
n

n
r d

=
−

=
λ

ε θ
0

22
1 2 3

' sin
, , , , ...  (53-5)

The integer n is the order of the radome wall with n = 1 being a half-wave wall. The 
incidence angle, qd, is the design angle. For lossless materials, reflection will be zero at 
this angle of incidence, transmission will be unity, and equal insertion phase will occur for 
perpendicular and parallel polarization. Thus, at the design angle and frequency, Figure 53-5 
shows high transmission for all polarizations.

Transmission for parallel polarization is always greater or equal to that for perpendicu-
lar polarization. In addition, at the Brewster angle, qB, defined by

 θ εB r= −tan '1  (53-6)

FIGURE 53-5 Transmission magnitude (dB) for a half-wave design at 9.0 GHz and  
qd = 60° (d = 8.6 mm, εr

'  = 4.5, and tan d = 0.01)
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lossless materials will have zero reflection and unity transmission for parallel polarization, 
independent of panel thickness and frequency. No similar condition exists for perpendicu-
lar polarization.

Monolithic radome walls are used in many ground-based and shipboard applications 
where weight is not a problem and simplicity of design and construction is desired. Half-wave 
and full-wave walls are also common in high-speed airborne radomes, however lighter sand-
wich structures are often used for lower-speed aircraft and missile applications. Complete 
transmission curves for monolithic wall designs can be found in the reference section.1,11

Multilayer structures are used when a monolithic wall is unacceptable or does not provide 
adequate performance, especially in areas such as bandwidth, weight, or strength. Common 
multilayer configurations include the A sandwich, B sandwich, and C sandwich (Figure 53-4).

The A sandwich consists of three layers: two dense high-strength skins separated by a 
lower-density, lower-dielectric core material such as foam or honeycomb. This configura-
tion can provide much higher strength for a given weight than a monolithic wall.

The design of an A sandwich usually begins by selection of the skin thicknesses and 
then the core thickness is chosen so that the reflected wave from the second skin cancels the 
reflected wave from the first skin at the desired frequency and incidence angle. Other than 
at normal incidence, the core thickness required for matching will be different for parallel 
and perpendicular polarization. Usually perpendicular matching is selected because good 
transmission for parallel is provided by the Brewster angle phenomena. Figure 53-6 illus-
trates transmission properties for an A sandwich designed for 9 GHz, 50° incidence, and 
perpendicular polarization.

Design formulas and graphical data for A-sandwich walls are presented in the refer-
ence section.1,11 For the symmetric A sandwich, the inner and outer skins are identical and 
are usually thin with respect to wavelength. For higher frequencies of operation where 
a half-wave wall would be structurally unacceptable, an A sandwich can be constructed 

FIGURE 53-6 Transmission magnitude (dB) for a symmetric A sandwich designed for 
perpendicular polarization at an incidence angle of 50° and 9 GHz (skins: t = 1.27 mm,  
εr

'  = 4.0, tan d = 0.02; core: t = 7.75 mm, εr
'  = 1.2, tan d = 0.005)
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using two half-wave tuned skins separated by an arbitrary-thickness of low-dielectric core, 
since matching will not require reflection from one skin to be cancelled by reflection from  
the other. A sandwich designs are used in many narrowband, blunt-nose radomes because 
the low incidence angles provide nearly uniform transmission properties. A-sandwich walls 
are also used in some streamlined missile radomes to obtain wideband performance.

The B sandwich has three layers, reversed to the A sandwich: a dense core material 
and two lower-density outer materials, which can serve as quarter-wave matching layers. 
A B sandwich can provide very wide bandwidth at high incident angles. But, because the 
low-density outer layers usually have poor structural or environmental properties, it is 
only used in applications where this is acceptable. When the outer layers are selected for 
quarter-wave matching, both the thickness and dielectric constant must be specified and 
these will be different for the parallel and perpendicular polarization.

The C sandwich consists of five layers, like two A sandwiches joined together. These 
additional layers may be used to provide greater strength and rigidity in the mechanical 
design and also give more degrees of freedom for the electrical design. For example, a 
good transmission match can be obtained independent of the insertion phase. This enables 
the design of a highly curved radome using varying layer thicknesses to obtain uniform 
amplitude and phase transmission characteristics and thereby create minimal impact on low 
sidelobe antenna performance.12

Multilayer structures may contain any number of dielectric layers needed to achieve 
desired properties such as high transmission over a broad frequency band or multiple bands, 
or to incorporate desired environmental and structural features. Initial design of multilayer 
radomes should always be based on consideration of the fundamental properties of the low-
order structures. Optimization of the final design parameters can then be achieved using 
numerical techniques based on analysis of the cascaded wall layers.

Metal-loaded radomes consist of a combination of dielectric and conducting materi-
als. The inclusion of conducting material in a radome wall provides an additional design 
component to achieve RF properties that cannot be obtained with all-dielectric structures. 
Conducting material may consist of thin metal films with a periodic pattern of features 
arranged in a lattice or an electrically-thick metal with apertures. A thin patterned-metal 
acts as a shunt admittance on the equivalent transmission-line model of the wall, whereas 
the thick wall with apertures acts as a waveguide transmission line and has waveguide 
properties such as low-frequency cutoff.13 An infinite planar array of such elements is com-
monly called a frequency selective surface (FSS) due to the frequency dependent properties 
not found in purely dielectric walls.

Metallic radomes offer the potential for higher operating temperatures, better rain-erosion 
resistance, high strength-to-weight ratio, decreased static-charge buildup, ease of handling, 
and reduced interference from out-of-band signals. Good transmission properties have been 
demonstrated on a metallic radome14 that uses slots in a thin metal outer skin.

Design and analysis of FSS structures can be based on an infinite planar periodic array 
(or grid) with plane-wave incidence, representation of the fields by a harmonic series 
(Floquet modes), and expansion of the induced currents or aperture fields using selected 
modal sets.15–18 Analysis can also be performed using the FDTD method.19 All FSSs exhibit 
resonant frequency behavior (band pass and band stop.) Operation of a radome with a 
FSS may be near a resonant frequency or well below resonance. Common elements used 
in the sub-resonance region include wire grids and capacitive platelets. Wire grids are 
useful because they act as shunt inductive circuit elements,13 which can be used to tune a 
thin-wall radome or the skins of an A sandwich.20 Wire grids can also be used to increase 
the bandwidth of a half-wave design.11 Arrays of electrically-small metal platelets act as 
shunt capacitive elements that can be embedded in a dielectric skin to increase its effective 
thickness.20 Many types of metal-grid patterns have been described.11,15–16 FSS layers are 
also used in designs similar to radomes such as transmission and reflection polarizers, and 
dual-band subreflectors.15
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A space-frame radome consists of a network of structural beams covered with a electri-
cally thin dielectric material.8,11 It is often in the shape of a truncated sphere and is used in 
ground-based applications. The dielectric or metallic structural beams form triangular sec-
tions networked together to support the loads applied to the dielectric material. Although 
some antenna gain reduction is caused by the beams, their size and random orientation 
minimize undesired pattern distortion and boresight errors.

The grooved radome is a non-resonant structure consisting of a thick dielectric into 
which V-shaped grooves have been cut on both sides.21 The grooves on one side can be 
oriented 90°, with respect to those on the other side, to help cancel the anisotropic effects 
and equalize the transmission properties for orthogonal polarizations. Grooves provide a 
gradual transition from air to dielectric and back again, thus giving a continuous match to 
the incident wave analogous to pyramidal absorber materials. The groove depth determines 
the lowest frequency of operation, and the spacing the upper frequency limit.

Radome Shape

Radome shape and wall construction together comprise the radome configuration. Blunt 
radome shapes include the cylinder, the sphere, and combinations thereof. Since the inci-
dence angles encountered in these shapes are generally less than 30°, such radomes have 
been called normal-incidence radomes2 because they can be successfully designed by con-
sideration of only the normal-incidence wall transmission properties, which are independent 
of polarization. Reflections can be a problem in blunt radomes since the reflected energy 
can be returned directly to the antenna and increase the VSWR in the feed system.22

Streamlined shapes are used to reduce drag in nose radomes for airborne applications. 
Common streamlined shapes are the ogive (Figure 53-7), von Kármán, Sears-Haack, conical,  

FIGURE 53-7 Antenna-radome geometry for a tangent ogive 
radome
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ellipsoidal, power-series, and log-spiral.6 Incidence angles can range from 0 to 80° and 
higher, depending on the degree of streamlining which is often described by the radome 
length-to-diameter ratio called fineness ratio. Radome back reflection (VSWR) is not sig-
nificant in streamlined radomes, but focusing effects, Lloyd’s mirror effect, and trapped 
waves may have significant impact to electrical performance.1

The superspheroid was developed as a parametric representation which can be used for 
a wide variety of radome shapes: both blunt and streamlined.23

Radome shape affects both aerodynamic and electrical performance. In general, the 
more streamlined airborne shapes have less drag and are more resistance to rain damage; 
however, electrical performance is usually better for less streamlined shapes due to the 
lower incidence angles encountered. Sound design practice dictates that radome shape be 
optimized by considering both aerodynamic and electrical requirements.

53.3 ELECTRICAL ANALYSIS AND  
MODELING APPROACHES

This section describes methods that have been used to predict electrical performance of 
radomes and therefore can be used as design tools.

Antenna/Radome Interaction Phenomenology

The basic question in radome electrical design and analysis is how an antenna and radome 
will perform together as a system. This is a very difficult problem for most radomes 
because they are electrically large structures with complex geometry. Various quasi- 
optical techniques have historically been used for analysis. Recent advances in computa-
tional resources are now permitting more rigorous solutions as a boundary value problem. 
This section discusses the theoretical foundation for analysis and some techniques that 
have been applied.

Common to all radome analysis and modeling techniques are two primary issues:

1. How is RF transmission / reflection modeled at the radome wall? 

2. How is near-field propagation modeled within the antenna / radome cavity?

One modeling technique is based on the equivalence principle.24 In this approach, 
a transmitting antenna is considered and the fields transmitted to the radome interior 
are computed. Transmission through the wall is then calculated by a technique such as  
the plane wave/planar slab approximation to obtain the fields over the radome outer sur-
face. Radiation to the far field is then determined from equivalent currents obtained from 
the tangential field components over the external surface. See Figure 53-8.

Another approach is based on the Lorentz reciprocity theorem.24 In this method the 
received voltage is found by an integration that is performed over a closed surface, S1, sur-
rounding the antenna. The integral requires the fields over S1 that are produced by a source 
in the far field (with desired direction, frequency and polarization) and the fields produced 
by the antenna when transmitting. The voltage VR received in each channel of a monopulse 
antenna is given by

 V cR T R R T
S

= × − × ⋅∫∫ ( ) ˆE H E H n da
1

  (53-7)
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where

ET, HT = antenna near fields when transmitting (sum or difference beams),
ER, HR = fields from the far-field source and incident on the closed surface S1,
n̂  = outward unit normal to surface S1, and
C = a complex scale factor.

The integration surface may be chosen to coincide with the antenna aperture, the radome 
internal or external surface, or an arbitrary surface inside or outside the radome. It is the choice 
of the surface S1 and the approximations used to find the fields over it which distinguishes 
the various methods of radome analysis.25 Some techniques that have been used in model-
ing near-field propagation and wall transmission/reflection are summarized in Table 53-1  
and are discussed next.

Radome analysis methods have paralleled the development of airborne radar systems. 
Silver2 describes the geometrical-optics approaches taken up to 1949. By the mid 1960s 
radome design issues were well understood,1 even though computational electromagnetics 
was still in its infancy. Principles identified by early researchers show great insight into 
antenna/radome interactions. Their work is well worth reading.

Perhaps the oldest analysis technique is referred to as ray tracing. It is usually described 
for a receiving antenna with the incident wave modeled by ray bundles. The radome wall 
is treated as being locally planar and modeled with the polarization-dependent, complex 
transmission coefficients for an infinite planar slab, lying in the tangent plane at the points 

Wall Transmission / Reflection Propagation Within Radome Cavity

• Tangent Plane Approximation
• Finite Element Method (FEM)
• Finite-Difference Time-Domain (FDTD)
• Integral Equation
• Complex Ray

• Ray-Tracing (diffraction ignored)
• Near-Field Source Integration
• Finite-Difference Time-Domain (FDTD)
• Plane Wave Spectrum (PWS)
• Finite Element Method (FEM)

Table 53-1 Analysis Techniques for Modeling Transmission/Reflection at the Radome Wall and 
Propagation Within the Radome Cavity

FIGURE 53-8 Use of equivalence and Lorentz reciprocity theorems to find antenna patterns in the pres-
ence of a radome

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Radomes



53-14 CHAPTER FIFTY-THREE 

of incidence of the impinging rays. The incidence angle and local polarization are deter-
mined by the surface normal and propagation vector. After applying transmission coef-
ficients, the wave travels to the receiving aperture in the same direction as the incident 
field, thus ray tracing. Because diffraction effects due to changes in amplitude or phase are 
ignored, this is a geometric-optics approach. For electrically large systems, ray tracing is 
reasonably accurate in determining first order effects since only weak diffraction occurs 
between the radome and high-gain antenna. Ray tracing analysis is fast because extensive 
operations, such as matrix inversion, are not required.5

The limitations of ray tracing in modeling antenna near fields lead to techniques based 
on summation of distributed sources for predicting diffraction effects. Tricoles26 formu-
lated a three-dimensional method of radome analysis based on Shelkunoff’s induction and 
equivalence theorems. Paris27 applied these principles by integrating equivalent currents 
over the radome external surface in order to find the pattern of a horn antenna covered 
by a radome. Incident near-fields at the radome were found by a near-field summation 
and the tangent-plane approximation used for wall transmission. Tavis28 describes a three-
dimensional ray-tracing technique to find the fields on an equivalent aperture external to 
an axially symmetric radome. 

Wu and Rudduck29 developed a surface-integration method that uses an analytical 
plane-wave spectrum (PWS) representation to characterize the antenna near fields. This 
can be generalized for arbitrary apertures by use of the fast Fourier transform (FFT), which 
can also speed up the computer calculations.30 Huddleston et al25 have compared three- 
dimensional radome-analysis methods, which use a general formulation based on the 
Lorentz reciprocity theorem.

Siwiak et al31 applied the reaction theorem to the analysis of a tangent-ogive missile 
radome to determine boresight error. Their approach is based on surface integration of the 
antenna near fields and received fields carried out over the radome interior surface. The tan-
gent plane approach was used to find the received fields at the radome interior and a model 
for one-bounce reflection from the radome far wall was based on ray tracing. A similar 
approach, but for the transmit case, has been developed for arbitrary shaped radomes.32

Hayward et al33 compared the accuracies of two methods of analysis in the cases of large 
and small radomes to show that ray tracing does not accurately predict wavefront distortion 
in small radomes. Burks et al34 developed a ray-tracing analysis for large radomes which 
includes first-order reflections from the radome wall, and they demonstrated the correlation 
between wavefront distortion and boresight error including effects of polarization.

Gao and Felsen35 presented a method of tracing complex rays through a tapered dielec-
tric radome to find the near and far fields of the antenna. Orta et al36 developed a Green’s 
function technique to describe wall transmission characteristics independent of the excita-
tion fields.

For most radomes, which are many wavelengths in size, integral-equation and finite-
element methods (FEM) have been impractical due to the enormous computing resources 
required. However, the assumption of an axisymmetric shape greatly reduces the computa-
tional burden and forms the basis for a FEM method described by Gordon and Mittra37 and 
the unimoment analysis of Kvam and Mei.38 A volume integral approach for solution of 
two-dimensional radome problems has also been described by Sukharevsky et al.39

A hybrid technique for electrically large axisymmetric radomes can be based on 
method-of-moments analysis of the wall in the nose region, tangent-plane approximations 
for the remaining wall, and analytical surface integration of equivalent currents to calculate 
antenna patterns.40

A purely numerical approach for radome analysis can be implemented using the finite-
difference time-domain (FDTD) technique, a method for solving the differential form of 
Maxwell’s equations.41 FDTD uses the same model to account for both wall transmis-
sion /reflection and propagation. No added complexity is needed to account for tip and 
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bulkhead scattering. This technique is limited only by numerical accuracy and approxima-
tions needed to grid the radome and space, and the appropriate boundary conditions at the 
edges of the solution volume.

Effects on Antenna System Performance

Radomes will have some effect on every aspect of antenna performance and therefore 
affect all system parameters that rely on antenna characteristics. This includes changes in 
gain, sidelobe levels, beamwidth, null depth, and polarization. Radome loss is the differ-
ence in antenna gain with and without the radome present. Loss reduces system sensitivity, 
ERP, and link margin. Losses occur due to both impedance mismatch at the radome wall 
and dissipation within the wall. Loss can also be caused by increased antenna beamwidth 
due to amplitude and phase errors introduced by transmission through a curved wall and 
depolarization of the main beam.

Radome-induced changes in the amplitude and phase of antenna near fields usually 
increase far field sidelobe levels. Collimated reflection off the wall can also create a large 
reflection sidelobe, especially in highly streamlined radomes. Polarization of sidelobes will 
be changed by the radome and for some directions cross-polarized sidelobes will be higher 
than co-pol. Cross polarization is especially significant for the difference patterns used 
in monopulse tracking systems. Within the sum main-lobe, missile radomes can produce 
cross-polarized responses in the difference pattern that are as high as –20 dB with respect 
to sum. Furthermore, the slope of this cross-pol difference response is often opposite to 
that for co-pol, which will cause positive feedback in a tracking system and thus create a 
vulnerability to cross-pol jamming.

Boresight errors are caused by the asymmetric wavefront distortion of signals that pass 
through a radome and are received by angle-tracking antennas. This is an especially sig-
nificant problem for homing missiles that use guidance based on estimates of target direc-
tion. Depending on the guidance system employed, boresight errors and boresight-error 
slopes affect missile performance in different ways. Consequently, radome specifications 
should be developed using consideration of overall tracking-system performance. Since 
it is impossible to obtain zero BSE at all scan angles (except for hemispherical radomes), 
angle-error compensation may be implemented in processing software based on measure-
ments and lookup tables. If the table data is taken at ambient temperatures, there will be 
some uncertainty about its accuracy at elevated operating temperatures. Also, there may be 
some residual errors when receiving wave polarizations other than those used for making 
the compensation table.

Design Techniques

Radome design represents an enormous challenge due to the competing requirements from 
many disciplines. Material selection must be based on structural and thermal considerations. 
Shape is based on aerodynamic requirements and accommodation of antenna mounting and 
scanning. The wall configuration must support both electrical and structural goals. Radome 
design is always an iterative process based on understanding of the performance trades and 
component interactions.

The wall configuration is selected based on materials suitable for the thermal environ-
ment and a cross-section design that will support both the mechanical loads and the system 
center frequency and bandwidth. After selection of a baseline, one-dimensional thermal 
analysis can be performed to compute safety factors based on material strength and stress 
analysis of expected loads. Preliminary assessment of electrical performance can be based 
on flat panel analysis using incidence angles estimated by ray tracing.
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Refinement of the design will occur as a result of these analyses. Optimization of the 
wall for minimum boresight error and gain loss over scan angle and frequency can be 
achieved by creating histograms of the incident angles and then tapering the wall thick-
ness for best transmission and uniform insertion phase at the most likely incidence angles. 
Computer-aided analysis based on one of the techniques discussed previously will speed 
this process and provide performance predictions that can be used in system analysis. Two 
and three dimensional analysis of thermal and structural performance should be done in 
parallel with electrical optimization. Final design for a prototype will be based on engineer-
ing judgment with consideration of all analysis and verification then provided by testing.

53.4 RADOME MATERIALS

Electrical, structural, and thermal performance are primary factors in the selection of radome 
materials. Reliability, length of service, and cost can also be important considerations.

Ceramics

Ceramic materials that have been considered for radomes include aluminum oxide, beryl-
lium oxide, boron nitride (pyrolytic and hot-pressed), magnesium aluminate (spinel), mag-
nesium aluminum silicate (cordierite), magnesium oxide, silicon dioxide, sintered silica, 
and silicon nitride. The electrical properties of some ceramic radome materials are tabu-
lated in Table 53-2. These electrical properties will vary depending on fabrication method, 
material density, and temperature.

Table 53-2 Ceramic Radome Materials (8.5 × 109 Hz, Ambient Temperature)

Material Density, g/cm3 Dielectric Constant Loss Tangent

ALON, 9Al2O3·5AlN 3.69 9.28 0.0003

Aluminum oxide 3.32 7.85 0.0005

Alumina, hot-pressed 3.84 10.0 0.0005

Beryllium oxide 2.875 6.62 0.001

Boron nitride, hot-pressed 2.13 4.87 0.0005

Boron nitride, pyrolytic 2.14 5.12 0.0005

IRBAS 3.25 7.75 0.0012

Magnesium aluminate (spinel) 3.57 8.26 0.0005

Magnesium aluminum silicate (cordierite) 2.44 4.75 0.002

Magnesium oxide 3.30 9.72 0.0005

Pyroceram 9606 2.60 5.58 0.0008

Silicon dioxide 2.20 3.82 0.0005

Silica-fiber composite (AS-3DX) 1.63 2.90 0.004

Slip-cast fused silica 1.93 3.33 0.001

Silicon nitride 2.45 5.50 0.003
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For high-speed homing missiles, currently used radome materials include Pyroceram 
9606, slip-cast fused silica, and IRBAS (in-situ reinforced barium aluminosilicate). Silicon 
nitride also holds promise for radome applications due to its strength and hardness.

Radome materials for multimode missile seekers must have low transmission losses at 
some combination of microwave, millimeter-wave, optical, and infrared (IR) wavelengths. 
Materials that can be considered for this application include zinc sulfide, zinc selenide, 
magnesium floride, ALON, spinel, sapphire, yttria, diamond, and gallium arsenide.42

Organic and Composites

Many thermoplastic and thermoset materials are suitable for radome use. Structural proper-
ties of resin systems can be enhanced by combination with a reinforcement material to cre-
ate a composite. The electrical and structural properties of composite materials will depend 
on the matrix/reinforcement ratio, material purity, porosity, moisture content, temperature, 
fabrication process, and changes that occur during aging or environmental exposure. All 
these factors should be thoroughly investigated for any radome design. Some commonly 
used materials are listed in Table 53-3, and more comprehensive lists are found in the refer-
ence section.5–6

Thermoplastic materials are limited to applications involving modest temperatures, 
whereas laminates using polyimide or polybenzimidazole resins can withstand temperatures 
near 750°F. For higher temperatures, either ceramic materials or ablative coatings are usually 
required. Fiber-loaded Teflon (Duroid®) materials can be used at very high temperatures for 
a short period of time due to the temperature limiting properties of ablation. Duroid 5650 has 
been chosen as the best performer in a high-supersonic-rain environment.

Material Dielectric Constant Loss Tangent

Thermoplastics

  Lexan 2.86 0.006

  Teflon 2.10 0.0005

  Noryl 2.58 0.005

  Kydox 3.44 0.008

Composites

  Epoxy-E glass cloth 4.40 0.016

  Polyester-E glass cloth 4.10 0.015

  Polyester-quartz cloth 3.70 0.007

  Polybutadiene 3.83 0.015

  Fiberglass-polybenzimidazole 4.9 0.008

  Quartz-reinforced bismaleimide 3.3 0.004

  Quartz-reinforced cyanate-ester 3.3 0.005

  Quartz-reinforced polyimide 3.2 0.008

  Duroid 5650 (loaded Teflon) 2.65 0.003

Table 53-3 Organic Radome Materials (8.5 × 109 Hz, Ambient Temperature)
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Polyurethane and fluoroelastomer coatings are used for rain-erosion protection and, 
when slightly loaded with conductive fillers, also provide an antistatic coating. For adequate 
protection, the coating thickness is typically 0.01-0.02 inch (0.25-0.50 mm). For higher-
speed missiles, rain-erosion coatings of polyurethane or neoprene are not used because of 
the higher temperatures involved. However ablative coatings such as Duroid and Avcoat 
offer a method to reduce rain erosion. Ablative coatings will change the wall thickness dur-
ing flight and this must be considered in the radome electrical design. Protective coatings 
that cause beading of water have lower effects on electrical performance than those which 
produce continuous films.43

53.5 FABRICATION AND TESTING

After design, a radome must be built and tested. This section summarizes common fabrica-
tion and testing techniques.

Fabrication Methods

Radome fabrication methods depend on the selected radome materials, and the final selec-
tion of materials is often based on the availability of a reliable and affordable manufactur-
ing method. Construction methods for organic radomes include wet lay up, vacuum bag, 
autoclave, pressure bag, matched die, filament winding, resin transfer, foam in place, and 
injection molding.

Ceramic radomes have been constructed using slip casting, cold pressing, injection 
molding, hot pressing, glass forming, and flame spraying.6 Machining is often required for 
both organic and inorganic radomes to provide the necessary tolerances on wall thickness 
and interface dimensions.

Mechanical and electrical tests are performed throughout production. Before fabrica-
tion, tests are performed on specimens of the candidate radome structures to ensure that 
the required mechanical and electrical properties are reproducible within the required tol-
erances. During fabrication, quality-control tests are carried out to ensure correct shape, 
size, dielectric constant, loss tangent, and wall thickness. After fabrication, laboratory and 
operational tests are performed to validate radome performance in the field.

Electrical Test

Electrical testing of radomes includes measurements of complex permittivity of radome 
materials and electrical characteristics of the complete antenna-radome combination. 
Dielectric constant and loss tangent of material samples can be determined at microwave 
frequencies and high temperatures by using free-space transmission,44 Fabry-Perot resona-
tor,45 and waveguide transmission or reflection techniques.46 Accuracy is enhanced by use 
of modern network analyzers.47

Radome electrical testing includes measurement of transmission efficiency, boresight 
error, boresight-error slope, beam deflection, radome reflection, antenna-pattern distor-
tion, and depolarization as functions of antenna-radome orientation (scan) and frequency. 
Standard antenna range equipment, with the addition of a radome-test fixture,48 can be used 
to measure pattern distortion, transmission efficiency, reflection (VSWR), and depolar-
ization. Boresight-error measurements are more demanding because the indicated source 
direction must be accurately measured for varying antenna/radome geometry. Ways for 
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doing this include moving the source antenna on a xy-positioner in an automated closed-
loop and using the indicated-angle error voltages in an open loop.48

Mechanical and Aero/Thermal Test

Mechanical testing includes measurements of physical dimensions and testing of the struc-
tural, thermal, and rain-erosion properties of the complete radome. Ultrasonic and microwave-
interferometer techniques can be used to measure wall thickness. Structural testing involves 
static loading of the radome, using mechanical, pressure, or vacuum methods in a manner 
simulating operational conditions. This must often be done at design temperatures. High-
temperature and thermal-shock testing can be carried out by using oxyacetylene torches, 
quartz lamps, rocket motors, ramjet engines, solar furnaces,49 and supersonic wind tun-
nels.50–51 Rain-erosion testing has been carried out by using rocket sleds,52 rotating arms, 
shotgun lead pellets, and single and multiple impact waterjet apparatus.6,42 While highly 
desirable, it is extremely difficult to combine electrical and thermal tests, due to problems 
such as the reverberant RF environment in a wind tunnel, dynamics of a rocket sled test, 
and non-uniform heating of a solar furnace.

During radome development, computer-aided analyses should be used to predict the 
temperatures and mechanical stresses produced by aerodynamic loading and heating as 
functions of trajectory, altitude profile, velocity, and maneuvers of the vehicle. Parameters 
to be calculated include thermal-induced stresses, melting, dielectric changes, and maneu-
ver loads versus trajectory time. Of particular interest is stress concentration in the tip 
region due to dissimilar materials and thermal expansion, and also bending stresses at the 
base of the radome due to aerodynamic pressure and maneuver. All radome test programs 
should be guided by the likely failure modes predicted by analysis.

REFERENCES

 1. T. E. Tice (ed.), “Techniques for Airborne Radome Design,” AFAL-TR-66-391, vol. 1 (December 
1966): 6.

 2. S. Silver (ed.), Microwave Antenna Theory and Design (New York: McGraw-Hill, 1949): 522–542.
 3. J. D. Walton (ed.), “Techniques for Airborne Radome Design,” AFAL-TR-66-391, vol. 2 (December 

1966): 450.
 4. K. D. Hill and J. D. Kelley, “Radome Design for High Power Microwave Systems,” Proc. 21st 

USAF Antenna R&D Symp., Air Force Avionics Laboratory and University of Illinois (October 
1971): 1–49.

 5. D. J. Kozakoff, Analysis of Radome-Enclosed Antennas (Boston: Artech House, 1997).
 6. J. D. Walton, Jr. (ed.), Radome Engineering Handbook: Design and Principles (New York: Marcel 

Dekker, Inc., 1970).
 7. I. Anderson, “Measurements of 20-GHz Transmission Through a Radome in Rain,” IEEE Trans. 

Antennas Propagat., vol. AP-23, no. 5 (September 1975): 619–622.
 8. A. F. Kay, “Electrical Design of Metal Space Frame Radomes, IEEE Trans. Antennas Propagat., 

vol. AP-13 (March 1965): 188–202.
 9. D. M. Pozar, Microwave Engineering 3rd Ed. (Hoboken, NJ: John Wiley & Sons, 2005):  

183–189.
10. A. F. Kay, “Radomes and Absorbers,” Antenna Engineering Handbook, 1st Ed., Chap. 32, H. Jasik 

(ed.) (New York: McGraw-Hill, 1961).
11. V. J. Dicaudo, “Radomes,” Radar Handbook, Chap. 14, M. I. Skolnik (ed.) (New York: McGraw-

Hill, 1970).

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Radomes



53-20 CHAPTER FIFTY-THREE 

12. B. Rulf, “Problems of Radome Design for Modern Airborne Radar,” Part 1, Microwave J.,  
vol. 28, no. 1 (January 1985): 145–152; Part 2, vol. 28, no. 5 (May 1985): 265–271.

13. L. A. Robinson, “Electrical Properties of Metal-loaded Radomes,” WADD Tech. Rept. 60-84, 
ASTIA-AD 249410 (February 1960).

14. E. L. Pelton and B. A. Munk, “A Streamlined Metallic Radome,” IEEE Trans. Antennas Propagat., 
vol. AP-22 (November 1974): 799–803.

15. T. K. Wu (ed.), Frequency Selective Surface and Grid Array (New York: John Wiley & Sons,  
Inc., 1995). 

16. B. A. Munk, Frequency Selective Surfaces: Theory and Design (New York: John Wiley & Sons 
Inc., 2000).

17. T. Cwik, R. Mittra, K. C. Lang, and T. K. Wu, “Frequency Selective Screens,” IEEE Antennas 
Propagat. Soc. Newsletter (April 1987): 5–10.

18. R. Mittra, C. H. Chan, and T. Cwik, “Techniques for Analyzing Frequency Selective Surfaces—A 
Review,” Proc. IEEE, vol. 76, no.12 (December 1988): 1593–1615.

19. J. G. Maloney and M. P. Kesler, “Analysis of Periodic Structures,” Advances in Computational 
Electrodynamics, Chap. 6, A. Taflove (ed.) (Boston: Artech House, 1998).

20. R. H. J. Cary, “Radomes,” The Handbook of Antenna Design, 2nd Ed., Chap. 14, A. W. Rudge, K. 
Milne, A. D. Oliver, and P. Knight, (eds.) (London: Peter Peregrinus, 1986).

21. D. G. Bodnar and H. L. Bassett, “Analysis of an Anisotropic Dielectric Radome,” IEEE Trans. 
Antennas Propagat., vol. AP-23 (November 1975): 841–846.

22. W. Cady, M. Karelitz, and L. Turner, Radar Scanners and Radomes, MIT Radiation Laboratory 
Series, vol. 26 (New York: McGraw-Hill, 1948).

23. P. L. Overfelt, “Superspheroids: A New Family of Radome Shapes,” IEEE Trans. Antennas 
Propagat., vol. AP-43 (February 1995): 215–220.

24. R. F. Harrington, Time-Harmonic Electromagnetic Fields, Chap. 3 (New York: McGraw-Hill, 
1961).

25. G. K. Huddleston, H. L. Bassett, and J. M. Newton, “Parametric Investigation of Radome Analysis 
Methods,” IEEE Antennas Propagat. Int. Symp. Dig. (May 1978): 199–201.

26. G. P. Tricoles, “Radiation Patterns and Boresight Error of a Microwave Antenna Enclosed in 
an Axially Symmetric Dielectric Shell,” J. Opt. Soc. Am., vol. 54, no. 9 (September 1964):  
1094–1101.

27. D. T. Paris, “Computer-Aided Radome Analysis,” IEEE Trans. Antennas Propagat., vol. AP-18, 
no. 1 (January 1970): 7–15.

28. M. Tavis, “A Three-Dimensional Ray Tracing Method for the Calculation of Radome Boresight 
Error and Antenna Pattern Distortion,” Rep. TOR-0059 (56860)-2, Air Force Systems Command, 
May 1971.

29. D. C. F. Wu and R. C. Rudduck, “Plane Wave Spectrum-Surface Integration Technique for 
Radome Analysis,” IEEE Trans. Antennas Propagat., vol. AP-22, no. 3 (May 1974): 497–500.

30. E. B. Joy and G. K. Huddleston, “Radome Effects on Ground Mapping Radar,” Cont. DAAH01-
72-C-0598, AD-778 203/0, U.S. Army Missile Command, March 1973.

31. K. Siwiak, T. B. Dowling, and L. R. Lewis, “Boresight Error Induced by Missile Radomes,” IEEE 
Trans. Antennas Propagat., vol. AP-27, no. 6 (November 1979): 832–841.

32. J. A. Shifflett, “CADDRAD: A Physical Optics Radar/Radome Analysis Code for Arbitrary  
3D Geometries,” IEEE Antennas and Propagation Magazine, vol. 39, no. 6 (December 1997): 
73–79.

33. R. A. Hayward, E. L. Rope, and G. P. Tricoles, “Accuracy of Two Methods for Numerical Analysis 
of Radome Electromagnetic Effects,” Proc. 14th EM Windows Symp. (June 1978): 53–55.

34. D. G. Burks, E. R. Graf, and M. D. Fahey, “A High-Frequency Analysis of Radome-Induced Radar 
Pointing Error,” IEEE Trans. Antennas Propagat., vol. AP-30 (September 1982): 947–955.

35. X. J. Gao and L. P. Felsen, “Complex Ray Analysis of Beam Transmission Through Two-
Dimensional Radomes,” IEEE Trans. Antennas Propagat., vol. AP-33, no. 9 (September 1985): 
963–975.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Radomes



 RADOMES 53-21

36. R. Orta, R. Tascone, and R. Zich, “Performance Degradation of Dielectric Radome Covered 
Antennas,” IEEE Trans. Antennas Propagat., vol. 36, no. 12 (December 1988): 1707–1713.

37. R. K. Gordon and R. Mittra, “Finite Element Analysis of Axisymmetric Radomes,” IEEE Trans. 
Antennas Propagat., vol. 41, no. 7 (July 1993): 975–981.

38. T. M. Kvam and K. K. Mei, “The Internal Fields of a Layered Radome Excited by a Plane Wave,” 
IEEE Antennas Propagat. Int. Symp. (June 1981): 608–611.

39. O. I. Sukharevsky, S. V. Kukobko, and A. Z. Sazonov, “Volume Integral Equation Analysis of a 
Two-Dimensional Radome With a Sharp Nose,” IEEE Trans. Antennas Propagat., vol. 53, no. 4 
(April 2005): 1500–1506.

40. M. A. Abdel Moneum, Z. Shen, J. L. Volakis, and O. Graham, “Hybrid PO-MoM Analysis of 
Large Axi-Symmetric Radomes,” IEEE Trans. Antennas Propagat., vol. 49, no. 12 (December 
2001): 1657–1666.

41. J. G. Maloney and G. S. Smith, “Modeling of Antennas,” Advances in Computational 
Electrodynamics, A. Taflove (ed.) (Boston: Artech House, 1998): 453–456.

42. D. C. Harris, Materials for Infrared Windows and Domes: Properties and Performance 
(Bellingham, WA: SPIE Optical Engineering Press, 1999).

43. J. A. Effenberger, R. A. Strickland, and E. B. Joy, “The Effects of Rain on a Radome’s Performance,” 
Microwave J. (May 1986): 261–273; errata (August 1986): 145.

44. H. L. Bassett, “A Free-Space Focused Microwave System to Determine the Complex Permittivity 
of Materials to Temperatures Exceeding 2000°C,” Rev. Sci. Instrum., vol. 42, no. 2 (February 
1971): 200–204.

45. K. H. Breeden and J. B. Langley, “Fabry-Perot Cavity for Dielectric Measurements,” Rev. Sci. 
Instrum., vol. 40, no. 9 (September 1969).

46. Standard Test Methods for Complex Permittivity (Dielectric Constant) of Solid Electrical 
Insulating Materials at Microwave Frequencies and Temperatures to 1650oC, ASTM Standard 
D2520, American Society for Testing and Materials.

47. Basics of Measuring the Dielectric Properties of Materials, Agilent Literature Number 5989-
2589EN, Agilent Technologies Inc. (June 26, 2006).

48. T. J. Lyon, “Radome Measurements,” Microwave Antenna Measurements, 3rd ed., Chap. 12, J. S. 
Hollis, T. J. Lyon, and L. Clayton, Jr. (eds.), (Atlanta: Scientific-Atlanta, Inc., 1985).

49. R. K. Frazer, “Duplication of Radome Aerodynamic Heating Using the Central Receiver Test 
Facility Solar Furnace,” Proc. 15th EM Windows Symp., (June 1980): 112–116.

50. D. J. Kozakoff, “Aerodynamically Heated Radome Measurement Techniques,” Georgia Tech. 
Rep. A-2945, Cont. CFSI 4-81, F40600-81-0003, September 1981.

51. J. D. Walton, Jr., and H. L. Bassett, “A Program to Measure Radome/Antenna Patterns at High 
Temperature,” Georgia Tech. Rep., Cont. DAAH01-73-C-0614, U.S. Army Missile Command, 
March 1974.

52. K. N. Letson et al, “Rain Erosion and Aerothermal Sled Test Results on Radome Materials,” Proc. 
14th EM Windows Symp. (June 1978): 109–116.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Radomes



Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Radomes



54-1

Propagation

Joel T. Johnson
The Ohio State University

CONTENTS

54.1  INTRODUCTION AND OVERVIEW OF  
PROPAGATION EFFECTS  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54-2

54.2 FREE SPACE PROPAGATION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54-3

54.3 ATMOSPHERIC REFRACTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54-4

54.4 ATMOSPHERIC GAS AND RAIN ATTENUATION . . . . . . . . . . . . . .  54-6

54.5  EMPIRICAL PATH LOSS MODELS FOR  
LINE-OF-SIGHT LINKS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54-11

54.6 FADING AND MULTIPATH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54-14

54.7 IONOSPHERIC EFFECTS AT MICROWAVE FREQUENCIES  . . . . .  54-16

54.8  IONOSPHERIC AND GROUND WAVE  
EFFECTS AT FREQUENCIES LESS THAN 50 MHZ  . . . . . . . . . . . .  54-17

Chapter 54

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Source: ANTENNA ENGINEERING HANDBOOK



54-2 CHAPTER FIFTY-FOUR 

54.1 INTRODUCTION AND OVERVIEW  
OF PROPAGATION EFFECTS

An antenna is a component in an electromagnetic system that provides an interface 
between the transmitter or receiver and the external environment. The effect of the exter-
nal environment on electromagnetic propagation also is an important component of the 
electromagnetic system, and often plays a strong role in the design of the overall sys-
tem as well as the antenna components. Because there are numerous environments in 
which antennas are employed (for example, underground, inside buildings or tunnels, 
inside the human body, and so on), a complete discussion of propagation effects would 
include a wide variety of such environments and the propagation behaviors unique to 
each. In addition, the physical means by which electromagnetic waves are transmitted 
from one location to another (called propagation “mechanisms”) are highly dependent 
on the electromagnetic wave frequency. Again a complete discussion would consider 
frequencies ranging from as low as the sub-kHz range up to optical frequencies or even 
beyond. These facts make clear that EM wave propagation in general is an immense 
subject, within which numerous topics and subdisciplines are contained. However, given 
the focus of the current volume on antenna design primarily at microwave frequencies 
(for example, around 300 MHz to 100 GHz), the discussion in this chapter is focused on 
microwave propagation effects in the Earth’s troposphere, as this is the environment in 
which many antenna applications occur. Some discussion of propagation effects at fre-
quencies as low as 1 MHz in the Earth environment is also provided. While “reflections” 
by the Earth’s ionosphere are not a useful propagation mechanism at frequencies greater 
than around 50 MHz, ionospheric effects remain important in some applications up to 
frequencies as high as 6 GHz, as will be discussed in Section 54.7.

If sufficient antenna gain exists so that illumination of any obstacles (including the 
Earth’s surface) is avoided, the propagation environment becomes the Earth’s atmo-
sphere and any weather-related features contained within. While this environment is 
reasonably approximated as free space in many situations, propagation effects including 
gaseous and rain attenuation, refraction, multipath fading, and atmospheric scintillations 
are present and can be determining factors in system design in some cases. If obstacles 
are illuminated, multipath fading becomes more prominent, and the diffraction mecha-
nism becomes important if the line-of-sight path is obstructed. This chapter discusses 
propagation in free space, effects related to atmospheric refraction, gas and rain attenu-
ation, empirical models for path loss on terrestrial links, basic multipath fading models, 
and ionospheric effects. References to more detailed information on these and other 
subjects are provided throughout.

It is important at this point to clarify the possible interaction of the propagation envi-
ronment with an antenna’s properties. By coupling an electronic system to the outside 
world, the antenna becomes sensitive to its environment; therefore, properties such as 
its radiation pattern, impedance, and efficiency are strongly influenced by the location 
and surroundings of the antenna. It is important that the antenna designer consider these 
effects when developing a design in order to ensure that the desired antenna functional-
ity is achieved when the antenna is placed in its operating location. For mobile systems, 
the antenna’s environment will change frequently, so that consideration of antenna func-
tionality in a range of possible surroundings is desirable. While the distinction between 
propagation contributions and environmental effects on antenna properties in a given 
measurement can sometimes be difficult to make, most practicing engineers would 
describe the influence of structures (obstacles, water, and so on) located very close to the 
antenna as influencing the antenna rather than the propagation environment. This chapter 
excludes discussion of such environmental influences on antenna properties and focuses 
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 PROPAGATION 54-3

instead on the typical meaning of propagation effects, which involve the contributions 
of the environment outside the very near region of the transmit or receive antennas. 
One related antenna parameter discussed elsewhere in this volume is the antenna noise 
temperature, which is also influenced by the external environment. See Chapter 50 (by 
Burnside et al) for further discussion.

While references for specific topics will be provided, a general resource for informa-
tion on radio wave propagation is the Radio Communication Sector of the International 
Telecommunication Union (ITU-R).1 The Recommendations series of the ITU-R describes 
methods for predicting electromagnetic wave propagation in a variety of situations; the 
methods presented have been agreed upon internationally following a detailed evaluation 
process, and continue to be revised as improved models are developed. The reader is rec-
ommended to examine the ITU-R web site to determine if further improvements to the 
Recommendations cited (current as of 2007) are available.

54.2 FREE SPACE PROPAGATION

If it is assumed that both transmit and receive antennas operate in a medium composed 
entirely of vacuum, the Friis formula (named for Harald Friis of Bell Laboratories 
who first proposed it in 1946) describes the power received (PR, Watts) at a receiving 
antenna at a distance R in the far-field of a transmitting antenna to which PT Watts of 
power are input:

 P P G G
R

a aR T T T T R R R E R= 





⋅( , ) ( , ) | ˆ ˆ |θ φ θ φ λ
π4

2
22  (54-1)

where l is the electromagnetic wavelength utilized and GT (qT,fT) and GR(qR,fR) rep-
resent the transmit and receive antenna gain patterns, respectively, evaluated at the 
angles at which the other antenna is viewed. The polarization factor |âE ˙ âR| accounts 
for any mismatch between the polarization of the electric field impinging upon the 
antenna (âE) and the polarization properties of the receive antenna pattern (described 
by âR). It is important to recognize in non free-space environments that âE may not 
be precisely the polarization produced by the transmitting antenna, due to potential 
depolarization effects (caused for example by Faraday rotation in the ionosphere, by 
rain, by multipath effects, or by other mechanisms) in the propagation environment. 
Losses due to impedance mismatch effects, at either the transmit or receive sides,  
are neglected in Eq. 54-1.

It is often convenient to recast Eq. 54-1 in terms of decibel notation. If the powers are 
represented in terms of decibels above one Watt (dB,w), and if units of km and MHz are 
used for distance and frequency, respectively, Eq. 54-1 becomes

 
P P G GR T T T T R R R, , , ,( , ) ( , ) ldBw dBw dB dB= + + −θ φ θ φ 20 oog log

log | ˆ ˆ | .

10 10

10

20

20 32 44

R f

a aE R

km MHz−

+ ⋅ −
 

(54-2)

This form of the Friis equation can be useful for simple system calculations. Note that 
the Friis equation states that received power is inversely proportional to the square of both 
the distance between the transmitter and receiver and the frequency utilized, although any 
frequency dependence of the antenna gains and the polarization mismatch must also be 
included.
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54-4 CHAPTER FIFTY-FOUR 

54.3 ATMOSPHERIC REFRACTION

For systems operating in the Earth’s environment, an apparently unimpeded path between 
transmitter and receiver does not consist of free space, but rather contains the Earth’s atmo-
sphere and any weather related features therein. This environment can have several influ-
ences on propagation, including refraction, attenuation, polarization modification, and so 
on. Here the refraction mechanism is discussed.

First, because the index of refraction of Earth’s atmosphere n, in the absence of rain, 
snow, or other precipitation, is usually very close to unity, it is commonplace to discuss 
instead the “refractivity,” N, defined through

 n N= + × −1 10 6  (54-3)

The term “N-units” is assigned to denote refractivity values. An expression for N valid 
over most frequencies of interest2 is

 N P
T

e
T

= + ×77 6 3 732 105
2. .  (54-4)

where P is the atmospheric pressure in mbar (or hPa), T is the temperature in Kelvin, and 
e is the water vapor pressure in mbar. The two terms of Eq. 54-4 are called the dry and 
wet refractivities, respectively. The water vapor pressure included in the wet term may be 
expressed in terms of the relative humidity H (specified in percent) as

 e
H T

T
= −

−






6 1121
100

17 502 273 15
32 18

.
exp

. ( . )
.   (54-5)

or in terms of the water vapor density r (in grams of water per cubic meter of atmosphere) 
through

 e
T= ρ

216 7.
 (54-6)

Because the total pressure, temperature, and water vapor pressure can all vary signifi-
cantly depending on atmospheric conditions, the atmosphere’s index of refraction is not 
spatially uniform, and refraction occurs. The dependence of the associated propagation 
effects on meteorology, which remains difficult to forecast precisely, motivates a statis-
tical treatment of atmospheric refraction as well as many other propagation phenomena. 
It is commonplace to encounter probability distribution functions of many propagation 
parameters; these functions specify the percent of time that a particular parameter is 
likely to either exceed or fall below a given value, and therefore can be used in planning, 
for example, the number of hours per year that a given system problem is expected to 
be encountered. Most distribution functions are obtained empirically through averages 
over an entire year, although results are sometimes presented for the “worst month” as 
well in order to highlight behaviors over shorter time periods.3 Such information for 
the refractivity of the atmosphere can be found in the references;2 further discussion of 
statistical effects will be provided in Section 54.6.

Despite the dependence on meteorology, it is often reasonable to assume that the atmo-
sphere’s properties are uniform horizontally over a propagation path (for example, dis-
tances up to tens of km), but vertical variations in atmospheric properties are pronounced 
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and cannot be neglected. A global mean description of the index of refraction as a function 
of height h is recommended as2

 n h N
h
h

N N( ) exp= + ×( ) −



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≈ + ×( ) −− −1 10 1 100
6

0
0

6
00

6

0 0

10 0×( ) = +−

=

h
h

n
dn
dh

h
h

( )  

  (54-7)

where the final two forms apply for h << h0, and with global mean values of 315 for N0 at 
sea level and 7.35 km for h0. There is also additional information on expected properties 
of these parameters in specific global regions.2 Note that weather phenomena can cause 
significant deviations from the typical values, and even the form of equation (54-7) can be 
invalid in some situations (for example, in ducting environments as will be discussed).

The assumption of horizontal homogeneity results in a locally spherically symmetric 
environment, and the associated form of Snell’s law of refraction is

 n n h
h

a
h

E

( )cos ( ) ( ) cos ( )0 0 1ψ ψ[ ] = +



 [ ]  (54-8)

where aE is the radius of the Earth (≈ 6370 km), and y (h) is the angle at height h made by 
the ray path with respect to the local horizontal. If it is assumed that these angles are always 
small (as for terrestrial paths) and the linear approximation of n(h) is used, Snell’s law can 
be approximated as

 ψ ψ ψ2 2 20
2
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0
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with the refractivity gradient dN
dh

in N-units/km and y(h) in radians. This equation makes 
the two standard refraction phenomena apparent. First, if the refractivity gradient vanishes 
(i.e., dn

dh
= 0), the ray angle nevertheless increases with altitude due to the changing horizontal 

direction associated with the curvature of the Earth.
The presence of a negative refractivity gradient (as is typical) decreases the rate at which 

the ray angle increases, with ray angles remaining constant or decreasing only for refractivity 
gradients more negative than 157 N-units/km. With such large negative refractivity gradi-
ents, ray paths are modified so that they return to the Earth’s surface, from which they can 
be reflected, re-refracted back to Earth’s surface, reflected again, and so on. This is called 
the ducting propagation mechanism, and can give rise to elevated received power levels 
due to its guided wave nature. The required rapid decreases in refractivity are not extremely 
unusual, especially over the ocean, but the linear approximation to the refractivity profile 
is usually not applicable for these cases, so that a ray-tracing computation using the non-
approximated form of Snell’s law and the true refractivity profile is required to estimate ray 
paths. Further discussion of the likelihood of ducting events is provided in Reference 2; note 
that ducting is generally not a reliable propagation mechanism due to the strong dependence 
on meteorology, but rather is usually a source of undesired interference.

In cases with moderate refractivity gradients where the linear approximation of the 
refractivity profile is reasonable over the ray path, Eq. 54-9 can be recast (again with y (h) 
in radians) as

 ψ ψ2 2 0
2

( ) ( )h
h

k aE

= +
eff

 (54-10)
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where
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is called the effective Earth radius multiplier, and where the refractivity gradient again is 
specified in N-units/km. Using this equation, propagation over a curved Earth including 
atmospheric refraction is modeled in terms of a propagation over an Earth with a modified 
radius of keff aE and with no atmospheric refraction (so that rays propagate in straight lines). 
Using the global mean values of N0 and h0 results in a keff value of 1.3755, more commonly 
approximated as 4/3. It is common practice in tropospheric radio wave propagation predic-
tions to replace the real Earth surface with a sphere of radius 4/3 aE and thereafter to ignore 
refraction effects. This approach is valid over a wide range of frequencies, but again, must 
be used with care as keff depends on meteorological conditions, with smaller values of keff 
(values as small as 2/3 are considered in many system planning stages) resulting in a higher 
degree of path blockage for line-of-sight systems. For ray paths propagating at larger angles 
or at higher altitudes, the spherical form of Snell’s law and the true refractive index profile 
should be used to estimate ray-path properties.

In some situations, strong refractivity gradients in the atmosphere can produce scatter-
ing effects, leading to multipath interference effects; a brief discussion of the associated 
fading phenomena is provided in Section 54.6. Inhomogeneities in the atmosphere can also 
be used as scattering sources in a transhorizon propagation link; such tropospheric scatter 
communications systems are not discussed further here, but information can be found in 
the references.4 Variations in the atmospheric refractive index also cause scintillation phe-
nomena, which are short-term variations in received signal power levels that can be inter-
preted as fading or in terms of variations in the angle of arrival along the transmission path. 
Scintillation effects become more important as the path length through the atmosphere 
increases (for example, at lower elevation angles on Earth-space paths), and at frequencies 
greater than 10 GHz. More information on the probability distribution function for scintil-
lation effects is available in the references,5 along with further discussion of the expected 
temporal properties of scintillation-induced fading.6

54.4 ATMOSPHERIC GAS AND  
RAIN ATTENUATION

In addition to causing refraction, the atmosphere can also cause attenuation. At frequencies 
below 350 GHz this attenuation is due primarily to the atmospheric gases oxygen and water 
vapor and due to hydrometeors (liquid water or ice particles in the atmosphere including 
clouds, rain, snow, fog, hail, and so on). Of the latter, rain produces the largest propaga-
tion influence and therefore is the only hydrometeor contribution considered in detail here. 
Other hydrometeor effects may not be negligible, particularly at frequencies above 10 GHz, 
including those due to clouds or fog.7

Oxygen and water vapor both have molecular resonance frequencies below 350 GHz, and 
therefore can produce large attenuations for systems operating near these resonant frequen-
cies. Both also contribute to a continuum absorption outside these resonant frequencies. The 
amount of attenuation encountered on a path is described through an integration of a local 
specific attenuation in dB/km over the path length. The specific attenuation encountered is 
described as a function of air temperature, pressure, and water vapor density, and therefore 
remains dependent on meteorology.8 Figure 54-1 is a plot of the specific attenuation con-
tributions of oxygen and water vapor for a pressure of 1 atmosphere, temperature of 15 C, 
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and water vapor density of 7.5 grams per cubic meter (roughly 58% relative humidity). The 
curves show the water vapor resonant frequencies of 22.235, 183.31, and 325.15 GHz, as well 
as the broad oxygen resonance (composed of many individual resonances) near 60 GHz and 
the narrower oxygen resonance at 118.75 GHz. Note that near 60 GHz, atmospheric attenu-
ation can be greater than 10 dB per km. Two methods for computing the specific attenuation 
are provided in the references: the first includes a complete summation over all known reso-
nant lines, while the second describes a simplified curve fit to the results of the first method.8 
The second approach was used in producing Figure 54-1; Figure 54-1 can be used to obtain a 
rough estimate of atmospheric specific attenuation for basic purposes; it is recommended to 
use the methods mentioned previously8 for more precise predictions.

Obtaining the total gaseous attenuation on a path requires an integration of the specific 
attenuation over the path length. For horizontal paths, it is usually reasonable to assume 
that atmospheric properties are uniform, so that the total attenuation is simply the specific 
attenuation (dB/km) times the length of the path (in km). However for Earth to space or 
other paths that travel through large heights above the surface, atmospheric properties and 
therefore the associated specific attenuation are not constant along the path, and an inte-
gration must be performed. Procedures are described for performing such an integration 
in the references, along with recommendations for sources of atmospheric meteorological 
information versus altitude, if such information is not available by local means.8

A simplified procedure for Earth-space paths is also available8 (for frequencies far from 
the resonant frequencies), in terms of an effective path length by which the specific attenu-
ation can be multiplied to determine the attenuation for a path propagating through the 
entire atmosphere. Figure 54-2 illustrates results of this computation for zenith attenuation  
(for example, an Earth station communicating with a satellite directly overhead), again 
using (surface) parameter values of 1 atm pressure, 15 C, and 7.5 grams per cubic meter of 
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water vapor. The results continue to illustrate the strong attenuation at the resonant frequen-
cies, and highlight the utility of the atmospheric “window” frequencies between resonances 
for Earth-space communications. The results of Figure 54-2 are highly dependent on the 
assumed altitude of the Earth station (assumed to be sea level in Figure 54-2); higher alti-
tude stations would experience less attenuation due to the reduced atmosphere above them, 
as well as the likely reduced water vapor content at higher altitudes. Again Figure 54-2 
should be used only for a rough estimation of total zenith attenuation, and not when more 
precise predictions are desired.8

For Earth-to-space paths where the satellite is viewed at elevation angles larger than 
five degrees, attenuation through the entire atmosphere can be estimated by dividing the 
zenith attenuation (in dB) by the sine of the satellite elevation angle. The larger values of 
attenuation obtained result due to the larger path lengths required to exit the atmosphere. 
This approach neglects the influence of refraction on the ray path: at smaller elevation 
angles, refraction becomes more important and a ray-tracing procedure must be used to 
ensure accurate calculations.

Numerous models, discussed extensively in the reference section,5,6,9,10 have been pro-
posed for estimating rain attenuation. Rain attenuation is also described in terms of a spe-
cific attenuation that is integrated over the path length to obtain the total path attenuation 
due to rain. The specific attenuation due to rain, gR, has been found to be well approximated 
by the expression

 γ α
R kR=  (54-12)

where R is the rain rate (in mm/hr) and k and a are functions of frequency and polarization; 
detailed expressions for k and a are provided in the references.11 Figure 54-3 plots values  
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of k and a for horizontal (H) and vertical (V) polarizations: these plots can be used to obtain 
rough estimates for use in analysis of rain attenuation.

For polarizations other than horizontal or vertical, the values of k and a are given by

 k k k k kH V H V= + + −[ ( )cos cos ] /2 2 2θ τ  (54-13)

 α α α α α θ τ= + + −[ ( )cos cos ] /( )k k k k kH H V V H H V V
2 2 2  (54-14)

where q is the path elevation angle and t is the polarization tilt angle relative to horizontal 
polarization (45 degrees for circular polarization).

Because rain rates are not uniform horizontally or vertically, an integration of the 
varying specific attenuation over the path length is required to estimate total attenuation. 
The result of such an integration can be expressed as an effective path length by which 
the surface value of the specific attenuation should be multiplied to estimate total attenu-
ation. The currently accepted ITU method for determining the effective path length on 
Earth-space paths5 is identical to that published originally12 (although with typographi-
cal errors corrected12); for terrestrial links the current recommended procedure is also 
described in the reference section.10 The reader is referred to these references for the 
detailed equations.

These procedures allow attenuation to be computed given the surface value of the rain 
rate. Therefore a statistical model of the rain rate allows statistics of attenuation to be 
determined. While local measurements of rain statistics are the most desirable for use in 
such a procedure, there are also global methods for predicting average rain rates.6,9,10 The 
ITU models require knowledge only of the latitude and altitudes of the Earth stations and 
the corresponding rain rate exceeded 0.01% of the time. A probability scaling approach is 
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then used to map the attenuation exceeded 0.01% of the time to that exceeded at other time 
percentages. Note that different equations for this probability scaling are used in the case of 
terrestrial and Earth-space links. These values are useful in estimating the percent of time 
that rain attenuation may cause a system outage. In cases where some knowledge of rain 
attenuation is already available at a given location, equations are also provided for scaling 
such information to another frequency or polarization for which information is not avail-
able. Mitigation of rain attenuation through site diversity and the associated improvements 
in performance are described in the references.5

As an example of typical rain attenuation statistics, Figure 54-4 illustrates rain attenua-
tion probability distribution functions for an Earth-space link at elevation angle 10 degrees, 
with the Earth station located at sea level, at latitude 40N, and with a rain rate of 49 mm/hr 
exceeded 0.01% of the time (these statistics roughly correspond to those for Columbus, 
OH, USA). The results illustrated are for circular polarization and for frequencies from 
10 to 50 GHz. The results show that rain fading can cause extremely large attenuations, 
especially at higher frequencies. At lower frequencies, large fades are more rare (note that 
0.01% of the time corresponds roughly to 1 hour per year, so the lower value on the hori-
zontal axis corresponds roughly to six minutes per year). It is generally accepted that con-
sideration of rain attenuation is generally required only for frequencies greater than 5 GHz. 
Due to the large attenuations that can be caused by rain attenuation, it is typically one of the 
dominant factors involved in planning system reliability, especially at frequencies greater 
than 10 GHz.

Both rain and ice particles can cause a change in the polarization state of a wave as it 
propagates, due to the non-spherical nature of these particles, which creates an effective 
anisotropic medium. Equations for predicting the cross-polarization discrimination (XPD) 
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parameter (which describes the ratio of the received power in the transmitted polarization 
to that received in the orthogonal polarization) due to rain and ice particles are provided 
in the reference section.5 XPD values of 20 dB or less are possible on Earth-space links at 
higher frequencies; such values limit the extent to which frequency-reuse methods based 
on polarization diversity can be employed in a communications network.

54.5 EMPIRICAL PATH LOSS MODELS  
FOR LINE-OF-SIGHT LINKS

For propagation paths near the Earth’s surface, the propagation environment is not simply 
free space, and the effects of the Earth’s surface, terrain, and other obstacles must be con-
sidered. Two distinct approaches are available: in the first, it is assumed that knowledge of 
the local terrain is available, and efforts are made to develop a site-specific model based on 
known obstacles, buildings, and so on. In the second, it is assumed that no such informa-
tion is available, and an empirical model for average propagation conditions is utilized. 
Numerous models have been developed in both of these cases, and recommendations con-
tinue to be refined as further information is obtained.

In the site-specific case, techniques ranging from standard rules-of-thumb combined 
with empirical information10 up to fully numerical electromagnetic simulations of the prop-
agation environment have been reported. While the use of numerical techniques (either 
based on high frequency approximations and ray tracing or on direct solution of Maxwell’s 
equations) is increasing, and commercial tools are becoming more widely available, this 
approach remains vastly more computationally expensive than the empirical approach, and 
therefore is not discussed further.

In the empirical site-specific approach, the local terrain (usually expressed in terms 
of height above sea level) is first considered and added to the sea-level profile of a modi-
fied curvature Earth (to account for atmospheric refraction as described in Section 54.3). 
Straight lines drawn between transmit and receive locations then provide information on 
the amount of path clearance above the local terrain or other obstacles. Should the path 
clearance be less than six-tenths of the first Fresnel zone distance at any point on the path, 
the path is considered obstructed and methods for predicting path loss in the obstructed case 
are used. Note that the first Fresnel zone distance in meters as a function of d1, the distance 
in km from the transmitter to a specific point on the propagation path, is defined as

 F
d d
fd1
1 217 3= .  (54-15)

where d2 is the distance in km from the specific point to the receiver, d is the total path 
distance in km, and f is the frequency in GHz. Reference 10 provides an estimate of Ad, 
the average diffraction loss in dB for obstructed paths giving 15 dB or greater diffraction 
loss, as

 A
h
Fd = − +20 10

1
 (54-16)

where h is the minimum path clearance above any significant obstacle, and F1 is evaluated 
at the location where this minimum clearance is achieved. Further empirical information 
on expected statistics of diffraction fading is also available.10 Possible variations due to 
nonstandard atmospheric refractivity conditions in the effective Earth radius multiplier 
must also be considered in predicting expected minimum path clearances.
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For non-obstructed paths, reflections from the Earth surface are a source of multipath 
interference. Reflections are typically obtained from relatively smooth and horizontal por-
tions of the terrain, such as water surfaces or roads. Given a known reflection point, the 
time delay between the direct ray from transmitter to receiver and the ray following a path 
from the transmitter to the reflection point then to the receiver can be estimated. In this pro-
cess, the reflection coefficient of the Earth’s surface must be considered, but for long ter-
restrial paths it is typical to estimate this value conservatively as −1 due to the low grazing 
angles involved. Knowledge of the time (or phase) delay between direct and reflected rays 
then allows prediction of the antenna heights for which destructive interference is obtained. 
A step-by-step procedure for these analyses has been developed, and it recommends that 
slight modifications in antenna heights be used in order to reduce multipath when possible, 
while still maintaining acceptable path clearances.10 In cases where multipath cannot be 
avoided, multiple antennas at distinct heights can be used in a diversity approach.10

Figure 54-5 provides a simple illustration of a site-specific estimation of antenna 
heights for avoiding terrain obstructions. Propagation over a 36 km path is considered at a 
frequency of 600 MHz, with the transmitter at a height of 22 m above the local terrain on 
the left-most portion of the plot. Local terrain height values above sea level are illustrated in 
the plot, as well as these terrain values added to a 4/3 radius Earth curvature plus six-tenths 
of the first Fresnel zone distance. The resulting straight ray drawn through the maximum 
obstacle for this path allows prediction of the receiver height (around 200 m above the local 
terrain in this case) in order to obtain non-obstructed propagation. The high antenna height 
required in this example would likely suggest a search for an alternate location due to the 
obstructed nature of this particular path.

An alternate approach to these site-specific methods relies entirely on empirical fore-
casts of propagation loss averaged over a wide range of conditions. This approach is more 
commonly applied for mobile systems, due to the continual changes in the path that occur. 
It is to be expected that these methods provide less accurate predictions for a particular 
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path than those achievable with the site specific approach, but for systems that encounter 
a wide range of propagation paths, description of the average performance remains useful 
for predictions of expected path loss.

These models are typically expressed in terms of the path loss LP in decibels, which in free 
space is identified as the terms 20 20 32 4410 10log log .R fkm MHz+ +  from the Friis equation 
(Eq. 54-2). If propagation over a planar Earth is considered, both direct and reflected rays 
must be considered and added, including the phase delay between the two rays to obtain the 
total received field. If the factor 4 1 2π

λ
h h
d

 is small (where h1 and h2 are the transmit and receive 
antenna heights above the ground, respectively, l is the electromagnetic wavelength, and d 
is the path distance,) and the reflection coefficient of the planar Earth surface is taken as −1, 
the path loss becomes

 L R h hp, log log logflat km= + − −120 40 20 2010 10 1 10 2  (54-17)

Unlike the free space case, this path loss increases as the fourth power of the range, and is 
independent of frequency.

Numerous empirical studies have shown that, while basic path loss behaviors for 
line-of-sight links are similar to those predicted by Lp,flat, improvements in this model are 
required for more accurate predictions. A plethora of revised path loss models have been 
proposed, typically using the form

 L L R n f L h L hP = + + + +0 10 10 1 1 2 210 10γ log log ( ) (km MHz ))  (54-18)

where n and g are empirically determined frequency and range scale factors, respectively.
One widely used model for forecasting path loss in land-mobile systems operating at 

frequencies from 150 to 1500 MHz is the Hata model.13 The Hata model is described as 
applicable for ranges from 1 to 20 km and assumes that antenna h1 is a “base station” type 
antenna at a height ranging from 30 to 300 m, while h2 is a mobile receiver antenna at a 
height ranging from 1 to 10 m. The specified path loss parameters are then
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(54-19)

and

L h f h f2 2 10 2 101 56 0 8 0 7 1 1( ) ( . log . ) ( . . log= − + −MHz MMHz Small to medium city)
( ) . . [logL h2 2 104 97 3 2= − (( . )] ,
( ) . .
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1 1 8

2
2

2 2

h f
L h

MHz large city>
= − 229 1 54 30010 2

2[log ( . )] ,h fMHz large city<

 

(54-20)

Note that the Hata model couples range and frequency dependencies into the antenna height 
and constant terms. Due to its basis on empirical data from Japan, the Hata model is often 
regarded as more applicable to very high density urban areas.
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An extension of the Hata model to frequencies from 1.5 to 2 GHz is described in the 
reference section.14 The parameters of the modified model are identical to those of the 
original Hata model, with the exceptions
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 (54-21)

Numerous other investigators have proposed a variety of empirical forms for average 
path loss,15 and in general it is found that differences among predictions of these models for 
supposedly similar conditions may be up to 30 dB or more! Therefore use of such empirical 
models should be restricted to conditions that are known to be similar to the datasets from 
which the models were derived.

Even given these limitations, the Hata model remains widely used for providing a first 
estimate of average path loss for land-mobile systems. Empirical models of the form of 
Eq. 54-18 have been widely proposed for a variety of propagation situations, including 
path losses inside buildings and rooms.

The references provide additional information on Earth-satellite mobile paths, including 
information on the contributions of attenuation in vegetation, diversity techniques, Earth-
satellite propagation effects inside buildings, and fading properties and statistics.16

54.6 FADING AND MULTIPATH

The previous section primarily discussed methods for estimating the average path loss 
in either a fixed or mobile terrestrial link. However, even for a fixed link, variations in 
received power occur with time, often due to multipath contributions from obstacles in the 
vicinity of the propagation path. These variations are enhanced and more rapid for mobile 
systems. Because such variations are difficult to predict a priori, it is common to model 
multipath fading effects statistically, and to discuss probabilistic models for the received 
signals. Empirical studies have shown that the statistics of multipath fading can vary 
widely, depending on the propagation geometry and environment,5,6,10,16 Here the three 
most fundamental statistical models are reviewed in order to provide the reader sufficient 
background for further investigation.

Received power statistics for mobile systems are described here in terms of slow- and 
fast-fading components. The former results due to changes in the obstacles along a path 
as the mobile components move; this is a slow process because the dominant obstacles 
encountered vary slowly with time. Fast-fading effects are caused by multipath interfer-
ence among a large number of received signal contributions; because these contributions 
are summed coherently, any small changes in the position of the receiver or the scatterers 
producing the multipath result in rapid changes in received power.

If the average path loss is known, it is typical to model slow fading losses in decibels LS 
as a zero-mean Gaussian random variable with a specified standard deviation sLS

. This can 
be justified by writing the total slow fading loss as an integration of a slow fading specific 
attenuation over the path length; if it is assumed that the individual slow fading specific 
attenuations are random variables that are independent and identically distributed, the slow 
fading loss is then a Gaussian random variable by the central limit theorem. This analysis is 
reasonable only if there are many possible diffraction points that are encountered over time, 
as would be relevant for a mobile system. Including the effects of slow fading then simply 
involves modeling the received power (in dB,W) as a Gaussian random variable with a 
specified standard deviation. Link budgets can be assessed through use of the distribution 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Propagation



 PROPAGATION 54-15

function of a Gaussian random variable. Values of sLS
 ranging from 4 to 10 dB are typically 

used in propagation studies.
Fast-fading effects are more commonly treated by describing the received power in 

Watts (or the received voltage amplitude) as the random variable. If it is assumed that a 
dominant line-of-sight link exists (received power Pm watts neglecting multipath effects) 
to which multipath contributions from a large number of scatterers are added (received 
power Pf neglecting the line-of-sight term), the total received power random variable P 
follows Rician statistics, with a probability density function expressed in terms of an 
argument p of

 f p
P

e I
P p

PP
f

P p
P m

f

m

f( ) =






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

1 2

0  (54-22)

where I0 is the modified Bessel function of the first kind and order zero. The associated 
distribution function is expressed in terms of the Marcum Q function and requires numeri-
cal evaluation. The mean value of the received power is given by Pm + Pf and the standard 
deviation of received power by P P Pf f m( ).+ 2  The ratio Pm / Pf  is often called the Rician 
K-factor, and becomes larger as the line-of-sight component is more dominant.

Figure 54-6 plots Rician received power distribution functions for varying values of 
the K-factor (indicated in the legend), expressed in terms of the percent of time that the 
received power is less than X standard deviations below the mean received power. The 
sharp decreases for the curves at small values of K occur because the received power can-
not become negative. Rician statistics are applicable when a primary path is received along 
with a large number of multipath contributions, and the approach is widely used in analyses 
of propagation channels.
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In the case that no line-of-sight link exists but a large number of multipath contributions 
remain, the received power follows Rayleigh statistics. The resulting probability density 
function is obtained from the Rician density by setting the line-of-sight term to zero; the 
mean and standard deviation of the received power are then both equal to Pf . The cor-
responding distribution function is simple, and states that the probability of the received 
power falling below p watts is 1 − e−p/P

f . For small values of p / Pf, this probability is simply 
p / Pf , implying that the power level exceeded q percent of the time in a Rayleigh channel 
is (1 − q / 100)Pf .

Other statistical models of received powers have been proposed that attempt to simul-
taneously incorporate slow and fast fading effects, and numerous empirical distributions 
have been presented.10,15–17

While the previous models provide information on the likelihood of a fade occurring at any 
time, no information on fade dynamics (such as fade duration) is contained. Empirical models 
for fade temporal properties have been described.10,16 Fading effects are of particular con-
cern when they occur non-uniformly across the frequency bandwidth of the transmitted signal 
(known as “frequency selective” fading); this, of course, happens more frequently the wider the 
bandwidth of the transmission. Methods for mitigating multipath contributions through signal 
processing techniques are described in the communications systems literature.17

54.7 IONOSPHERIC EFFECTS  
AT MICROWAVE FREQUENCIES

The ionosphere is a region in the Earth’s atmosphere between altitudes of roughly 50 and 
2000 km that contains a significant number of free electrons (due to ionization of atmo-
spheric molecules primarily by solar radiation.) The presence of free electrons creates a 
plasma medium, and the resulting index of refraction neglecting the contributions of the 
Earth’s magnetic field is

 n
f

f
P= −







1
2

,MHz

MHz

 (54-23)

where fMHz is the frequency of operation in MHz and f NP, .MHz = × −8 9788 10 6 is the 
“plasma frequency” of the ionosphere, where N is the number of free electrons per cubic 
meter at a given location in the ionosphere (typical values range from roughly 109 to 1012 
or higher). Eq. 54-23 shows that the index of refraction of a non-magnetized plasma takes 
on purely imaginary values for fMHz < fP,MHz but approaches unity for frequencies fMHz >> 
fP,MHz. Because ionospheric plasma frequencies are usually less than 10 MHz, it is clear that 
ionospheric effects are greatly reduced at frequencies greater than 0.5 GHz. However, for 
Earth-space paths that travel long distances through the ionosphere, even the slight devia-
tions from unity that occur can cause important effects, although at frequencies greater 
than about 6 GHz nearly all ionospheric contributions become negligible. Because the 
ionosphere is created by solar radiation and also depends on the density of the atmosphere 
in order to supply molecules to be ionized, the number of electrons per cubic meter is a 
strong function of altitude, and also has major diurnal, seasonal, latitude, and solar-cycle 
(due to the approximate eleven year period of the sun’s sunspot number) variations. Spatial 
variations in the electron number density (especially with altitude) produce refraction and 
associated scintillation contributions.

The major ionospheric concerns for frequencies greater than 1 GHz caused by refraction 
effects are propagation delay, dispersion, and scintillation.18 All can be expressed in terms 
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of the total electron content (TEC) of the ionosphere on a given path, which is obtained by 
integrating N over the propagation path for a 1 square meter cross-sectional area (thereby 
obtaining the total number of electrons per square meter cross section). TEC values are 
often specified for paths integrated in the zenith direction, and values of 1016 and 1018 
electrons per meter square are often used as representative of weak and strong ionospheric 
effects, respectively. A reference describes a procedure for predicting the TEC on a known 
propagation path.19 In terms of the TEC, an empirical expression for the average excess 
propagation delay (or group delay) in nsec relative to propagation in free space is

 ∆ t
f

,
.

nsec
TEC

GHz

= 





1 345
102 16

 (54-24)

Average time delays of 13.45 nsec are obtained, for example, at 1 GHz with a TEC of 1017 
electrons per square meter. Because this delay is a known function of frequency, it is possible 
to estimate and remove its contributions by using measurements at two frequencies; this is the 
approach utilized in the Global Positioning System for correction of ionospheric time delays. 
Ionospheric dispersion and scintillation effects have also been discussed in detail.6,18–19

When the effect of the Earth’s magnetic field on the free electrons of the ionosphere 
is considered, it is found that the ionosphere is an anisotropic medium capable of produc-
ing changes in the polarization state of a wave as it propagates. As with any anisotropic 
medium, there are characteristic polarizations that remain unaltered by the medium; the 
characteristic polarizations of the ionosphere are a function of the angle between the direc-
tion of wave propagation and the Earth’s magnetic field, but in many practical situations 
are approximately circular. Circular polarization is therefore preferred in most systems for 
space communications. For linear polarizations, the rotation of the linear polarization that 
results following propagation through the ionosphere is known as the Faraday rotation. An 
equation for the angle, Φ, in degrees through which a linear polarization is rotated follow-
ing transit through the ionosphere is

 Φ = 





108
2fGHz

18

TEC
10

 (54-25)

Equation 54-25 assumes an average Earth magnetic field of 80 microteslas (a large value), 
but can be scaled linearly to other magnetic field values. As an example, a linear polariza-
tion is rotated 108 degrees at 1 GHz when the TEC is 1018 electrons per square meter. The 
reader is referred to the literature6,18–19 for a more detailed discussion of other ionospheric 
effects on Earth-space paths at microwave frequencies.

54.8 IONOSPHERE AND GROUND WAVE 
EFFECTS AT FREQUENCIES LESS THAN 50 MHZ

Though frequencies less than 50 MHz are not the focus of this chapter, a brief discus-
sion of two major distinctions in propagation phenomena in this frequency range from 
those presented previously is provided. The first major change involves the ionosphere: at 
lower frequencies, significant changes in the ionospheric refractive index can be obtained, 
resulting in increased refraction of waves propagating in the ionosphere. This refraction 
mechanism can result in a ducting-like propagation mode in which rays broadcast upward 
from the ground surface can be refracted to turn back to the Earth’s surface, often at large 
distances from the transmitter. This propagation mechanism is most effective in the HF 
frequency band (3-30 MHz) for long distance communications. At lower frequencies, the 
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ionosphere and Earth surface form the boundaries of a waveguide-like structure, so that 
signals can often be guided efficiently over long distances. Because ionospheric absorption 
tends to be reduced at higher frequencies, it is usually advantageous to operate at as high 
a frequency as is possible. However, given the reduced effect of the ionosphere at higher 
frequencies, eventually a frequency is reached at which there is insufficient refraction to 
return rays to the Earth’s surface, and communication on a specific path is not possible. 
These properties result in a maximum usable frequency (MUF) for ionospheric reflections 
on a given path; the MUF depends on the geographical locations of the path endpoints as 
well as ionospheric conditions. Forecasts of MUF values and methods for their predic-
tion are thus of importance in HF communications; numerous computer codes20 have been 
developed for these purposes. Due to the dispersive nature of the ionospheric index of 
refraction (shown in Eq. 54-23), ionospheric communications over bandwidths larger than 
a few kHz are unusual, although frequency allocations of up to 2.7 MHz have been consid-
ered for advanced systems that can correct for propagation effects. Additional information 
on ionospheric propagation is available in the literature, and several recommendations in 
this area are available from the ITU-R.1

The second mechanism important at frequencies less than 50 MHz is the groundwave, 
which is primarily important for vertically polarized transmissions with both transmit-
ter and receiver at or near the ground. The groundwave is the dominant mechanism for 
local broadcasts of AM radio (around 1 MHz frequency) in the United States. Eq. 54-17, 
which describes propagation over a planar Earth, states that received powers vary as the 
fourth power of the range from the transmitter, and that the received power vanishes as 
both antennas approach the Earth’s surface. The groundwave modifies these conclusions 
when it is present, and can produce a received power that varies as the reciprocal of the 
distance squared for a range of distances even with both antennas at or near the ground. 
Groundwaves are most significant when the imaginary part of the Earth’s dielectric constant 
is high; this is typically the case at lower frequencies, and above approximately 50 MHz  
groundwave contributions are usually negligible at reasonable propagation distances. 
Ground wave field strengths can be reasonably predicted using analytical methods, based 
on a solution for dipole radiation in the presence of a finitely conducting Earth, combined 
with a theory of spherical Earth diffraction at larger distances. An overview of these theo-
ries and the associated prediction procedures and standardized plots of groundwave field 
strengths for simplifying system planning are available in the references.21–22 Note that at 
frequencies less than 50 MHz, typically both ionospheric and groundwave mechanisms 
can be important; in most cases, the groundwave dominates for local reception while the 
ionospheric term (or sky wave) dominates for long-distance reception. Variations in the 
ionosphere can also cause changes in these effects; in the MF band (300 kHz–3 MHz,) 
absorption in the lower ionosphere during the day reduces sky wave amplitudes. The return 
of the sky wave during night time hours typically forces a reduction in transmitted power 
for MF broadcast stations in order to avoid interference with other broadcasters.
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55.1 PROPERTIES OF MATERIALS

The design of many types of antennas, radomes, and impedance-matching devices requires 
the selection of appropriate dielectric materials. Strength, weight dielectric constant, loss 
tangent, and environmental resistance are the primary parameters of interest. Handbooks 
of mechanical properties are readily available1–2 and will not be reproduced here. Instead, 
emphasis will be on electric properties. The permittivity e, permeability m, and conductiv-
ity s must be known at the operating frequency for a material to be completely specified 
electrically. For the dielectrics presented in this section, permeability equals that of free 
space (4p × 10–7 H/m), and permittivity is a complex number given by

e = e ′ – je″ = e ′ (1 – j tan d  )

where e ′/e0 = er and tan d = s /(2p fe ′) are the dielectric constant and loss tangent, respec-
tively, of the material, e0 is the permittivity of free space (8.854 × 10–12 F/m), and f is the 
operating frequency. For the metals discussed in this section, permeability equals that of 
free space, permittivity is unimportant, and skin depth equals (p fms )–1/2.

Dielectrics

Foam dielectrics may be obtained in stock shapes or can be foamed in place (see Table 55-1).  
They are widely used as sealers for microwave components, spacers in twist reflectors and 
transreflectors, and low-cross-section target support. Specially loaded foams can be used 
to create a variable dielectric constant which is useful in a beam-collimation device such 
as a Luneburg lens. Foams and other low-density materials are typically used in low-power 
applications.

High-average-power applications (in the kilowatt range) rule out all known dielec-
trics except ceramics. In addition, high-speed missiles with their high surface and inter-
nal temperatures typically require ceramic radomes. Commonly used ceramics are listed 
in Table 55-1.

Plastics (Table 55-1) are widely used as structural members for antennas, feeds, and 
mounting structures. Conducting surfaces can be added by flame spraying, painting, and 
so on, to form reflectors. Sandwich construction techniques are used in radomes and polar-
izers. Here, two or more thin skins are stabilized against buckling with a lightweight core. 
The core material can be rigid foam (Styrofoam), foam-in-place foam (Eccofoam S), or a 
honeycomb material (Hexcell HRP). The skins can be epoxy fiberglass, Teflon, or Mylar. 
The thicknesses of the skins and core are chosen to make the sandwich transparent electri-
cally. Careful control of tolerances, glue-line thickness, and materials can produce repeat-
ably accurate devices. Photoetched printed-circuit boards are used in polarizers, spatial 
filters, and frequency-selective reflecting surfaces. Additional information on dielectric 
properties is given in Von Hippel.3

Metals

Copper, brass, and aluminum are the most important metals in antenna construction today. 
If weight is not of primary importance, brass and copper are used extensively. These two 
metals machine, solder, and plate so easily, with little or no special equipment, that they 
are favorites of the model shop and the production shop alike. Complicated assemblies can 

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Materials and Design Data



 MATERIALS AND DESIGN DATA 55-3

TABLE 55-1 Dielectric Data

Frequency f, Hz; Values of tan d  Multiplied by 104

f  = 102 f  = 104 f  = 106 f  = 108 f  = 1010

Ceramics

 Alsimag 243 er 6.30 6.28 6.22 6.10 5.76

tan d 12.5 4.0 3.7 3 8.5

 Alsimag 393 er 4.95 4.95 4.95 4.95 4.95

tan d 38 16 10 10 9.7

 Aluminum oxide; Coors AI-200 er 8.83 8.82 8.80 8.80 8.79

tan d 14 4.8 3.3 3.0 18

 Beryllium oxide er 4.61 4.41 4.28 ..... 4.20

tan d 17 74 38 ..... 5

 Magnesium oxide er 9.65 9.65 9.65 9.65 ....

tan d 3 3 3 3 .....

 Porcelain, dry-process er 5.50 5.23 5.08 5.02 4.74

tan d 220 105 75 98 156

 Silicon nitride er .... .... .... .... 5.50

tan d .... .... .... .... 30

 Steatite 410 er 5.77 5.77 5.77 5.77 5.7

tan d 55 16 7 6 22

 Titania er 100 100 100 100 90

tan d 23 6.2 3 2.5 20

Glasses

 Fused quartz er 3.78 3.78 3.78 3.78 3.78

tan d 8.5 6 2 1 1

 Fused silica er 3.78 3.78 3.78 3.78 3.78

tan d 6.6 1.1 0.4 0.3 1.7

 E glass er 6.43 6.39 6.32 6.22 6.11

tan d 42 27 15 23 60

Low-density materials

 Eccofoam S er 1.05 .... 1.18 …. 1.47

tan d 20 .... 40 …. 70

 Hexcel HRP, 1/4–4.5; er .... .... .... .... 1.09

  honeycomb tan d .... .... .... .... 30

(Continued)
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be built with practically no radio-frequency (RF) discontinuities due to contact between 
parts. Aluminum equals or surpasses both copper and brass on all counts except plating. 
Although special equipment is required to weld aluminum, the resulting structure is lighter 
in weight than brass or copper. Very complicated shapes such as flat-plate arrays can  
be fabricated by dip-brazing aluminum. Table 55-2 lists the conductivity of commonly 
used metals.

TABLE 55-1 Dielectric Data (Continued)

Frequency f, Hz; Values of tan d  Multiplied by 104

f  = 102 f  = 104 f  = 106 f  = 108 f  = 1010

 Hexcel HRP, 1/4–4.5; er .... .... .... .... 1.12

  honeycomb tan d .... .... .... .... 30

 Styrofoam 103.7 er 1.03 1.03 1.03 .... 1.03

tan d 2 1 2 .... 1.5

Plastics

 Bakelite er 8.2 6.5 5.4 4.4 3.52

tan d 1350 630 600 770 366

 Duroid 5650 er .... .... .... .... 2.65

tan d .... .... .... .... 30

 Epoxy resin RN-48 er 3.64 3.61 3.52 3.32 2.91

tan d 31 68 142 264 184

 Fiberglass; laminated BK-174 er 14.2 7.2 5.3 4.8 4.37

tan d 2500 1600 460 260 360

 Lexan er .... .... .... .... 2.86

tan d .... .... .... .... 60

 Plexiglas er 3.40 2.95 2.76 .... 2.59

tan d 605 300 140 .... 67

 Polystyrene er 2.56 2.56 2.56 2.55 2.54

tan d 0.5 0.5 0.7 1 4.3

 Rexolite 1422 er 2.55 2.55 2.55 2.55 2.54

tan d 2.1 1 1.3 3.8 4.7

 Polyethylene er 2.25 2.25 2.25 2.25 2.24

tan d 2 2 2 2 6.6

 Polyvinyl chloride, W-176 er 6.21 4.70 3.53 3.00 ....

tan d 730 1070 720 500 ....

 Teflon er 2.1 2.1 2.1 2.1 2.08

tan d 5 3 2 2 3.7

Note: Properties are typical for a class of materials. Consult manufacturers for exact properties of their material.3
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55.2 ABSORBING MATERIALS

Microwave absorbing material is commercially available in sheet, pyramidal, block, and 
rod form. Pyramidal absorber is commonly used to create an RF anechoic chamber for 
indoor-antenna range measurements since it offers the best performance (reflected energy 
50 dB down at normal incidence). Pyramidal absorber is usually constructed by loading 
a spongelike rubber with graphite, and it is available in 2- by 2-ft (0.6- by 0.6-m) pieces 
ranging in thickness from 3 in (76 mm) to 12 ft (3.7 m). It is rated in decibels of incident 
to reflected energy at stated frequency, polarization, and incidence angle (see Table 55-3). 
Performance degrades if the pyramidal tips are broken or if the absorber is exposed to 
weather for extended periods.

Thicker absorber is typically used only in the specular regions of a chamber, in order to 
reduce cost. Staggering the thickness of the absorber according to a Chebyshev distribu-
tion4 can be used to improve the low frequency reflectivity.

Flat sheets of absorber are available when space is limited or when the absorber will 
be exposed to weather, wear, or high power. The reflected energy from sheet absorber 
is 15 to 25 dB greater than that of pyramidal absorber. Blocks and special shapes of 
absorber are available for waveguide-load applications, or they can be machined to the 
desired shape.

The previous types of absorbers are currently available commercially from Cuming 
Microwave Corporation, Avon, Massachusetts and TDK RF Solutions, Cedar Park, Texas.

TABLE 55-2 Conductivity of Various Metals

Material Conductivity, s/m at 20°C

Aluminum, commercial hard-drawn 3.54 × 107

Brass, yellow 1.56 × 107

Copper, annealed 5.80 × 107

Copper, beryllium 1.72 × 107

Gold, pure drawn 4.10 × 107

Iron, 99.98 percent pure 1.0 × 107

Iron, gray cost 0.05 – 0.20 × 107

Steel 0.5 – 1.0 × 107

Lead 0.48 × 107

Nickel 1.28 × 107

Silver, 99.8 percent pure 6.14 × 107

Tin 0.869 × 107

Tungsten, cold-worked 1.81 × 107

Zinc 1.174 × 107

Titanium 0.182 × 107
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55.3 NONSOLID SURFACES

Antenna structures are sometimes made from nonsolid metal in order to make the structure 
lighter, to reduce wind loading, or for special RF purposes (for example, a frequency- 
selective reflector). Typical construction techniques employ metal wires, rods, strips, 
patches, perforated metals, and expanded mesh. How large the holes in the structure can be 
depends on how much transmitted or reflected loss can be tolerated.

Gratings

An array of identical parallel metal wires or rods can be used to reflect energy polarized 
parallel to the wires and, consequently, to shield the region on the other side of the wires 
for parallel polarization. The perpendicularly polarized energy is negligibly affected by the 
wires for most geometries. The parallel and perpendicularly polarized power-transmission 
coefficients are given, respectively, by5
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Ku 
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 3 .. .. .. .. .. .. 30 40 45 50

 5 .. .. .. .. .. 30 40 45 50 50

 8 .. .. .. .. 30 40 45 50 50 50

 12 .. .. .. .. 35 40 45 50 50 50

 18 .. .. .. 30 40 45 50 50 50 50

 24 .. .. 30 35 40 50 50 50 50 50

 45 .. 30 35 40 45 50 50 50 50 50

 70 30 35 40 45 50 50 50 50 50 50

106 35 40 45 50 50 50 50 50 50 50

144 40 45 50 50 50 50 50 50 50 50

TABLE 55-3 Reflection Coefficient of Typical Commercial Pyramidal Absorbing Material
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Figure 55-1 is a plot of these equations, where the grating has wires of diameter D,  
center-to-center spacing of S, and wavelength l. These curves are derived from Lamb’s 
work6 and agree well with Mumford’s nomograph.7 The grating can be envisioned as wave-
guides below cutoff. Thus to be effective, (1) the electric field of the incident wave must 
lie in the plane determined by the axis of the grating element and the direction of propaga-
tion, and (2) S must be less than l /(1 – sin q ), where q  is the angle between the direction 
of propagation and the normal to the axis of the grating element. Larger spacings result in 
undesirable secondary reflection lobes.6

The round wires may be replaced by thin metal strips of width W perpendicular to the 
direction of propagation by using metal bars or printed-circuit-board construction tech-
niques. The transmission coefficients for the thin broadside strips are given in Figure 55-2, 
which are plots of the equations5
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FIGURE 55-1 Transmission coefficient for parallel polarization 
and for perpendicular polarization for a grid of round wires of diam-
eter D and center-to-center spacing S
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Increased attenuation of the transmitted signal is obtained by orienting the strips edgewise 
in the direction of propagation. The length of parallel-plate waveguide below cutoff is greater, 
resulting in greater attenuation than for the round wires or broadside strips. Figure 55-3 gives 
the percentage of transmitted power for infinitely long edgewise strips of width W, center-to-
center spacing S, and depth t.8

The polarization sensitivity of the preceding wire and strip gratings can be eliminated 
by using (1) a grid of wires composed of two crossed gratings, preferably contacting each 
other or at least closely spaced, (2) a metal sheet periodically perforated by round or square 
holes,9–10 or (3) expanded metal mesh11 (see Figure 55-4).

The previous structures are relatively broadband devices. Narrowband structures can be 
constructed by using a periodic array of strip-metal dipoles.12 Operation below the resonant 
frequency of the dipoles results in little transmission loss versus essentially total reflection 
at resonance. Dipole and crossed-dipole arrays are used in dichroic subreflectors for dual-
frequency operation for a reflector antenna. Frequency-selective surfaces may also be used 
to scan the far-field beam of an antenna.13

FIGURE 55-2 Transmission coefficient for parallel polarization and for per-
pendicular polarization for a grid of broadside ribbons of width W and center-
to-center spacing S
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FIGURE 55-3 Grating of edgewise strips: relation between strip depth and spacing for 
constant transmission8

FIGURE 55-4 Radio-frequency properties of expanded-metal-mesh screens11
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Transmission-Type Circular Polarizers14

Transmission-type polarizers are anisotropic media which, when placed over a radiating 
aperture, convert linearly polarized signals to circularly polarized signals. They may take 
several forms, including those in the following list:

● Parallel-plate structures using meal slats15

● Alternating dielectric plates of differing materials16

● Lattice structures using strips or rods17–18

● Meander-line photoetched structures19

● Etched-dipole arrays

These types of polarizers have been applied to linearly polarized antennas when other 
means of achieving circular polarization cannot be economically or easily achieved. For 
example, simple horns, biconical horns, as well as slot, horn, and dipole arrays have been 
successfully equipped with these devices. Recent advances in precision-photoetching tech-
nology permit close-tolerance photoetched structures, which exhibit excellent uniformity of 
insertion phase and loss characteristics. This technology has also been designed for use over 
greater-than-3:1-frequency bandwidths and with power-handling densities of up to 100 W/in2  
(average). Structures 1, 2, and 3 are older approaches; the reader is referred to the References 
for background design information.

Structures 4 and 5, mentioned previously, consist of bonded sandwiches of alternating 
etched sheets of Mylar or Teflon-fiberglass copper-clad dielectric material; for example, 
MIL-P-631 Type G Mylar of MIL-P-13949 Type GT Teflon-fiberglass. (See Figure 55-5 
for more information.) Bonding is done by using a low-loss bonding film (such as 3 M Type 

FIGURE 55-5 Geometry of a meander-line cir-
cular polarizer showing meander-line and sandwich 
dimensions
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HX-1000) and spacer material such as Hexcell Type HRH-10 honeycomb or Eccofoam 
SH polyurethane foam. A dielectric layer is generally added to these sandwiches for outer- 
surface environmental protection; this may consist of epoxy-fiberglass Type G-100 approx-
imately 0.010 to 0.015 in (0.254 to 0.381 mm) thick. Structures of this type have been used 
on both flat and cylindrical aperture with essentially identical performance.

In use, these structures are oriented so that the incident electric field is 45° to the slow 
axis of the polarizer. That component of the field, which lies in the slow or perpendicu-
lar direction, travels through an equivalent circuit which consists of a ladder network of 
shunt capacitive elements. The parallel-field component travels through a network of shunt 
inductive elements. In meander-line polarizers, which are in predominant use today, the 
shunt capacitance elements arise between the parallel meandering strips20 and, for some 
very broadband designs, also from added dipole elements which can extend the frequency 
bandwidth to higher frequencies for a given meander line. Shunt inductive elements are 
realized by meandering copper lines etched from the copper-clad material. Because of 
the broadband nature of the multiplayer meander-line polarizer, tolerances on the etching, 
alignment, and bonding of the sandwich are somewhat losser than for earlier devices such 
as the metal-slat or dielectric polarizers.

Etched multilayer polarizers are usually designed to be optimum in plane-wave field condi-
tions so that they can achieve better than 2-dB axial ratios, insertion losses of less than 0.2 dB, 
and a return loss of better than 17 dB over more than octave bandwidths. When they are applied 
to apertures less than approximately one wavelength in size or when they are forced into the 
flares of small horns, performance can be expected to deteriorate considerably. In addition, as 
with all circular polarizers, the best axial-ratio performance will be achieved when provisions 
are made for dissipating the cross-polarized wave which scatters from the polarizers and reen-
ters the antenna. The latter can be accomplished by the use of a terminated orthomode coupler 
or by the use of a resistive sheet inside the feeding horn and aligned with the H plane.

Reflection-type polarizers can be derived from the full-transmission-type polarizers 
described previously, by using half the number of layers, which are then mounted onto a 
metal sheet.13 For narrower-band applications, simple etched-construction transmission-
type polarizers can be designed by using narrow-line-width strips as in Lerner21 or two-
layer arrays of etched dipoles. In the latter, phase-shift quadrature is achieved by the shunt 
capacitance of a dipole medium only; the differential phase shift due to the longitudinal 
component of the incident field is negligible. For two layers, axial ratios of less than 0.5 dB 
can be achieved for bandwidths of a few percent.

Multilayer polarizers are best designed by formulating a model of the susceptance of 
the metallic circuits on each layer22–25 and then iterating the parameters of a ladder network 
by using an ABCD-matrix (or equivalent) analysis on a computer. Analysis is performed 
for both parallel and perpendicular field components. The network’s insertion phase and 
reflection properties are then optimized for a minimum reflection coefficient for both field 
components and for an insertion phase-shift differential as close as possible to the ideal 90°. 
Such an analysis can readily model the thickness of the sandwich materials, their electrical 
properties, the incidence angle, and the frequency-varying nature of the individual suscep-
tances. Reference 21 is useful in this respect. Examples of three documented broadband 
polarizers are tabulated in Table 55-4 and Figure 55-5.

Wind Loading

The primary forces to which an antenna is subjected are wind, ice, vibration, and accelera-
tion. The wind-loading force is given in Figure 55-6 for solid and open surfaces.28 Ice load-
ing increases the stress on a structure because of the increase in areas presented to wind and 
because of the additional weight due to the ice loading [approximately 57 lb/ft3(913 kg/m3)].
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55-12 CHAPTER FIFTY-FIVE 

*Dipoles oriented in the w direction
Note: All dimensions are in inches.

TABLE 55-4 Parameters of Meander-Line Polarizers Shown in Figure 55-5

Polarizer 122 Polarizer 224 Polarizer 325

Frequency range 4.0–8.0 GHz 7.0–14.0 GHz 2.6–7.8 GHz

Axial ratio (maximum) 3.0 dB 3.0 dB 3.0 dB

Return loss increase
 (polarizer)

5.0 dB 3.0 dB 3.0 dB

Power handling
 (Average W/in2)

100 ... 50

No. of circuits 4 5 6

Circuit board

 Material .... .... MIL-P-631 Mylar

 Thickness (T3) 0.010 .... 0.003

 Dielectric constant 2.52 .… 3.00

Spacers

 Material Foam Styrofoam HRH-10-OX Honeycomb

 Thicknesses (Dn) 0.200, 0.300, 0.200 All of 0.194 All 0.312

 Dielectric constant 1.08 .… 1.08

Outer circuit

S 0.707 0.570 0.750

E 0.280 0.154 0.215

P 0.3535 0.118 0.058

0.018 0.031 0.007

T2 0.018 0.017 0.007

Next circuit

S .…

Same as outer

circuit












Same as outer circuit with 
dipoles* 0.063 by 0.500 
and spaced 1.500 added on 
alternate meander lines

W .…

P .…

T1 .…

T2 .…

Inner circuit

S 0.070

Same as outer

circuit












Same as outer circuit with 
dipoles 0.063 by 0.500 and 
spaced 1.500 added on each 
meander line

W 0.370

P 0.3535

T1 0.027

T2 0.027

.… .… 0.015 G-10 fiberglass window 
attached
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55.4 RADIO-FREQUENCY-BAND DESIGNATIONS

Historically, letter band designations originated during World War II for secrecy reasons. 
These designations were continued after they had been made public, but different authors 
used different definitions for the band edges. One set of common-usage band designations 
is listed in Table 55-5. Standardized bands have been defined by two official international 
organizations and are also listed in Table 55-5. The Institute of Electrical and Electronics 
Engineers (IEEE) standard is the preferred radar band designation. The International 
Telecommunications Union (ITU) assigns frequency allocations by international treaty. 
Specific frequency ranges within the ITU bands shown in Table 55-5 are assigned for radar 
use, and these ranges differ slightly depending on which region of the world is involved. 
ITU band designations are used as a general indication of the frequency of operation.

In addition, the U.S. Department of Defense has issued a directive concerning the desig-
nation of frequencies used in electronic-countermeasures (ECM) operations. Each of the 13 
letter bands listed in Table 55-5 is further subdivided into 10 equal-bandwidth channels and 
given a phonetic and number designation such as Delta-4 (1.3 to 1.4 GHz). It is improper 
usage to designate a radar by an ECM band designation since the ECM designations only 
apply to ECM equipment.

55.5 ANTENNA-PATTERN CHARACTERISTICS

Both the initial design of an antenna and the validation of measured antenna data are greatly 
facilitated through the use of theoretically derived pattern characteristics. The patterns pro-
duced by a variety of one- and two-dimensional aperture distributions have appeared in the 
literature over the years. The task of engineers is to determine which theoretical aperture 
distribution best fits their physical situations so that they can assess antenna performance 
from the theoretical data. This can be done by measuring or calculating the actual aperture 
distribution and then comparing it with a variety of theoretical distributions.29–30 The three 
primary factors of concern to antenna designers are gain, beamwidth, and sidelobe level. 

FIGURE 55-6 Wind-loading data
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This section presents data on these three parameters for both line-source and circularly 
symmetric distributions.

The gain of an antenna is usually compared with that of an antenna with the same aper-
ture dimensions but having a constant phase and amplitude distribution (i.e., uniformly 
illuminated). The power gain G of the antenna then is

G = G0 ha

where 

G0 = 4p A/l2 = gain of uniformly illuminated aperture
A = antenna aperture area
l = wavelength
ha = hhL = antenna efficiency
h = aperture illumination efficiency
hL = all other efficiency factors

The aperture illumination efficiency represents the loss in gain resulting from tapering 
the aperture distribution in order to produce sidelobes lower than those achievable from a 
uniform illumination. For a circular aperture h is given by a single number. For separable 
rectangular aperture distributions it equals the product (sum in decibels) of the efficiencies 
in each of the two aperture directions.

*From Institute of Electrical and Electronic Engineers Standard (Nov. 30, 1976): 521.
†From International Telecommunications Union, Art. 2, Sec. 11 (Geneva, 1959).
‡No official international standing.
§From AFR 55-44 (AR 105–86, OPNAVIST 3430.9B, MCO 3430.1) (October 1964).

TABLE 55-5 Frequency-Band Designations

IEEE Radar Bands* ITU Frequency Bands†
Common-Usage 
Bands‡

Electric-
Countermeasures 
Bands§

Band
Frequency 
Range, GHz Band

Frequency 
Range, GHz Band

Frequency 
Range, GHz Band

Frequency 
Range, GHz

HF 0.003–0.03 HF 0.003–0.03 HF 0.003–0.03 A    0–0.25

VHF  0.03–0.3 VHF  0.03–0.3 VHF  0.03–0.3 B 0.25–0.5

UHF  0.3–1 UHF  0.3–3 UHF  0.3–1 C  0.5–1

L     1–2 SHF     3–30 L     1–2 D    1–2

S     2–4 EHF    30–300 S     2–4 E    2–3

C     4–8 C     4–8 F    3–4

X     8–12 X     8–12.4 G    4–6

Ku    12–18 Ku  12.4–18 H    6–8

K    18–27 K    18–26.5 I    8–10

Ka    27–40 Ka  26.5–40 J    10–20

mm    40–300 Q    33–50 K    20–40

V    50–75 L    10–60

W    75–110 M    60–100
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The half-power beamwidth BW of an antenna is related to the beamwidth constant  
b  by6

 BW 2sin 1= 

 


− βλ β λ

2L L
   (linear aperture) 

 BW 2sin 1= 

 


− βλ β λ

2D D
   (circular aperture) 

where L is the length of the linear aperture and D is the diameter of the circular aperture. 
The small-argument approximation for the arcsine is typically used for calculating BW. 
Values of b and h will be given as a function of sidelobe level for a number of distributions 
in the following subsections.

Continuous Line-Source Distributions

The problem of determining the optimum pattern from a line source has received consider-
able attention. The optimum pattern is defined as one that produces the narrowest beam-
width measured between the first null on each side of the main beam with no sidelobes 
higher than the stipulated level. Dolph31 solved this problem for a linear array of discrete 
elements by using Chebyshev polynomials. If the number of elements becomes infinite 
while element spacing approaches zero, the Dolph pattern becomes the optimum continu-
ous line-source pattern32 given by

E u u A( ) cos= −2 2

where 

u = 
π
λ
L

sin q
l = wavelength
q = angle from the normal to aperture

The beamwidth constant b in degrees and the parameter A are given by

β
π

= −




















360
2

2

2

[ ( )]arccosh arccosh R
2

R

where 

A = arccosh (R)
R = main-lobe-to-sidelobe voltage ratio

This Chebyshev pattern provides a useful basis for comparison even though it is 
physically unrealizable since the remote sidelobes do not decay in amplitude. In fact, all 
sidelobes have the same amplitude in the Chebyshev pattern. The aperture distribution 
which produces the Chebyshev pattern has an impulse at both ends of the aperture33 and 
produces very low aperture efficiency. In addition, the pattern is very sensitive to errors 
in the levels of these impulses.
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Taylor32 developed a method for avoiding the previous problems by approximating the 
Chebyshev pattern arbitrarily closely with a physically realizable pattern. Taylor approxi-
mated the Chebyshev uniform sidelobe pattern close to the main beam but let the wide-
angle sidelobe decay in amplitude. Taylor used a closeness-parameter n  in his analysis. 
As n becomes infinite, the Taylor distribution approaches the Chebyshev distribution. 
By using the largest n  that still produces a monotonic aperture distribution, one obtains 
the beamwidth constant and aperture efficiency shown in Figure 55-7 and Figure 55-8. 
Notice that the beamwidth from this Taylor distribution is almost as narrow as that from the 
Chebyshev distribution while still producing excellent aperture efficiency.

Several other common distributions8,34 are also listed in Figures 55-7 and 55-8. The 
advantage of the cosn (p x/L) distribution and the sin ( ) /u B u B2 2 2 2− −  pattern is that 
both the distribution and the pattern for them may be obtained in closed form. This math-
ematical convenience is obtained at the expense of poorer beamwidth and efficiency as 
compared with the Taylor distribution.

Continuous Circular-Aperture Distributions

The Chebyshev pattern of the preceding section can also be shown to be optimum for the 
circular aperture. Taylor has generalized his line-source distribution to the circular case,35–36  
and his pattern approaches the Chebyshev pattern as his closeness-parameter n  for the cir-
cular aperture approaches infinity. The beamwidth constant and aperture efficiency shown 
in Figures 55-9 and 55-10 are obtained by using the largest n  that still produces a mono-
tonic distribution.37

FIGURE 55-7 Beamwidth constant versus sidelobe level 
for several line-source aperture distributions
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FIGURE 55-8 Aperture efficiency versus sidelobe level 
for several line-source aperture distributions

FIGURE 55-9 Beamwidth constant versus sidelobe 
level for several circular-aperture distributions (after  
A. C. Ludwig37 © GRC 1981)
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The Bickmore-Spellmire distribution38 is a two-parameter distribution which can be 
considered a generalization of the parabola to a power distribution.33 The Bickmore-
Spellmire distribution f(r) and pattern E(u) are given by

f r p
r

D
jA

r
D

p

p( ) = − 

 
















− 



−

−1
2

1
2

2 1

1Λ 

















= −( )

2

2 2E u u Ap( ) Λ

where p and A are constants that determine the distribution and Λ is the lambda function

u
D= π

λ θsin

The Bickmore-Spellmire distribution reduces to the parabola to a power distribution 
when A = 0 and to the Chebyshev pattern when p = –½.

A Gaussian distribution37 produces a no-sidelobe Gaussian pattern only as the edge 
illumination approaches zero. In general, the aperture distribution must be numerically 

FIGURE 55-10 Aperture efficiency versus sidelobe 
level for several circular-aperture distributions (after  
A. C. Ludwig37 © GRC 1981)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Materials and Design Data



 MATERIALS AND DESIGN DATA 55-19

integrated to obtain the far-field pattern. The second sidelobe of this pattern is sometimes 
higher than the first, which accounts for the erratic behavior of b and h in Figures 55-9 
and 55-10.

Blockage

The placement of a feed in front of a reflector results in blockage of part of the aper-
ture energy. In the geometric-optics approximation, no energy exists where the aperture 
is blocked, and the undisturbed aperture distribution persists outside the blocked region.39 
Using a line source of length L with a cosn aperture distribution and a centrally located 
blockage of length Lb produces the gain loss and the resulting sidelobe level shown in 
Figure 55-11. The corresponding changes are shown in Figure 55-12 for a circular aperture 
of diameter D and a parabola to a power distribution blocked by a centrally located disk 
of diameter Db. Notice that the line-source blockage affects the pattern much more rapidly 
than in the circular case since it affects a larger portion of the aperture. Calculation of strut-
blockage effects is given by Gray.40

FIGURE 55-11 Gain loss (– – – –) and resulting 
sidelobe level (————) for a centrally blocked line-
source distribution having a specified unblocked side-
lobe level
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55.6 ELECTRICALLY SMALL HORNS

Aperture theory does not accurately predict the pattern characteristics of electrically small 
horns (on the order of a wavelength or less in size). Diffraction effects from the flange or 
rim around the horn (also considered to be edge currents flowing on the outside surface of 
the horn) markedly influence the pattern. Experimental beamwidth data8 for small horns 
without a flange are given in Figure 55-13. These curves were obtained from measurements 
of a larger number of 10-dB beamwidths. Empirical formulas for these E- and H-plane 
curves are given, respectively, by

BW dB forE B
B( ) .10 88 2 5= ° <λ
λ

BW dB forH A
A( )10 31 79 3= ° + ° <λ
λ

FIGURE 55-12 Gain loss ((– – – –) and resulting sidelobe level (————) for a cen-
trally blocked circular-aperture distribution having a specified unblocked sidelobe level
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where B and A are the E- and H-plane aperture dimensions, respectively. The actual beam-
width of any particular horn may vary from the previous values since different flare angles 
produce different phase variations over the aperture. Moment Method computer codes can 
be used to accurately predict the pattern of these horns.
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56-2 CHAPTER FIFTY-SIX 

56.1 INTRODUCTION

The electromagnetic properties of periodic surfaces have been widely studied for some time 
now. A periodic surface is generally defined as a uniform assembly of elements (or scatter-
ers) arranged in one- or two-dimensional infinite arrays. Several arrays and material layers 
may be combined to produce resonant structures commonly referred to as a Frequency 
Selective Surface (FSS). These surfaces find a wide variety of applications over a vast 
range of the electromagnetic spectrum, from below UHF to the far-infrared regions. In the 
microwave region, periodic surfaces have been used with great success as phased array 
antennas,1–3 artificial dielectrics,4–7 diffraction gratings,8–9 frequency selective reflectors 
for antennas,10–11 dichroic surfaces,12–15 angular filters,16–18 and spatial filters.19–22 While 
many of the principles and design approaches described in this chapter have direct applica-
tion to active structures such as phased arrays, the emphasis here is on passive frequency 
selective surfaces. The purpose of this chapter is to provide an overview of the field rather 
than a comprehensive technical exposition and therefore the interested reader is encouraged 
to consult the references cited in this chapter, in particular the review articles23–24 and most 
importantly, the textbooks.25–28

A frequency selective surface is essentially a filter designed to exhibit different reflec-
tion and/or transmission properties as a function of frequency. Unlike an ordinary filter, 
which generally considers only the frequency response, an FSS must maintain bandfilter 
characteristics for various angles of incidence and for various polarizations. The latter issue 
is readily addressed by using elements that respond to the particular polarization of interest. 
The former, however, represents a formidable challenge because, independent of element 
type, variations in angle of incidence result in both a shift in resonant frequency as well as 
a change in functional bandwidth (including magnitude and phase response) with incidence 
angle and polarization.

An FSS generally consists of a periodic arrangement of either wire or slot elements. An FSS 
of wire elements is composed of arbitrarily shaped conducting elements, which support electric 
currents. Alternatively, a slot FSS is composed of arbitrarily shaped perforations in a metallic 
screen, which support magnetic currents. Surfaces comprised of wire elements act as bandstop 
filters (Figure 56-1a), because the elements are reflective at resonance and they pass waves 
above and below the dipole resonant frequency. For a given incidence angle and polarization, 

(a) (b) (c)

FIGURE  56-1 Generic dipole array (a) and complementary slot array (b) with equivalent transmission 
line circuits. Typical transmission coefficient curves are shown for both types of surfaces in (c).
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 FREQUENCY SELECTIVE SURFACES 56-3

an equivalent circuit for a wire FSS consists of a series-tuned LC pair on a transmission line.  
At resonance the LC combination results in a short circuit (reflects the energy), while away from 
resonance the LC combination is an open circuit (passes the energy).

Surfaces comprised of slots act as bandpass filters (Figure 56-1b), because the slot ele-
ments are transparent at resonance and they reflect waves above and below the slot resonant 
frequency. For a given incidence angle and polarization, its equivalent circuit is a parallel-
tuned LC pair on a transmission line. Here, at resonance, the inductor and capacitor pair com-
bine in order to yield an open circuit response (pass the energy), while away from resonance 
the LC combination is a short circuit. It is important to reemphasize that while an equivalent 
LC-circuit may be defined that closely models the behavior of an FSS, the values for the LC-
circuit will generally vary greatly with angle of incidence and polarization.

It is convenient to view an FSS as consisting of two distinct regions: a central portion 
and the portion near the edges. When considering an FSS that consists of a relatively few 
number of elements, the frequency response is dominated by contributions from the edge 
of the surface. This means that the influence of the changes in the mutual coupling between 
all of the elements may easily be found by direct application of conventional computational 
electromagnetic approaches (Method of Moments,13 Finite Element Method,14 and so on). 
There has been significant work on finite FSS that addresses the edge effects and the reader 
is encouraged to consult the resulting publications.28–31 More typically, Frequency Selective 
Surfaces are electrically very large (in that they contain many thousands of elements) and 
the central region of the FSS dominates the response. In this case the vast majority of the 
elements of an FSS appear to be in the same environment (same impedances and coupling), 
and it is convenient to analyze the FSS as if it were infinite. Under this condition, certain 
theoretical approaches may be used that allow insight into the basic behavior of the FSS in 
a relatively direct manner. The Plane Wave Expansion Technique32 readily lends itself to 
the analysis of FSS providing a deeper understanding of the nature of the FSS. This deeper 
understanding results in better design procedures and practices.

While manufacturing defects can lead to suboptimal performance in practical applica-
tions,33 the discussion here assumes infinite arrays under ideal conditions to introduce 
the reader to the basic approaches and concepts in FSS development. The general out-
line for this chapter was developed with that purpose in mind. Section 56.2 describes a 
commonly used analysis approach for FSS—the Plane Wave Expansion Technique. This 
spectral domain technique provides the fundamental theoretical foundation used in the 
development of the subsequent material. Section 56.3 describes typical grids and ele-
ments that comprise the anatomy of an FSS. To avoid grating lobes, which can severely 
degrade FSS performance, approaches are presented for realizing compact elements 
within tight grid spacing. Section 56.4 gives approaches for addressing traditional prob-
lems that arise in FSS design. Specifically, dielectric loading techniques and cascading of 
multiple surfaces are shown to provide stability with angle of incidence and polarization, 
as well as with bandwidth control and resonance shaping in an FSS. Finally, Section 56.5 
provides other applications of FSS, beyond those described previously, and highlights 
recent trends in this vast field.

56.2 THE PLANE WAVE EXPANSION TECHNIQUE

The plane wave expansion technique is often used to analyze frequency selective surfaces. 
This approach provides great insight into the scattering problem by applying the theory of 
antenna arrays in which elements first receive incident energy and then reradiate it to form 
the transmitted and reflected beams. This section will provide a brief overview of the theory 
behind this technique.
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Consider a two-dimensional (located in the xz-plane) infinite array of linear elements 
with orientation ˆ,p and interelement spacings Dx and Dz, as shown in Figure 56-2a. Now 
suppose the array is exposed to an incident plane wave propagating in the direction:

 
ˆ ˆ ˆ ˆs xs ys zsx y z= + +  (56-1)

The direction components are defined as follows:

 

s

s

s s s

x

z

y x z

= sin cos

sin sin

η α

η α=

= − −1 2 2
 

(56-2)

In Eq. 56-2, h  is the elevation angle with respect to the y-axis and a  is the azimuth 
angle with respect to the x-axis, as shown in Figure 56-2b.

One can assume without loss of generality that a reference element centered at the 
origin (0,0,0) has a current distribution defined as I00(l) induced by the plane wave. For an 
infinite array, Floquet’s theorem requires that the element in the qth column and mth row of 
the array has a current distribution, Iqm(l), of the same amplitude as the reference element, 
but with a linear phase variation resulting from the incident plane wave impinging on the 
displaced (relative to the origin) element. This element current is given by

 Iqm
j D s j D sl I l e eq x x m z z( ) ( )= − −

00
β β  (56-3)

where values bq = 2pq/l and bm = 2p m/l are the phase velocities of the incident plane wave 
along the array.

FIGURE 56-2 (a) Infinite planar array of linear elements with orientation p̂ and inter-
element spacings Dx and Dz . Also shown is a reference element at the origin with current 
distribution I00(l), and an observation point R. (b) The incident field direction ŝ as defined 
by the angles a and h.

(a) (b)
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The electric field resulting from these current excitations at an observation point R is

 E R I
Z

D D
e

r
e

x z

j R r

ynk

( ) ( , )
ˆ

=
− •

=−∞

∞

=−∞

∞ ±

∑∑00 0 0 2

β

±±P  (56-4)

where Z is the intrinsic impedance of the medium surrounding the array. In this equation, 
(k,n) denote the spectral indices rather than the element location (q,m). The pattern func-
tion, P, is derived from the current distribution of the element as follows:

 P
I

I l e dlj lp r= • ±∫
1
0 000

00( , ) ( ) ˆ ˆβ
element

 (56-5)

The field vector, e± , is defined as

 e p r r± ± ±= × ˆ ˆ ˆ×  (56-6)

Finally, the direction vector r̂± is defined as
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 (56-7)

with
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 (56-8)

where l  is the wavelength in the surrounding medium. The derivation from Eq. 56-3 to  
Eq. 56-4 is rather complicated, and involves a transformation using Poisson’s sum formula 
to change the summation variables from the element (spatial) indices q and m to the spectral 
indices k and n. The details of this derivation are omitted here, but may be found elsewhere.27

Upon examination of the term e j R r− • ±β ˆ in Eq. 56-4, which describes a plane wave ema-
nating from the origin, it is evident that only real values of ry will result in propagating 
waves. (rx and rz will always be real.) Imaginary values of ry will result in what are called 
evanescent waves, which attenuate exponentially as the observation point moves away 
from the array. When (k,n) = (0,0), there are propagating waves in the direction of the inci-
dent field (both forward and backward scattering for positive and negative values of ry). 
There can also be propagating waves for values of (k,n) ≠ (0,0); these are grating lobes and 
are determined by both the interelement spacing in terms of wavelengths and the direction 
of the incident plane wave. The evanescent waves present throughout the spectral domain 
represent stored energy close to the array, which greatly impacts the array impedance as 
well as the transmission and reflection properties of the periodic surface.34

It follows from Eq. 56-4 that the voltage induced on a test element located at R by the 
currents of the infinite periodic array is

 V I
Z

D D
e

r
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x z

j R r
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 (56-9)
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where p̂t is the orientation of the test element and P t is the pattern function of the test element. 
From there, the mutual impedance between the array and the test element is derived as

 ZM
x z

j R r

y

t t

n

Z
D D

e
r

P P P P= + 
− •

⊥ ⊥
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∑  (56-10)

where the pattern functions have been decomposed into parallel ||( )  and perpendicular ( )⊥  
components. Now if the test element is located a wire radius a from the array reference ele-
ment (in the y-direction only, such that R ya= ˆ ),  the array self-impedance is found to be

 Z
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If there are no grating lobes, this array self-impedance can be broken down into real and 
imaginary components rather simply. Under this condition, it was shown before that the 
only propagating waves will occur when (k,n) = (0,0); this is the only term in the spectral 
domain with a real component, which can be denoted as RA. The rest of the terms of ZA 
(i.e., (k,n) ≠ (0,0)) will result in purely imaginary contributions and can be summed along 
with the imaginary component of the k = n = 0 term to obtain the reactance XA. Therefore 
the array impedance can be expressed as

 Z R jXA A A= +  (56-12)

If only the principal planes are considered, with no grating lobes, it can be shown that 
wire arrays of simple elements can be modeled by an equivalent transmission line, as 
shown in Figure 56-3.27

From Figure 56-3, it is deduced that the reflection coefficient looking into the array can 
be expressed as

 
Γ = − + = −

+

R
R jX jX

R

A

A A A

A

1

1  
(56-13)

While the transmission line model and reflection coefficient expression have been 
shown for a simplified case, these prove to be very useful tools in the design of any fre-
quency selective surface comprised of wire arrays. The basic concepts shown here can be 
expanded to surfaces of complex elements, surfaces that employ multiple FSS, and sur-
faces that employ dielectric layers. For instance, if instead there are multiple arrays in the  

FIGURE 56-3 Equivalent circuit of wire array, valid for 
no grating lobes and principal planes only
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same structure, such as the double array case shown in Figure 56-4, the scattering proper-
ties can easily be determined from well-known analysis of stratified media. The reflection 
coefficient looking right into the structure in Figure 56-4 is found to be27

 Γ
Γ Γ Γ Γ Γ

Γ
= 1 2 2 3

2
1 2 2 1 2 3

2

21
, , , , ,( )+ + +

−

− −e ej d j dβ β

,, ,1 2 3
2Γ e j d− β  (56-14)

where the three regions are comprised of the same medium ( b  is the same), d is the dis-
tance between the arrays, and the reflection coefficients of the arrays are defined as shown 
in Figure 56-4.

At first glance, Figure 56-4 makes it appear that Γ1,2 and Γ2,1 would be equal and 
opposite and therefore would cancel each other out in the third term of the numerator of  
Eq. 56-14. This would be the case if the reflection coefficients are associated with a dielec-
tric interface, or that of widely separated wire arrays; however, in general terms this should 
not be assumed. If there are two or more arrays within the near field regions of each other, 
or if slot arrays are being analyzed (more on that later), Γ1,2 ≠ − Γ2,1. This is the result of 
interaction between the arrays. The nearfield region is defined as within the point at which 
the first evanescent plane wave has decayed to 1% of its original value at the array surface. 
This is determined to be34

 
− ln( . )

( / )max

0 01

12β λ D −  (56-15)

where Dmax is the maximum of the interelement spacings. If the arrays under question are 
spaced outside of this nearfield region, only the propagating modes need be considered. 
However, when the arrays are located within the nearfield region, evanescent modes must 
be included in the calculation of the array mutual coupling. This mutual coupling is simply 
found through an extension of Eq. 56-10, and is given by34
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This is the mutual impedance of array M on array N, centered at RM and RN, with ele-
ment orientations p̂M and ˆ ,pN and having element pattern functions PM and PN, respectively.  

FIGURE 56-4 Double-array structure. The 
arrays are separated by a distance d, and the three 
regions have the same material properties.
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The intrinsic impedance of the surrounding medium is given as Z0, Dx and Dz are the interele-
ment spacings of array N, and the field vector e M

± is defined similarly to Eq. 56-6:

 e p r rM M
± ± ±= × ˆ ˆ ˆ×  (56-17)

This expression for the mutual impedance is used along with the array self-impedances  
(see Eq. 56-11) to construct the full impedance matrix in order to find currents along the 
array elements. From there, it is a simple step to calculate the scattered electric field. 
Examples of surfaces with multiple arrays will be explored later in this chapter.

56.3 ANATOMY OF A FREQUENCY SELECTIVE 
SURFACE: GRIDS AND ELEMENTS

An FSS is formed by the repetition of identical structures in two dimensions. Therefore an 
FSS is comprised of two components: a grid (often referred to as a lattice) which specifies 
the periodicity of the surface, and a reference element associated with every grid point. 
The grid/element combination, used in concert with tuning materials, define the frequency, 
bandwidth, polarization response, angular coverage, power handling capabilities, cost and 
mechanical durability of the FSS. As such it is important to understand the basic functional-
ity and limitations of some common configurations used in FSS design, recognizing that 
obtaining good FSS performance is not assured by optimizing only performance param-
eters. In this section, commonly used reference elements and grids are described.

Grating Lobes

A fundamental problem with all FSS is that grating lobes will emerge when the frequency/
angle of incidence combination becomes high enough for a given set of interelement spac-
ings, Dx and Dz. To illustrate this, consider a plane wave incident on an array of elements, as 
shown in Figure 56-5. As described in the previous section, the incident plane wave induces 
currents on the elements of the FSS. In an infinite array, the current magnitude is the same 
for each element, while the phase differs by a linear progression (Floquet’s theorem). These 
currents then reradiate to form the scattered fields in the forward direction (transmission) 
and backward direction (reflection). When the elements are closely spaced, the phase will 
not vary greatly from element to element and hence the contribution from each element 
will coherently add together in only the specular direction. These fields are given by the 
(k,n) = (0,0) term in Eq. 56-4. Because the phase is cyclic, if the separation between the ele-
ments is large, the reradiated currents can add in other ambiguous directions in addition to 
the specular directions. These ambiguous directions are known as grating lobes. Depending 
on the resonant frequency and pattern factor of the array elements, the grating lobe direc-
tion may contain greater power density than the specular direction.

The onset of grating lobes is determined by inspection of Eqs. 56-4 and 56-8, indicating 
that grating lobes exist at angles represented by (sx, sz) given that

 ( / ) ( / )s k D s n Dx x z z+ + + =λ λ2 2 1  (56-18)

In Eq. 56-18, circles are defined with unit radius and centers (kl /Dx, nl /Dz) in the  
sx − sz plane. As shown in Figure 56-6 for Dx = 0.75l and Dz = 0.49l, when these circles 
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overlap, grating lobes for the corresponding values of sx and sz are obtained.35 Note that 
the onset of grating lobes for a given angle of incidence depends only on the frequency 
(l) and the interelement spacing (Dx and Dz). Further, the emergence of grating lobes in 
free space is independent of the presence of a dielectric media. When the FSS is inside a 
dielectric substrate, the electrical spacing between the elements is larger so the condition 
for grating lobes occurs precisely as if the entire space was filled with the dielectric (that 
is, at a lower frequency). As a consequence of Snell’s law, total internal reflection of these 
grating lobes occurs until the actual spacing of the elements exceeds the onset of free space 
grating lobes defined in Eq. 56-18. These internal grating lobes are referred to as trapped 

FIGURE 56-5 As the interelement separation distance in an FSS gets larger, grating lobes will exist.

FIGURE 56-6 A graphic representation of Eq. 56-14 yields a grating lobe diagram.
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grating lobes and are shown in Figure 56-5. Most of these trapped grating lobes have 
little impact on the FSS performance, because they are finite and do not propagate in the 
substrate unless they are driven (these cases are referred to as “forced” surface waves). In 
between the onset of trapped grating lobes and free space grating lobes, the onset of free 
surface waves may occur. These surface waves are dependent on the incidence angles and 
geometry of the dielectric substrates, and are essentially trapped grating lobes guided by 
the dielectric slab. This results in a lack of energy propagation to any other propagating 
modes. Like the onset of free space grating lobes, free surface waves are characterized by 
anti-resonances (nulls) in the reflection curves, which have a devastating impact on the FSS 
performance and should, in general, be avoided. Significant work has been done on surface 
wave phenomena and their impact on FSS and more details may be found in the resulting 
publications.27,31,36–37

In principle, avoiding grating lobes is simply a matter of making the interelement spac-
ing sufficiently small (ideally less than one-half wavelength in the dielectric). To do this 
effectively requires a basic understanding of the surface grid and elements and the ways 
that they impact the performance of the FSS.

Grids

The grid (or lattice) plays a significant role in the frequency response of an FSS. The orien-
tation and density with which the elements of an FSS are configured impacts the bandwidth, 
resonant frequency, polarization response, as well as the onset of grating lobes. Symmetry 
is an important consideration in FSS design, in particular when low cross-polarization is 
required.34 FSS geometries possessing greater than a two-fold rotational symmetry have 
reflection (transmission) coefficients that are independent of polarization at normal angle 
of incidence.38 Furthermore, no cross-polarization component can exist for any angle of 
incidence in a plane of symmetry. While the elements in an FSS may have any degree of 
rotational symmetry (for example, a circular loop element), the grid cannot. A consequence 
of the crystallographic restriction theorem is that two dimensional grids (lattices) can pos-
sess only one-, two-, three-, four-, or six-fold rotational symmetry,39 because the grid is 
required to be both rotationally and translationally invariant.

There are four grid types commonly used in a planar FSS: rectangular, regular skewed, 
square, and equilaterally triangular. Examples of these grid types are shown in Figure 56-7. 
From this figure one can observe that the rectangular and regular skewed grids have two-fold 
rotational symmetry, the square grid has four-fold rotational symmetry, and the equilaterally 
triangular grid has six-fold rotational symmetry. The planes of symmetry are indicated in  

FIGURE 56-7 Four types of grids, possessing various degrees of symmetry, are typically used in FSS.
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the figure. The overall degree of symmetry that an FSS possesses will depend on the grid/ele-
ment combination; hence the choice of grid for a given application is highly dependent on the 
reference element used. Specifically, the grid/element combination should provide a lattice 
spacing small enough to avoid grating lobes in the frequency band of interest, while providing 
the maximum amount of symmetry.

In addition to delaying the onset of grating lobes, reducing the grid spacing can greatly 
increase the operational bandwidth of an FSS. To illustrate this, consider the widely studied 
“gangbuster” surface41–42 formed by rotating straight wire (dipole) elements in a square grid 
until the ends of the reference element point toward a grid location in an adjacent column 
(x + Dx) and offset an integer number of rows (z + nDz), as shown in Figure 56-8. Since 
the elements are in a square grid, as n increases the interelement separation is smaller for 
the same length of dipole (as indicated in the figure insert). The reflection coefficient at 
normal angle of incidence for type-2, type-3, and type-4 gangbuster surfaces is shown in  
Figure 56-8 for a fixed reference element size. The results indicate that as the elements 
are more densely packed, the resultant bandwidth is increased. It is further noted that the 
resonant response of the surface remains quite constant, differing by less than 10% in all 
three cases for the same length dipole.

A careful examination of the array self-impedance term in Eq. 56-11 provides the rationale 
for the bandwidth increase. Note in this equation that the double summation is multiplied by a 
1/Dx Dz term. As Dx and Dz are made smaller, the real part of the array self impedance, RA, gets 
larger while the imaginary part XA remains about the same.27 The result is that RA  XA and 
the reflection coefficient of Eq. 56-13 goes to Γ = −1 over a broader range of frequencies.

Elements

The reference element is a primary determinant of the resonant frequency, bandwidth, 
polarization response, and angular coverage of an FSS. While endless configurations of 
reference elements may be considered, the choice of element ultimately depends on the 
intended application of the FSS. Regardless of application, the elements of an FSS should 
have a stable resonant frequency with angle of incidence and should be electrically compact 
enough to fit within a grid that avoids both free space and trapped grating lobes. Reducing 
the size of a reference element generally requires loading techniques. Loading of the element 
is typically accomplished by encapsulating the element in a material (dielectric loading),  
reshaping the element (element loading), or some combination of both techniques.

FIGURE 56-8 Gangbuster surfaces of various types are 
shown to illustrate how reducing the grid spacing increases the 
operating bandwidth of an FSS.
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Antenna engineers have long recognized that immersing an antenna in a dielectric mate-
rial provides an effective means of reducing the size of the element. It is well known that 
when an FSS is immersed in an infinite medium of relative dielectric constant er , the res-
onance is scaled to the frequency f fo r1 = / ,ε where fo is the resonant frequency in free 
space. Therefore, if all dimensions of an FSS inside the dielectric are reduced by a factor of
1 / ,εr the resonant frequency will remain the same. When a relatively thin dielectric sub-
strate (∼0.05le) is added to both sides of any FSS, all resonances will remain effectively the 
same as they would if the dielectric were infinite. This is because the electric field is relatively 
strong in the immediate vicinity of these resonant elements due to the evanescent waves (see 
Eq. 56-4). This resonance shift for thin dielectrics substrates is, for all intents and purposes, 
the same for wire and slot arrays. Furthermore, as discussed previously, the onset of free space 
grating lobes will occur at a higher frequency (by a factor of εr )  than without a dielectric 
substrate (although as previously discussed, care must be taken to avoid free surface waves). 
In addition to controlling the resonant frequency of an FSS, thicker dielectric slabs (0.25le 
or more) are commonly used to control the shape and variation of the resonant response with 
angle of incidence and frequency (see Section 56.4). Contrary to the thinner slabs, thicker 
slabs have a different effect on the behavior of slot arrays as compared to wire arrays.

Another well-known approach for reducing the size of the elements in an FSS is applying 
reactive loading to the elements themselves. As shown previously in Figure 56-1a, a dipole 
array is seen to be essentially equivalent to a network of inductive and capacitive elements 
connected in series. At resonance they produce a short (or act like a ground plane producing 
a reflection coefficient equal to −1). As the elements are made shorter, the FSS becomes 
capacitive. To tune the elements back to resonance at a reduced size, reactive terms may be 
added. Two fundamental approaches are available: inductive center-loading and capacitive 
end-loading. Figure 56-9 shows the approximate physical length and equivalent circuit for 
these arrays of loaded dipole elements using each of these techniques. While loading may be 
accomplished by introducing lumped loads into the FSS, the traditional technique for load-
ing the elements is to change the shape of the elements as will now be described.

As shown in Figure 56-9 (middle), the equivalent circuit for inductive center-loading is 
basically the same as a reference array of straight dipoles (Figure 56-9, left) with the excep-
tion that a larger inductance has been added to the middle of the element (denoted by more 
coils in the schematic) to compensate for the capacitive array reactance. This distributed 
inductance may be synthesized by attaching a short-circuited, two-wire, transmission line 
stub across the terminals of the shortened dipole, as shown in Figure 56-9 (middle). The 
overall length of a center-loaded dipole will be approximately a third of a wavelength, 
as opposed to the half wavelength required for the reference straight dipole. The reflec-
tion coefficient of an inductive, center-loaded dipole array observed at broadside and 60° 

FIGURE 56-9 Loading may be used to reduce the size of a reference element at resonance. (Left) 
a reference dipole, (center) a center-loaded dipole, (right) an end-loaded dipole.
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from the surface normal, for both E- and H-planes, as a function of frequency, is shown in  
Figure 56-10 for both the lumped (left) and distributed cases (right). It is clear from this 
figure that while the distributed load provides a similar shift in the resonant frequency to the 
lumped load, the structure associated with the distributed load has a very real contribution 
to the frequency response of the FSS. Specifically, as the frequency increases, the stub itself 
radiates, giving rise to the large cross-polarization component observed in Figure 56-10 
(right). To eliminate this cross-polarization component, two mirrored center-loaded dipole 
elements can be connected together to form a four-legged loaded element,27 because the 
individual cross-polarization components of each element will cancel.

A similar approach may be applied to the end-loaded dipole of Figure 56-9 (right). 
Here, the equivalent circuit has an inductance approximately equal to the reference array 
of dipoles; however, the capacitance has been significantly increased as indicated by the 
longer capacitor symbol. This equivalent circuit is seen to produce a lower resonant fre-
quency (or a smaller element for the same resonance frequency). As shown in the figure, 
this capacitance may be obtained by the addition of an end-loading that creates a strong 
capacitive coupling with its neighboring element. This capacitive end-loading results in 
an element that is approximately a third of a wavelength, in contrast to the reference half-
wavelength, straight dipole. Just as in the center-loaded case, the structure associated with 
the end-loading will contribute to the overall frequency response of the FSS, which should 
be accounted for in the element design.

In the previous discussion it was shown that reshaping the element may provide the 
size reduction necessary to produce an FSS operating without grating lobes. It is also 
clear (from Figure 56-10) that introducing this shaping by distributed loading can sig-
nificantly impact the response of an FSS. This is one of the primary reasons that the large 
number of different element types exist for FSS. Examples of typical elements used in 
FSS design are shown in Figure 56-11. These elements may be broadly grouped into 

FIGURE 56-10 Comparison of the reflection coefficients for a lumped (left) and distributed (right) center-
loaded dipole. Note that these elements resonate at ∼l/3 length.
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four categories27—center-connected elements, loop elements, solid interior elements, 
and combination elements. Before discussing each of these categories, it is important to 
note that the electrical properties of FSS can vary dramatically due to the influence of 
element shape and mutual coupling.

Center-connected elements (or n-pole elements, where n is the number of legs) are 
formed by attaching radial “legs” from the center of the element. Examples from this  
category include: dipole, tripole (or three-legged element), anchor elements (or three-
legged top-loaded element), and the Jerusalem cross (or four-legged top-loaded element). 
These elements resonate (for unloaded cases) when their length is ∼l/4 from the center 
connection point to the tip of a radial leg. The simplest example of this class of elements is 
the straight dipole (shown in Figure 56-12 for a type-4 gangbuster surface). While straight 
dipole elements are capable of extremely large bandwidths because they may be packed 
infinitely close together (Figure 56-8), most unloaded n-pole elements are capable of mod-
est bandwidth because they fit into a grid spacing that is just greater than a quarter of a 
wavelength. Typically, the parallel and perpendicular polarization patterns differ dramati-
cally with these types of elements due to even and odd mode interactions in the parallel 
plane (a.k.a. modal interaction). This interaction of the even and odd mode also gives rise to 
a modal interaction null (Figure 56-12 insert). This is a consequence of Foster’s Reactance 

FIGURE 56-12 A type-4 gangbuster surface is an example of a center-connected element. Note 
the modal interaction null in the E-plane between the fundamental and odd mode resonance.

FIGURE 56-11 Typical reference element types arranged in categories (after Munk27  
© Wiley 2003). Many combinations are possible.43–46
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Theorem,47 which states that a null must exist between two zeros (for a lossless system). 
There is little that can be done with this null (an exception is to add loss to the system), but 
proper design of the overall FSS performance can allow the null to be placed at a frequency 
where the impact is small.

Examples from the loop element category include: three- and four-legged loaded 
elements,27 square loops,48 hexagonal loops,34 and circular loops.49 Although these  
elements look quite different, they all behave like loop elements with a fundamental 
resonance when the circumference is ∼1l. The second resonance occurs when the ele-
ment has a circumference of ∼2l for both planes of incidence. Due to their inherently 
small size, these elements may be packed in a grid spacing ∼l/3. This tight grid and the 
lack of an odd mode second resonance makes them capable of wide band performance. 
Typically, the parallel and perpendicular polarized patterns of this class of elements dif-
fer very little, making them good elements for applications requiring circular polariza-
tion. Figure 56-13 shows an FSS of four-legged loaded elements formed by connecting 
two center-loaded dipoles (see Figure 56-10). Note that a grating lobe occurs for this 
configuration at ∼1.4fo at oblique angles of incidence.

Although among the first types of elements to be investigated, by and large the solid 
interior elements yield poor performance and are consequently not useful for most FSS 
applications. Their principle shortfall is that, as most antenna engineers know, fat elements 
generally do not resonate. This surface can be made to resonate through element interaction 
with the grating lobe mechanism, but this is typically undesirable.

The final category of element is known as combination elements. These elements 
are generally designed to exploit one or more of the techniques discussed previously, 
in order to create a frequency response tailored to an application. For example, it is 
well known that all elements have natural resonant responses, and that they may not 
fall where they are needed to satisfy a required band of operation. In between these 
resonances a null will occur as a result of Foster’s Reactance Theorem. Modification 
of an element by connecting various loads or dissimilar elements in order to shift these 
resonances leads to a virtually endless number of configurations that can be considered. 

FIGURE 56-13 A four-legged loaded element is an example of a loop element. The loop is made by con-
necting two inductively center-loaded dipoles.
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Figure 56-14 shows an example combination element FSS, consisting of concentric 
hexagonal loop elements used to produce two resonances at 0.8fo and 1.4fo .

Slot Arrays

Slot arrays can be understood as complementary surfaces of wire arrays. A complemen-
tary surface has conductor and aperture interchanged relative to the original design (see 
Figure 56-1). Using duality and the equivalence principle, the plane wave expansion 
technique described earlier in this chapter can be applied to analyze slot arrays. One 
would simply replace the impedance Z, with admittance Y, and evaluate the pattern fac-
tors associated with the elements using magnetic rather than electric currents. The admit-
tance of slot arrays is related to the impedance of complementary wire arrays by the 
well-known Babinet’s principle.

Using this approach in design will produce slot arrays with similar but dual character-
istics as wire arrays (admittance and impedance are interchanged; reflection and transmis-
sion coefficients are interchanged), but only if the arrays are in free space. For duality to 
be applicable when dielectric materials are used with wire arrays, materials with relative 
magnetic permeability equal to the relative electric permittivity (and vice versa) must be 
used with slot arrays. This is not practical in general, especially over any range of frequen-
cies and with low loss. Although duality does not perfectly apply, the addition of dielectric 
material to slot arrays does in general result in similar stabilization properties as it does 
with wire arrays, specifically in terms of scan angle and polarization. This is demonstrated 
by the example shown in Section 56.4, and is explained in detail in the reference section.27 
Also, because of the equivalence principle, a slot array must be considered as two isolated 
arrays of magnetic current placed on each side of a PEC ground plane. Therefore, two or 
more cascaded slot arrays will behave much differently than a corresponding cascade of 
wire arrays. The isolation between adjacent arrays means that cascaded slot arrays will 
reradiate only from the outer surfaces, whereas cascaded wire arrays will have forward and 
backward scattering from each array, leading to interference nulls.

FIGURE 56-14 Concentric hexagonal elements are an example of a combination element. This element 
produces two resonances with a null in between as a result of Foster’s Reactance Theorem.
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All of this must be taken into consideration when employing slot arrays for designing 
band-pass filters or active antenna arrays. In the active antenna case, the differences between 
slot arrays and wire arrays becomes painfully clear when a ground plane is introduced.50

56.4 STABILITY OF FSS WITH ANGLE  
OF INCIDENCE AND POLARIZATION

This section introduces two tools used to tailor the performance of FSS. The first is the 
use of dielectric slabs to stabilize bandwidth over angle of incidence and polarization. The 
second is cascading two or more FSS to shape the transmission or reflection curve for a 
flatter pass/stop band and a sharper roll-off.

Upon examination of Eq. 56-11, it can be seen that for cases exhibiting no grating lobes 
(i.e., k = n = 0 is the only propagating mode), the real part of the array self-impedance can 
be expressed as

 R
Z

D D r
P P P PA

x z y

t t= + ⊥ ⊥2
1

|| ||
 (56-19)

where the exponential term in Eq. 56-11 has been approximated as unity. It is evident from 
the 1/ry term in Eq. 56-19 that RA will vary greatly with scan angle. It is also noted that the 
pattern factor, a property of the elements themselves, contributes to changes in impedance 
with polarization as well as scan angle. Here RA will be examined for two different element 
types: a simple Hertzian element of length ∆ l and a square loop with circumference of one-
wavelength. Table 56-1 shows the pattern factor of these two elements for both perpendicu-
lar and parallel polarizations. The pattern factor expressions for the square loop element are 
found in the reference section.51 Figure 56-15 shows RA plotted for these two cases. Each 
curve is normalized so that RA is equal to unity at broadside. Looking at the curves for the 
Hertzian element, one can see that RA changes with 1/cosh for perpendicular polarization 
and changes with cosh for parallel polarization. For the case of the square loop element, the 
RA curves are different than that of the Hertzian element, but the overall shapes are similar 
and it results in the same conundrum. In short, there is a divergence with scan angle of the 
terminal impedance of the two polarizations. The rest of this section will demonstrate how 
to mitigate this effect and stabilize impedance with respect to polarization and scan angle.

Dielectric Slabs

One common method of stabilizing impedance is the use of dielectric slabs. To understand 
the utility of dielectric slabs, it is instructive to examine an array in a semi-infinite medium, 
as shown in Figure 56-16. The array is located in the medium with intrinsic impedance Z2 
a distance d2 from the dielectric interface.

⊥ Polarization (H-Plane) || Polarization (E-Plane)

Hertzian Element ∆l ∆l cosh

Square Loop cos[(p /4)sin h] [sin h sin[(p /4)sin h] − cos[(p /4)sin h]]/cos h

TABLE 56-1 Pattern Factors of Both Perpendicular and Parallel Polarizations for Both a Hertzian 
Element and a One-wavelength Square Loop Element
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It can be shown27 that the overall reflection coefficient looking into the dielectric inter-
face can be expressed as

 Γ
Γ Γ

Γ Γ1 2
1 2

2

2 1
2

2 2 2

2 2 21,
,

,

a A
j d r

A
j d r

e

e

y

y
=

−

−

−

+ β

β  (56-20)

where Γ1,2 and Γ2,1 are as shown in Figure 56-16. ΓA is the reflection coefficient of the array, 
the simple form of which is given by Eq. 56-13. To simplify Eq. 56-20, it is beneficial to 
eliminate the exponential terms in the numerator and denominator. To do this, the spacing 
of the array in the dielectric is chosen such that d2r2y ≈ l/4, leading to 2b2d2r2y ≈ p and 

FIGURE 56-15 Terminal resistance RA plotted against scan angle 
for both parallel and perpendicular polarizations, for arrays of 
Hertzian elements and one-wavelength square loop elements.

FIGURE 56-16 Array in semi-infinite medium located a distance d2 from 
dielectric interface, with reflection coefficient expressions provided
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hence e j d r y− ≈ −β2 2 2 1. Using this approximation, the reflection coefficient of Eq. 56-20 after 
manipulation can be expressed as

 Γ

Γ
Γ

Γ
1 2

1 2

1 2

1 2

1 1

1
1

1

,

,

,

,

a

A

A

A

A

jX
R
jX
R

=
+ +

+ +

 (56-21)

If it is assumed that the intrinsic impedances Z1 and Z2 are reasonably close in value, 
then the reflection coefficient Γ1,2 will be small and the second term in the numerator of 
Eq. 56-21 can be ignored. Comparison of Eqs. 56-21 and 56-13 shows that the variance of 
the real part of the terminal impedance, termed the Dielectric Stabilization Factor (DSF),37 
for this asymmetric case is

 ⊥
⊥ ⊥

= +,||
,|| ,|| ,

DSF
RA

A

1 1
1 1 2Γ  (56-22)

Figure 56-17 shows the DSF of an array of Hertzian elements (a) and an array of square 
loop elements (b) for both polarizations as a function of scan angle for different dielectric 
constants of the second medium. It is assumed that e1 = 1.0 for each case. The spacing is 
d2 = l/4 in the dielectric material for each case as well. The case of e2 = e1 = 1.0 corresponds 
to the array being in free space, and the curves are identical to those shown in Figure 56-15. 
It is evident that the addition of dielectric material can be utilized to stabilize impedance 
(and hence reflection and transmission) properties of a FSS. Comparing Figure 56-17a and 
Figure 56-17b clearly indicates the importance of the pattern factor in determining the sta-
bilization of the response, with respect to the dielectric constant of the medium chosen. The 
method used here can be extended to find the DSF of the symmetric case (or identical dielec-
tric slabs of both sides of the array).37

FIGURE 56-17 Asymmetric Dielectric Stabilization Factor (DSFA) for an array of Hertzian dipoles  
(a) and an array of square loop elements (b) in a semi-infinite medium placed one quarter-wavelength from 
dielectric interface

(a) (b)
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Figures 56-18 and 56-19 demonstrate this dielectric stabilization. Figure 56-18 shows 
the transmission properties of an array of hexagonal slot elements. Note the discrepancies 
of the curves at parallel and perpendicular polarizations at a 60° scan angle. Figure 56-19 
shows the transmission properties of the same array but with additional dielectric slabs.

FIGURE 56-18 Transmission curves of FSS of hexagonal slot elements

FIGURE 56-19 Transmission curves of FSS of hexagonal slot elements with dielectric slabs
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Cascading FSS

While the bandwidth achieved by the FSS shown in Figure 56-19 is significant, there is (as 
with all single-layer FSS) essentially only one fundamental resonance. Multiple cascaded 
arrays can be used to shape the response curve so that it has more of a flattened top as well as 
a sharper roll-off. Analysis of multilayered FSS has been mentioned earlier in Section 56.2, 
and an in-depth discussion can be found in the reference section.27 The choices in the num-
ber of layers, the separation between the arrays, and the dielectric properties of the material 
separating them all have effects on FSS performance. Figure 56-20 shows the transmission 
response for a FSS of two cascaded arrays. The arrays shown in Figure 56-20 are the same as 
the ones in Figures 56-18 and 56-19. Clearly, the addition of the second array has the desired 
effect of flattening the top of the transmission curve and sharpening the roll-off on both the 
lower and upper frequencies.

56.5 OTHER APPLICATIONS

Frequency selective surfaces are used in a variety of applications beyond those described 
in the preceding material. This final section will briefly touch on a few of those applica-
tions, in particular the ones that have been enabled by technological advances not originally 
developed for frequency selective surface applications. Undoubtedly, as time proceeds, 
more and more advanced applications will make use of frequency selective surfaces.

Reconfigurable arrays have received considerable interest at the dawn of the 21st cen-
tury. A reconfigurable array has some means to change the performance of the array as 
needed for an application, which means that antennas or scattering arrays no longer need 
be considered stationary, but that they can be adapted to meet evolving needs. For exam-
ple, there are some cases where an array is designed for wide bandwidth applications.52  

FIGURE 56-20 Transmission curves of cascaded FSS of hexagonal slot elements with dielectric slabs
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In others,53 the array is reconfigured using magnetic field actuation, while in still others,54 
a static electric field is used to modify the array properties. Varactor diodes have also been 
used to tune the array performance.55 One design method utilizes optimization techniques 
presented for a reconfigurable array without a specific implementation technology (for 
example, a type of switch).56

Generally, optimization methods have been used more and more for designing fre-
quency selective surfaces that would not have been developed using traditional intuition 
and knowledge of electromagnetics. In one case56 a genetic algorithm is used, while in 
another a particle swarm optimization approach is used.57 These optimization techniques 
typically require multiple incarnations of the array during the design procedure, and there-
fore efficient computational models are useful. For example,58 a model-order reduction 
procedure is used to parameterize the response of the surface. Undoubtedly, advancing 
computational design methods will generate a variety of applications that provide niche 
solutions to challenging problems.

Although the majority of this chapter dealt with designs suitable for microwave and 
millimeter applications, significant work on shorter wavelength applications has been pub-
lished.22,59 A significant application for periodic array surfaces is in forming reflectarrays. 
The literature is extensive60–64 on this topic, and the reader is encouraged to consult it, 
among other sources, for designs utilizing patch antennas and designing utilizing slots.65
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57.1 BASIC MIMO IDEAS

Recently, the employment of antenna arrays at both sides of the link has become popular in 
both radar and communications. These so-called Multiple Input Multiple Output (MIMO) 
systems involve the combination of antenna arrays, sophisticated signal processing, and 
wave propagation. For radar systems, the main applications are interference reduction and 
beamforming, in order to increase the resolution and the quality of the signals. In commu-
nication systems the aims are similar, but here the enhancement of the spectral efficiency is 
an additional, very important topic. The idea was first published by Winters1 in 1987, but 
not much attention was paid at that time. In 1998, Foschini et al2 showed that MIMO sys-
tems reach much higher spectral efficiencies than today’s communication systems. Much 
research has since been devoted to the field of MIMO.

Wireless systems operate via the transmission of electromagnetic waves. Various propa-
gation effects, such as the reflection of electromagnetic waves at walls, occur depending on 
the environment. Various means by which the waves reach the receiver are referred to as 
propagation paths. Usually, waves are received through various paths. This phenomenon 
is called multipath propagation. Transmission systems suffer from multipath, because the 
waves coming from different directions at different times interfere. This causes signal dis-
tortions called fading.

Multipath propagation is not a drawback, but is beneficial for MIMO, which makes 
use of the spatial dimension of the propagation channel. With each antenna, the energy 
from all waves is collected and the incoming streams are processed for coherent sum-
mation. In the case of uncorrelated reception, fading can be overcome. If two or more 
antennas at the receiver are spaced far enough apart that their fading envelopes are 
uncorrelated, the probability of system failure is dramatically reduced. In case of weak 
reception at one antenna, the other antenna can still provide a sufficient signal. The same 
effect can be utilized at the transmitter. The total transmit power is distributed between 
the transmit antennas and transmitted from more than one antenna. One major question 
is figuring out the ways that multiple antennas should be positioned for uncorrelated 
reception.

With multiple antennas, the spatial structure of the channel may be well exploited by 
using combinations of diversity and digital beamforming techniques. It is possible to trans-
mit several datastreams simultaneously, in parallel, and at the same frequency as shown in 
Figure 57-1.

Figure 57-1 demonstrates how MIMO exploits the multipath structure. It shows the top 
view of an urban scenario with several buildings. The dominant paths between a transmitter 
and a receiver, which are indicated as rays, experience various phenomena such as reflec-
tion or diffraction. By employing antenna arrays at both transmit and receive, the antenna 
patterns can be adapted to the dominant propagation paths. If this beamforming is done in 
the digital domain, two (or more) different antenna patterns can be created, such that each 
antenna pattern focuses on different propagation paths. One datastream is transmitted by 
each antenna pattern. Hence multiple datastreams can be transmitted in parallel at the same 
frequency—spatially separated via different propagation paths—leading to a tremendous 
spectral efficiency.

MIMO systems exploit the multipath structure of the propagation channel by adapt-
ing the antennas to the current situation. The exploitation of the spatial structure of the 
propagation channel leads to an efficient use of the basic resources time, spectrum, code, 
and space.

A discussion of the MIMO propagation channel in Section 57.2 is followed by a descrip-
tion of channel modeling approaches (Section 57.3). Section 57.4 deals with antennas for 
MIMO systems and, finally, future prospects are given in Section 57.5.
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57.2 THE MIMO PROPAGATION CHANNEL

The propagation channel is the heart of any wireless system. It is the principal contributor 
to many of the problems and limitations that beset mobile radio systems.

Spatial Properties and Angular Spread

A signal propagating through the wireless channel is affected by phenomena such as scat-
tering, reflection, refraction, and diffraction of the radiated energy. Due to the large num-
ber of different propagation mechanisms, a large number of different paths usually exist 
between the transmitter and receiver that the signal has propagated on. These phenomena 
give rise to fading and path-loss.

There are two different kinds of fading. Slow fading arises due to shadowing effects 
of, for example, buildings, trees, and terrain variations, which cause the signal to fluctuate 
around the mean path-loss. Fast fading is caused by the addition of multiple paths, arriving 
at slightly different times, with different amplitudes and with different phases. These signal 
paths sometimes add constructively and sometimes destructively at the receiver, and may 
cause a variation in the power level of up to 20-30 dB over a distance of half a wavelength. 
The mean path-loss depends on the transmission distance and the environment. The loss 
in free space is 20 dB/decade, but in a more complex environment a loss of 40 dB/decade 
is common.

Due to the multipath, a signal will arrive at the receiver by different paths. Since these 
paths have different lengths and angles of arrival, there will be a spread of the signal in time 
and direction. The spread in direction is referred to as angular spread, a fundamental means 
to describe the spatial properties of transmission channels. The power azimuth spectrum 
describes the spatial wave propagation properties found at a transmit or receive antenna. 

FIGURE 57-1 MIMO exploiting the multipath structure in an urban scenario
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It is a statistical distribution function, modeling the power distribution versus the azimuth 
angle. A similar spectrum can be defined for the elevation angle.

For MIMO systems, the directions of departure and arrival of the paths are crucial, because 
different signals are separated by these angles. The more directions that exist, the better it is 
for MIMO. In indoor scenarios there are usually many reflecting objects between the trans-
mitter and receiver, resulting in a large angular spread. Depending on the environment, the 
angular spread may vary in outdoor scenarios. Rural environments lack interacting objects, 
which means that the angular spread is much smaller than in urban environments with many 
buildings. Satellite links are usually very directive, leading to a very small angular spread.

Channel Transfer Matrix

The small scale variations of a radio signal can be directly related to the impulse response 
of the radio channel. The impulse response is a wideband channel characterization and 
contains all the information necessary to analyze any type of radio transmission. This stems 
from the fact that a radio channel may be modeled as a linear filter with a time-varying 
impulse response h t( , )τ , where the temporal variation (described by the variable t) is due 
to spatial receiver motion or time-varying propagation conditions (for example, moving 
obstacles). Alternatively, the radio channel can be characterized by the Fourier transform 
of the impulse response, for example, the time-varying channel transfer function h(f, t). It 
is defined as the ratio of the receive voltage VR to the transmit voltage VT (voltages at the 
antenna feeds).

h f t
V f t
V f t

R

T

( , )
( , )
( , )

=

Under certain conditions, the equivalent baseband impulse response can be written as

h t b t ei
j t

i
i

P t
i( , ) ( ) ( )( )

( )

τ δ τ τϕ= −
=
∑

1

This is very intuitive. The received signal for an impulse δ( )t  exciting the channel 
consists of a series of attenuated (bi), phase-shifted (ϕi), and time-delayed (τ τ− i) replicas 
of the signal, each corresponding to one of the P paths. However, in reality the channel 
is always band-limited. Thus the Dirac impulse has to be replaced by some filter function 
characterizing the finite bandwidth of the channel. If the multipath components arrive at the 
receiver almost at the same time compared to the symbol duration, the channel is called flat 
fading channel. In this case, the channel transfer function merges into a complex channel 
coefficient h describing the attenuation and phase shift of the channel.

Figure 57-2 shows the radio frequency link of a MIMO system. It consists of several 
transmit antennas, the physical channel, and several receive antennas. Each transmitted 
signal is received by all receive antennas. The channel is described by the complex channel 
coefficient for the flat fading case. For each pair of transmit (T, j) and receive (R,i) antennas, 
the channel coefficient is

h t
V t

V tij
R i

T j

( )
( )
( )

,

,
=

the ratio of the complex voltage at the receive antenna to the complex voltage at the trans-
mit antenna.
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For a MIMO system with M transmit and N receive antennas, the channel is described 
by the channel matrix

H =

















h h h
h h

h h

M

N NM

11 12 1

21 22

1




 
 

which contains the channel coefficients linking all different pairs of transmit and receive 
antennas. The channel matrix H is the fundamental means of describing the MIMO trans-
mission channel. It serves as the input for the calculation of the spectral efficiency, which 
is often referred to as the MIMO capacity.

In a MIMO system there is not a single transmit signal, but a whole transmit signal 
vector s whose elements describe the signals transmitted by the single antennas. Hence the 
receive signal is also a vector y. The whole MIMO system is described by

y Hs n= +

where n is an N-dimensional additive Gaussian noise vector.

57.3 MIMO CHANNEL MODELING

For system design, testing, antenna development, and evaluation, a model of the propaga-
tion channel is necessary. Early classical models, which were developed for narrowband 
transmission systems, only provided information about the signal power level distribution 
and Doppler shifts of the received signals. An example is the Hata-model,3 which is widely 
used in GSM network planning. It predicts the log-normal path-loss and thereby provides 
an estimate of the mean signal level.

As wireless systems became more complex and more accurate models were required, 
additional concepts such as time delay and angle of arrival were incorporated into channel 
models. For MIMO systems the spatial structure, temporal structure, the joint spatial and 
temporal structure, and polarization behavior have to be modeled as well. There are many 
studies addressing the properties of the MIMO propagation channel. These efforts have 
resulted in realistic characterizations of the propagation channel for different environments, 
for example, indoor or outdoor.

Channel ReceiverTransmitter

FIGURE 57-2 MIMO system
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Stochastic Models and the Extrapolation Method

Stochastic models reflect time-variant channel behavior and have the advantage of short 
simulation times. Most channel models consider only channel impulse responses without 
any more detailed multipath information. MIMO systems require the consideration of the 
radiation directions of the multipath components at the transmitter and their angles of arrival 
at the receiver. Zwick et al4 have introduced a stochastic channel model based on physical 
wave propagation, which allows a fully polarimetric wideband description of the multipath 
channel including path directions. Each multipath component is characterized by its trans-
fer matrix (including loss), delay, direction of arrival, and departure. The appearance and 
disappearance of multipath components over time is modeled as a birth and death process 
(a marked Poisson process), which enables the correct modeling of spatial and temporal 
correlations. In each modeling step, path properties change according to the motion of the 
transmitter and receiver. The changing delay times of propagation paths yield a realistic 
Doppler behavior for the channel. Data sets, which are required for the statistical evaluation 
of the parameters of the model have been obtained by ray tracing simulations and narrow-
band, wideband, and directional channel measurements. The azimuthal power profile of 
the stochastic channel model is composed of several Laplacian functions, each modeling a 
cluster of scatterers. The elevation profile is also modeled by Laplacian functions for paths 
with a short delay time, changing to a sinusoidal function for paths with a long delay time. 
The channel model delivers the channel impulse response, the angle of departure of all paths 
at the transmitter, and the angle of arrival of all paths at the receiver for the SISO (system 
with one transmit and one receive antenna) case.

With knowledge of the channel for the SISO case, the MIMO channel matrix can 
be derived,5 as long as, first, the antenna spacings do not extend several wavelengths 
(for example, when the same plane waves impinge at all antenna elements), and sec-
ond, the distances between transmitter and receiver and any obstacles in the channel are 
large enough to assume plane waves impinging at the arrays. With these assumptions 
the MIMO channel matrix results from the coherent addition of the impinging waves  
at the different antenna positions. The channel impulse responses, or in the flat-fading 
case the channel coefficients h, are derived by placing virtual antennas in the vicinity of 
the SISO transmit and receive antennas. The phase difference of the incident plane waves 
at the different antenna positions is described by ∆ϕ (illustrated in Figure 57-3), which is 
a function of the angle of arrival of the waves and the antenna positions:

∆ϕ π
λ φ θ= − + −2

(( )cos sin ( )sinx x y ySISO vir SISO vir φφ θ θsin ( )cos )+ −z zSISO vir

The difference of the amplitude of the plane wave at the positions of the virtual antennas 
is neglected; that is, the amplitude is assumed to be constant for all antenna positions. The 
result is the channel coefficient for all virtual receive and transmit antennas

h b e e ei
j j j

i

P t
i i

Tx
i
Rx= − −

=
∑ 1

1

1
,

( )
,ϕ ϕ ϕ∆ ∆

where b i1,  is the attenuation of the i-th path in the SISO channel and ϕ1,i is its phase.

Deterministic Characterization

Ray tracing provides an adequate means to model the multipath wave propagation for 
MIMO channels. A channel model for outdoor environments has been introduced by 
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Maurer et al,6–7 which allows for an accurate narrowband and wideband characterization of 
outdoor MIMO channels. The propagation phenomena taken into account are combinations 
of multiple reflections, diffractions and scattering from trees. Modified Fresnel reflection 
coefficients, which account for slightly rough surfaces, are used to model the reflections. 
Diffractions are described by the uniform geometrical theory of diffraction (UTD) and the 
corresponding coefficients for wedge diffraction. Scattering from trees is considered to be 
totally incoherent, i.e., no distinct specular component is present. This assumption holds 
if the wavelength is smaller than the dimensions of the randomly distributed leaves and 
branches.

Depending on the propagation phenomena, different approaches to ray tracing exist. 
In order to trace pure reflection paths, the method of image transmitters (image theory) is 
implemented. Since the proposed propagation model supports full 3D diffraction, Fermat’s 
principle is used to determine the diffracted ray paths. For mixed paths, image theory and 
Fermat’s principle are combined. As only single scattering from trees is taken into account, 
the scattering paths are defined by the position of transmitter and receiver and the position 
of the central point of the tiles into which the tree model is subdivided.

Figure 57-4 shows the result of the ray tracing for one snapshot of an urban road traf-
fic scenario. The receiver and transmitter are positioned on two cars with a truck between 
them resulting in a non-line-of-sight condition. In order to keep track of the result, only the 
30 strongest propagation paths are indicated (bright lines). It can be seen that part of the 
transmitted energy is diffracted around the truck. Since there are many buildings next to 
the road, the expected street canyon effect arises. Scattering from single trees contributes 
to the received signal as well.

For MIMO systems, ray tracing can be applied for the calculation of the channel linking 
each pair of transmit and receive antennas.8

Geometry-Based Stochastic Channel Modeling

Spatial properties of the radio channel—such as the directions of departure and arrival 
of paths—are crucial for MIMO systems. If MIMO is employed by several users, the  

x

y

z

θ

θ

k

∆ϕ

Plane wave
.

.
xSISOxvir

FIGURE 57-3 A plane wave is impinging on the array. The phase difference of the plane 
wave at the different antenna positions is ∆ϕ .
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spatial properties of the channel experienced by adjacent users are similar. This means that 
for decreasing distance between neighboring links the correlation of the channel param-
eters should increase. Also these spatial dependencies should be incorporated in a channel 
model. Ray tracing is the best means to include all spatial properties. For MIMO systems, 
each channel coefficient of the channel transfer matrix has to be calculated for each user; 
thus, the calculation effort is extensive. The so-called geometry-based stochastic channel 
models provide a solution—the fast calculation time of stochastic models is combined with 
spatial properties and dependencies provided by ray tracing.

A geometry-based stochastic channel model has been introduced by Fügen et al.9 The 
propagation environment is randomly generated in pre-processing and stays fixed during 
the whole simulation. It is an urban environment consisting of buildings and streets, which 
are arranged as a Manhattan-like street grid. All buildings are placed along the streets. A 
number of fixed scatterers are distributed uniformly in the whole 3D simulation environ-
ment. The simulation environment may contain several MIMO transmitters and MIMO 
receivers. Each mobile station is located in a circular/elliptic cylinder that defines the local 
cluster (as shown in Figure 57-5). The cylinder serves as a search function—only scatter-
ers within the cylinder are active scatterers and contribute to the channel transfer function. 
Scatterers are modeled as ideal conductive and rectangular plates. The single-bounced rays 
between the mobile station and the base station can be calculated according to the scattering 
models also applied in ray tracing.

To account for a time variant channel behavior, the channel model is combined with 
a mobility model. Mobile stations move linearly along the street and may change their 
direction at each intersection. When the mobile station MS moves to the point MS', a 
number of new scatterers contribute to the received signal, while at the same time some 
old scatterers fade out. The shape and the size of the local cluster is adjusted depending 
on the position of the mobile station. If the mobile station is located in a street canyon, 
the local cluster is modeled as an elliptical cylinder aligned parallel to the street. If the 
mobile station is positioned at an intersection, the local cluster is approximated by a 
circular cylinder.

FIGURE 57-4 Ray tracing result
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In macro-cellular environments, the street grid with adjacent buildings on both sides 
represents a waveguide. Interaction points in the surrounding of an intersection are 
placed as additional scatterers in a circular cylinder at each intersection, as shown in 
Figure 57-6. The rays propagate from the base station towards these scatterers. If the 
scatterer is visible from the mobile station, the scattered ray propagates as a guided 
wave along the street canyon towards the mobile station. This can be calculated by the 
3D image theory.

To give a complete description of the wireless channel, models for far-distance clusters 
and line-of-sight are included as well.

FIGURE 57-5 Scatterers and the local cluster

FIGURE 57-6 Scattering in a street canyon calculated by 3D image theory
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57.4 ANTENNAS IN MIMO SYSTEMS

MIMO is associated with exploiting the spatial domain of the propagation channel and  
involves sophisticated signal processing. The employment of antenna arrays at both sides of 
the link is essential for MIMO, and finding feasible antenna configurations is an integral part 
of enabling the MIMO technology. The channel coefficients are influenced by the antenna 
properties. As the antennas are colocated in a MIMO array, mutual coupling effects may occur. 
All these effects should be considered when designing an antenna array for MIMO systems.

Antenna Evaluation

MIMO systems take advantage of the spatial properties of the propagation channel. Therefore, 
in the evaluation of MIMO antenna arrays, it is necessary to use a proper characterization of 
the spatial channel properties. Parameters, such as the angular spread of the waves impinging 
at the receiver, have a significant influence on the MIMO system performance. A meaning-
ful conclusion from a comparison of MIMO antenna arrays can only be drawn if the spatial 
properties of a realistic propagation channel have been taken into account.

The combination of sophisticated signal processing and multiple antennas leads to an 
adaptation of the MIMO system to the multipath structure of the channel. In environments 
where MIMO systems can be applied, the propagation situation changes rapidly. Hence it is 
not sufficient to investigate the performance of MIMO antennas at one specific moment and 
use only one realization of the propagation channel. The performance of a MIMO array is 
determined by the ability of the array to adapt to the changing channel conditions. As such, 
antenna evaluation is not possible in a simple manner. Both the antenna arrays and the propa-
gation channel should be treated together, with a statistical description, to take into account 
different channel realizations of a given propagation environment. To obtain statistically 
relevant performance data when comparing multi-antenna configurations, several hundred 
meters of measurement routes in several types of propagation environments would be needed 
for each prototype antenna. This is almost impossible in practice due to the large amount of 
measurements needed, but also due to restrictions imposed by the authorities on the usage of 
the frequency bands in which commercial communications networks are already operating. 
Channel models allow for simulations required to evaluate MIMO antennas.

For the development of MIMO antenna arrays, evaluation mechanisms are needed in 
order to draw comparisons between different antenna arrays. There are several antenna 
properties that can be assessed by classical antenna measures, for example, radiation pat-
tern, antenna gain, self and mutual coupling impedances, half-power beamwidth, band-
width, frequency range, and resonant frequency. If an antenna array is employed in a 
MIMO system, some more specific figures of merit that can take into account the propaga-
tion channel are required. These figures of merit are statistical measures, which describe the 
antenna array performance for specific propagation channels. The following is an overview 
of MIMO-specific evaluation criteria for antenna arrays.

As MIMO systems are known for their capacity enhancement for future mobile com-
munications, the instantaneous channel capacity is the most important measure for the 
evaluation of MIMO systems. It is described in the following paragraph. There are two 
main properties that determine the capacity of a MIMO system: correlation properties and 
the power level or efficiency in terms of power. Hence evaluation criteria are needed both 
for the correlation properties and for the efficiency in terms of power which will be intro-
duced in subsequent paragraphs.

The channel capacity depends on the number of transmit and receive antennas M and 
N, the channel matrix H, and the signal-to-noise ratio (SNR). The channel matrix is often 
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normalized so that it is independent of the channel attenuation. HF is the channel matrix 
that is normalized with the Frobenius matrix norm, so that the mean attenuation of each 
channel matrix trace (HFHF*)/MN is equal to one. The capacity is expressed as a function 
of the SNR at the receiver. For the sake of simplicity only MIMO systems without channel 
state information at the transmitter are considered in the following. With this assumption, 
the transmit power is equally (but not optimally) spread among the transmit antennas. The 
instantaneous channel capacity of a MIMO system in the presence of spatially uncorrelated 
Gaussian distributed noise can be calculated by

C M F F= +( )( )log det *
2 I H HSNR

where I is the identity matrix and (·)* denotes the complex conjugate transposition. The 
channel attenuation, which is included in the channel matrix, has to be expressed in the 
SNR when normalizing the channel matrix. The attenuation is influenced by the antennas 
and the radio channel. With this normalization, the influence of the correlation properties 
on the capacity becomes visible, but any interrelation between the SNR and the correla-
tion properties of H is neglected. As the antennas have an impact on both the SNR and the 
correlation properties, this normalization does not predict the behavior of different antenna 
arrays properly. In real systems, the effect of antennas is included in the channel matrix and 
the normalization of the channel matrix eliminates some of the antenna effects. Therefore 
another approach is needed to preserve the antenna effects, allowing for a fair comparison of 
MIMO antenna arrays. If H is not normalized, as in if the path loss and the gains of the single 
antenna elements are included in H, the capacity of a MIMO system can be written as

C P

n
T= +( )( )log det *

2 2I HHσ

This equation expresses the capacity as a function of the transmit power PT. The attenua-
tion of the transmission link, influenced by the antennas and the radio channel, is taken into 
account. s 2 is the noise power. This formula allows for a comparison of different MIMO 
systems, including the influence of the transmission gain and the SNR. Without normaliza-
tion the capacity is an appropriate figure of merit for the comparison of MIMO systems 
employing different antenna arrays.

The correlation properties of H influence the capacity. The different definitions com-
monly used are the complex signal (rs), envelope (re), and the power correlation (rp) coef-
ficients. One can express the complex signal correlation coefficient as

ρs

E h h

E h h E h h
=

{ }
{ } { }

1 2

1 1 2 2

*

* *

where h1 and h2 are complex channel coefficients and E is the expectation operator. h1 and 
h2 represent any two channel coefficients of the channel matrix H. The definition of the 
envelope and the power correlation coefficients are

ρe

E h h

E h h E h h
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In literature, the most common reference to MIMO performance is in terms of the power 
and envelope correlation.10 It is a widely held assumption that | |ρ ρs e

2 ≈ . It has been both 
experimentally and analytically shown that ρ ρe p=  for all practical purposes. The power 
correlation coefficients can be calculated for MIMO systems with different antenna arrays, 
leading to a comparison of antenna arrays for MIMO. The number of correlation coef-
ficients between all elements hij in H is N 2M 2, and thus it is a large effort to assess the 
correlation properties. It is difficult to show the direct relationship between the capacity 
distribution and the correlation properties. Correlations also play an important role in diver-
sity systems with multiple antennas at one side of the link only.

The power level is the second important property influencing the capacity. To assess sin-
gle antennas in an array, the mean effective gain (MEG) can be used.11 The MEG is defined 
as the ratio of the mean received power of an antenna under test to the mean received power 
of a reference antenna, when both antennas are used in the same channel with the same 
transmit antenna. To ascertain that the MIMO system works properly, all antennas need to 
have an MEG that is approximately equal and as high as possible. If the antenna elements 
in a MIMO array do not have similar mean effective gains, a branch power imbalance may 
occur, deteriorating the system performance. The definition of the MEG can be extended 
to assess arrays. The mean effective array gain (MEAG) is the ratio of the mean received 
power of an array to the mean received power of a reference antenna in the same channel 
with the same transmit antenna. Mutual coupling among closely spaced antennas not only 
influences the signal flow and the correlation properties, but can also strongly reduce the 
efficiency in terms of power of an array. This is undesirable since most handheld devices 
are battery powered.

The power transmission gain is a figure of merit for the whole MIMO link, including 
the antenna arrays at the transmitter, the propagation channel, and the antenna arrays at 
the receiver. The power transmission gain is the ratio of the power received at the signal 
drain to the power fed into the transmit antennas. The latter is not equal to the power 
which is radiated from the transmit antennas if the efficiency of the transmit array is not 
100%. Conclusions on the performance of the arrays in terms of power can be drawn by 
comparing the power transmission gain of MIMO systems with different arrays in the same 
channel.12

The channel capacity measured in a reverberation chamber has been used as a figure of 
merit instead of quality measure for the antenna configurations.13 The measurements are 
repeatable, allowing for the comparison of different antenna arrays, although the environ-
ment does not necessarily correspond to real propagation channels.

Mutual Coupling and Radiation Efficiency

As mentioned before, the antennas have an impact on efficiency in terms of power. The 
mean effective gain, mean effective array gain, and power transmission gain are figures 
of merit for the efficiency of MIMO antenna arrays. The antenna configuration has a 
significant influence on the total received power. Mutual coupling effects found among 
the antenna elements in a MIMO array have an influence on power and capacity still 
under investigation. Seemingly conflicting reports on mutual coupling between antenna 
elements increasing14 or reducing12 capacity might not be conflicting at all. Both effects 
are, in principle, plausible. On one hand, mutual coupling changes the individual antenna 
patterns. This creates diversity as each antenna “sees” different portions of the surround-
ing scatterers (pattern diversity). But the effect seems to be small unless the antennas are 
located very close to each other. On the other hand, mutual coupling may, by re-radiation 
of received power, result in higher spatial correlation between antenna signals; a pos-
sible cause for reduced capacity. However, correlation is not solely caused by mutual 
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coupling and depends on a number of other factors as well. Antennas in close proximity 
to each other and to lossy material, like human tissue, also suffer from reduced radia-
tion efficiency. This is an effect which is intricate to measure, but it becomes extremely 
important when comparing the performance of an antenna array with that of a single 
antenna. One way to tackle this problem is the description of the MIMO communication 
link including transmit antennas, propagation channel, and receive antennas by scattering 
parameters.12 Current findings indicate that spatial correlation has little effect in compari-
son with radiation efficiency.

Antenna Configurations

Due to the fact that the antennas and the propagation channel interact in MIMO systems, the 
antenna configuration has to be chosen carefully. The antenna type as well as the arrange-
ment of the elements in a MIMO array strongly influences performance. Goals are a high 
efficiency in terms of power and a low correlation by exploiting various propagation paths. 
A major challenge is the integration of multiple antennas in small handheld devices as 
space for placing the antennas is extremely limited.

The following example uses half-wavelength dipole antennas to demonstrate how 
the antenna configuration affects MIMO capacity. In Figure 57-7, the capacity calcu-
lated without normalizing the channel matrix is shown for several antenna configu-
rations. The propagation channel is modeled by a path-based indoor channel model. 
Various dipole arrangements are compared, for example, parallel dipoles, orthogonal 
dipoles, and other arrangements employing various orientations of the dipole elements. 
The capacity is shown with respect to the total size of an array, which is indicated in 
grey. This array size is very important for the integration of multiple antennas in hand-
helds. It is remarkable that for small array sizes an array with two elements outperforms 
arrays with three or four elements. Systems employing polarization diversity are robust 
against polarization mismatching, which is demonstrated by a rotation of the transmit 
array relative to the receive array. Three dipole antennas arranged as a triangle lead to 
the best result for small array sizes. This arrangement combines spatial, pattern, and 
polarization diversity, and thus the combination of different diversity techniques leads 
to capable solutions.

FIGURE 57-7 Arrangement of dipole antennas and MIMO capacity (after C. Waldschmidt et al12  
© IEEE 2004)
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Integration of MIMO Antennas into Handhelds

Very compact antenna arrays are needed for the integration of antennas for MIMO into hand-
held devices. In this section, the integration of MIMO antenna arrays into handheld devices 
is demonstrated by two examples. The first example is a model of a portable device such as 
a mobile phone.15 It is equipped with three inverted-F antennas operating at a frequency of 
2 GHz. The aim of the antenna configuration was to combine all the different diversity tech-
niques described previously, such as pattern, spatial, and polarization diversity. The simula-
tion model of the small handheld consists of a metallic block, representing the battery and 
the display of the device, and a PVC housing with a wall thickness of 2 mm, (as shown in 
Figure 57-8). The size of the housing is 55 × 115 × 27 mm3 with the metallic block measuring 
40 × 80 × 10 mm3. Three antennas were mounted onto the metallic block, spatially sepa-
rated and with different orientations. Usually inverted-F antennas require an infinite ground 
plane, which is not available in the small handheld. Thus the metallic block is effectively 
a finite ground plane, which influences the shape of the patterns and the mutual coupling 
impedances. The whole device was simulated with a standard EM code based on method of 
moments. The pattern of the coupled antenna system, as well as the mutual coupling and self-
impedances of the antennas, were calculated and served as an input for the model of a MIMO 
transmission link.12 The channel model is a stochastic, fully polarimetric, three-dimensional 
and path-based indoor channel model. On the other side of the link an antenna array setup, 
consisting of three half wavelength dipole antennas arranged as a triangle, was used.

For comparison, Table 57-1 presents figures of merit for the MIMO system mentioned 
previously, a much larger reference MIMO system with three vertical half-wavelength 
dipoles with half-wavelength spacings on each side of the link, and a single antenna sys-
tem as reference. The correlation is very low for both MIMO cases. However, the capacity 
differs due to the fact that the mean effective gain is worse for the three small inverted 

1

3

2

FIGURE 57-8 Model of a mobile phone with three inverted-F antennas (after C. Waldschmidt et al15 
© IEE 2005)
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F-antennas because of mutual coupling. Compared with a single antenna system, a huge 
capacity gain is possible, even if three antennas are integrated into a small handheld.

Another example16 discusses the case in which three antennas were integrated in a per-
sonal digital assistant measuring 80 × 120 × 15 mm3. Each dual band antenna element 
covers the IEEE 802.11a/b frequency bands at 2.45 GHz and 5.2 GHz. Again the antennas 
are placed such that spatial, polarization, and pattern diversity are combined. Hence the 
power correlation is on the order of 0.1, which is sufficient for MIMO. This MIMO system 
outperforms a single antenna reference system in an indoor channel, even if one or two 
antennas are covered by the hand of a user.

When evaluating MIMO antenna configurations, both antennas and the propagation chan-
nel have to be treated simultaneously. Comparisons can be drawn employing special figures 
of merit for MIMO antenna arrays. The efficiency in terms of power has to be taken into 
account to assess arrays for MIMO. Several effects have an impact on the power transmission 
gain and on the MIMO performance, for example, the polarization of the antennas, the user 
of the handheld device, and mutual coupling effects between the antenna elements. These 
examples show that it is possible to effectively integrate several antennas into handhelds for 
MIMO operation. MIMO systems are realizable even in compact configurations.

57.5 MIMO SYSTEM ASPECTS

The potential of MIMO systems brings along several topics, not only concerning antennas 
and channel modeling. A question currently arising is the impact of MIMO on the complete 
RF transmission, including antennas, propagation channel, and RF front-ends.

RF and Digital Subsystems

Despite all the benefits of MIMO transmission, there is one major drawback: the increased 
complexity in both digital and analog systems. This complexity impacts both the cost of 
hardware and power consumption. Especially the analog part of the MIMO transceiver has 
to be designed carefully to avoid performance loss. Implementing MIMO techniques is a 
challenging task in conventional RF circuit design. The true test of the practicality of any 
communication system design is the performance of the system when taking into account 
the non-idealities of analog RF components. Although mutual interference between adja-
cent RF chains of a multi-antenna system causes additional performance degradation, a 
certain level of front-end integration will be required. MIMO techniques bring along some 
computational effort in the digital signal processing. The introduction of MIMO in future 
wireless systems leads to consequences for both RF and digital subsystems. A trade-off has 
to be found between quality and effort of implementation.

TABLE 57-1 Performance Comparison of MIMO Systems15

Power Correlation 
Coefficients

Mean Effective  
Gain (MEG)

10 Percent  
Outage Capacity

3 × 3, handheld  
and dipole triangle

all < 0.1 all antennas −2.5 dB 4.7 bit/s/Hz

3 × 3, parallel dipoles, 
half-wavelength spacing

all < 0.1 all antennas −1.2 dB 5.7 bit/s/Hz

1 × 1, dipole − 0 dB 1.1 bit/s/Hz
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“Dirty” RF

The trade-off especially concerns the tough requirements for the quality of RF front-ends, 
as devices for the consumer market have to be affordable. Low power consumption, small 
size and low cost are important goals for the design of radio transceivers. However, these 
design goals partly contradict the demand for high performance. New problems arise 
in the practical implementation. Due to the finite accuracy of the analog hardware, the 
transmitted or received signals are threatened by several RF non-idealities such as jitter, 
non-linearities, phase noise, DC offet and I/Q imbalance. According to the conventional 
RF design paradigm, these effects have to be avoided by a proper system design leading to 
an increased power consumption, size or cost. Allowing the RF components to introduce 
analog impairments —“dirty effects”—and compensating the resulting effects in the digi-
tal domain will therefore be essential for achieving low production costs in the future.

When further integrating a complete MIMO transceiver on a single chip, these dirty 
effects reach into a new problem level, which requires a paradigm shift in the design of 
tranceivers.17 “Dirty RF” means to design digital signal processing such that the system 
can cope with a new level of non-idealities, reducing the requirements of future RF subsys-
tems. The “Dirty RF” design paradigm proposes to accept the RF non-idealities to a certain 
degree, and to compensate them digitally. Thus, power consumption, size, and cost of the 
transceiver can be kept at a low level.
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58.1 INTRODUCTION

Mobile wireless terminals, such as handsets or phones, are subject to strong fading due to 
multipath propagation, particularly when used in urban and indoor environments. The per-
formance of the terminals in such environments can be significantly improved by making use 
of antenna diversity. This means that the signals on two antennas (with different positions, 
polarizations, or radiation patterns) are combined in such a way that there are shallower fad-
ing minima on the combined signal than on each of the two contributing signals. Thereby, 
the signal-to-noise ratio (SNR) in the fading dips will be better, so that the fading margins in 
the system link budget can be reduced. The increased SNR can also be used to increase the 
capacity of the communication channel, if the system allows this. If there are several antennas 
on both the transmitter and the receiver side, it is possible to establish several communication 
channels through the multipath environment, which allows for even larger capacity increase. 
Such systems are often referred to as multiple input multiple output (MIMO) systems. This 
chapter describes how to characterize both single-port and multiport antennas for use in mul-
tipath and in particular for achieving diversity and MIMO performance.

The so-called reverberation chamber1 has, for a couple of decades, been used for the EMC 
testing of radiated emissions and immunity. This chamber is a metal cavity that is sufficiently 
large to support many resonant modes, and it is provided with means to stir the modes so that 
statistical field variations appear. It has been shown that the reverberation chamber represents 
a multipath environment of a similar type to what is found in urban and indoor environments. 
Therefore, in the last six years it has been extended to characterize antennas and terminals 
designed for use in environments with multipath propagation. This chapter will therefore also 
describe how reverberation chambers work and how they can be used to measure performance 
of antennas and active terminals, in particular when used with diversity and MIMO capability.

58.2 MULTIPATH ENVIRONMENT WITHOUT  
LINE-OF-SIGHT (LOS)

Traditionally, antennas were designed for use in environments where there is line-of-sight 
(LOS) between the two sides of the communication link. Therefore, antennas were charac-
terized in the equivalent of a free space environment, by measurements in anechoic cham-
bers. Still, there may in reality be additional wave paths between the transmitting and 
receiving sides. For example, large smooth objects located outside the LOS will cause 
reflection, edges of large objects will cause diffraction, and small or irregular objects will 
cause scattering of the waves originating from the transmitting antenna. The wave con-
tributions via these paths will add at the receiving side. They have independent complex 
amplitudes (i.e., amplitudes and phases) that may add up constructively or destructively, or 
to anything between these two extremes. The wave paths and their complex amplitudes will 
also change fast with time, due to the moving of the terminal or parts of the environment, 
and thereby signal variations will be present at the receiver as a function of time, referred 
to as fading. The largest signal variations appear when the LOS is blocked. The previous 
type of fading is more accurately referred to as small scale fading, to distinguish it from the 
signal variations appearing only due to variations in distance from the transmitting antenna 
or due to partly shadowing and similar of the LOS, referred to as large-scale fading.2

Rayleigh Fading

The multipath environment can, at the receiving side, be characterized by several inde-
pendent incoming plane waves. This independency means that their amplitudes, phases, 
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and polarizations as well as the angles of arrival (AoA) are arbitrary relative to each other. 
If the LOS is absent, and if the number of incoming waves is large enough (typically a 
few hundred), or if the antenna is moved around in a less rich environment, the in-phase 
and quadrature components of the received complex signal become normally distributed 
(Gaussian). From this, their associated magnitudes get a Rayleigh distribution, the power 
an exponential distribution, and the phases a uniform distribution over 2p. This is a direct 
result of the central limit theorem. Figure 58-1 shows an example of a Rayleigh faded 
signal. The signal varies by more than 25 dB. The Rayleigh fading is most conveniently 
illustrated by a cumulative probability density function (CDF), showing the cumulative 
probability of signal amplitudes in dB, also shown in Figure 58-1. The reference level for 
the dB values is in the figure taken to be the average received power, i.e., the total received 
power divided by the number of samples. There is a probability of 1‰ of having deeper 
dips than −30 dB, and of 1% of having deeper dips than −20 dB.

Angle of Arrival (AoA) Distribution, XPD and Polarization Imbalance

The arriving waves may have a certain AoA distribution in the elevation and azimuth 
planes. It is natural to assume that the mobile terminal can be oriented arbitrarily, relative 
to directions in the horizontal plane, which means that the azimuth angle is uniformly 
distributed. The terminals may, under normal use, have a certain preferred or most prob-
able orientation relative to the vertical axis, and common environments (in particular 
outdoor) have larger probability of waves coming in from close-to-horizontal directions 
than close-to-vertical. Therefore, there may be a need for an elevation distribution func-
tion to describe real multipath environments. Real environments normally also have a 
larger content of vertical polarization than horizontal, because most base stations are ver-
tically polarized. This is characterized, in propagation literature, by a cross-polar power 
discrimination (XPD).3 Instead, this chapter refers to XPD as a polarization imbalance in 
the environment, because it represents a deterioration of the isotropic reference environ-
ment defined in the next subsection. Both the AoA distribution and XPD are different in 
different real environments. This is problematic because the performance of the antennas 
and wireless terminals then depend on where they are used or measured, so that results of 
measurements in one environment cannot directly be transferred to another. Therefore, 
it is convenient to define a reference environment, which can easily be reproduced in 
practice, and which gives a repeatable result for the performance. The isotropic environ-
ment with polarization balance and a uniform AoA distribution over the whole sphere 
has this characteristic.

FIGURE 58-1 Example of a fading signal (left) and its cumulative probability distribution (CDF) function 
(right). The signal levels are presented in dB after being normalized to the time averaged power.
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Isotropic Reference Environment

As explained previously, it is desirable to have an isotropic reference environment with polar-
ization balance and a uniform distribution of AoA in both azimuth and elevation, i.e., an envi-
ronment in which all polarizations and AoAs over the whole unit sphere are equally probable. 
This simplifies the characterization of antennas and terminals in the sense that the performance 
becomes independent of the orientation of the antenna in the environment. The reverberation 
chamber emulates such an isotropic environment. This reference environment has no true coun-
terpart in reality, but it is still quite representative as any environment will appear isotropic if the 
terminal is used with arbitrary orientation in the environment. It is important here to point out 
that the antenna normally is not located symmetrically on the phone. Therefore, the phone has 
different orientations in the environment when used on the left and right sides of the head, as 
opposite sidewalls of the phone will point upwards for these two talk positions.

58.3 CHARACTERIZATION OF SINGLE-PORT 
ANTENNAS IN MULTIPATH

This section will describe how to characterize single-port antennas for use in multipath with 
Rayleigh fading. Naturally, this is strongly related to characterization in LOS.

Antenna Impedance, Port Impedance, and Reflection Coefficient

All antennas are characterized by their far field function G(q,j) and input impedance Za. 
The far field function can be used to plot the co-and cross-polar radiation patterns and 
to find traditional LOS quantities such as directivity and sidelobe levels. For antennas 
operating in an isotropic multipath environment, the shape of the far field function does 
not play any significant role, particularly not for single-port antenna systems. In multiport 
antennas it has some significance as it determines the correlation between received signals 
on the ports. Therefore, we will need to define G(q,j) as well. In order to connect to other 
components like receivers and transmitters, the antenna must have a well-defined port 
(or ports), often in the form of a transmission line or a connector for a transmission line. 
The characteristic impedance Zc of this transmission line then defines the port impedance, 
normally 50 Ohms. When the port impedance is known, the antenna impedance Za can be 
transformed to a complex reflection coefficient r on the transmission line, where

 r Z Z Z Za c a c= − +( )/( )  (58-1)

In an S-parameter representation of the antenna, r = S11.

Definition of Far Field Function

If the far field function is mathematically formulated in transmit mode (caused by a given 
source current at the antenna port) as a complex vector field function, it can be included in the 
equivalent circuit of the same antenna in receive mode, as given in the next subsection. This 
complete complex radiation field function (containing even phase information) is also needed 
in theoretical multipath characterization in order to add the received voltages (with correct 
amplitudes and phases) from several simultaneous incident waves with different AoAs.

The far field of any antenna will have the form

 E G( , , ) ( , )r
r

eθ ϕ θ ϕ= −1 jkr  (58-2)
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where r is the distance from the phase reference point (center of coordinate system) to 
the observation point, and G(q,j) is the far field function.4 G(q,j) is a complex vector 
function of direction (q,j) from the phase reference point to the observation point. It is 
written alternatively as G r(ˆ) , where r̂ is a unit vector in the direction (q,j). The far field 
function is shown in the equations in Figure 58-2. The total radiated power expressed by 
G(q,j) becomes

  P drad = ∫∫
1

2
2

η θ ϕ| ( , ) |G
Ω

Ω  (58-3)

with h the free space wave impedance. The ½ factor comes because of the use of peak-
valued complex vectors rather than effective-valued ones.

The far field function can be determined analytically, by measurements, or by simula-
tions. In the latter case in order to avoid mistakes, it is safest to use a realizable source 
at the port, i.e., either of the two generator models (Thevenin or Norton) in the left part 
of Figure 58-2. The source impedance Zs must be chosen to be equal to the defined 
port impedance Zc. Often, the far field E(r) = E(r,q,j) is computed at chosen directions 
(r,q,j) on a sphere of fixed radius r around the antenna. The far field function is then 
determined from the far field in these points by

 G E( , ) ( , , )θ ϕ θ ϕ= r re jkr  (58-4)

provided r is large enough. The far field function in receive mode is the same as in 
transmit mode.

Equivalent Circuits of Transmit and Receive Antennas

The equivalent circuit of an antenna is well known when it is transmitting, as shown in 
the left part of Figure 58-2. But, when there is a need to analyze diversity and MIMO 

(a) (b)

FIGURE 58-2 Transmit (left) and receive (right) equivalent circuits of antenna with far field function 
G r(ˆ) , input impedance Za = 1/Ya, and port impedance Zc. The receive case is from Section 2.5.5.4 The param-
eters in the formulas are explained in the text.

Radiated wave
Generator

Antenna

a) Block diagram

Zs

ZaVs

Iat

b) Thevenin equivalent

c) Norton equivalent

Ys Zc

Zc

Zc

Vat YaIs

+−

+

Transm.
line

E(r) = G(r )    e−jkr1
r

^

r̂

G(r)      Iat^

G(r)      Vat^

Antenna
Transm.

line

ZL

Re-
ceiver

Zc

Zc

Zc

c) Norton equivalent

b) Thevenin equivalent

a) Block diagram

Ya YL Iar

Za

Var +−

Incoming wave of complex
amplitude Eo referred to
phase reference point of G( r )̂ r̂

Induced voltage

Var = −          G(r )•Eo 2j λ
η Iat

^

Induced current

Iar = −           G(r )•Eo 2j λ
ηVat

^

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2007 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

Multipath Techniques for Handset/Terminal Antennas



58-6 CHAPTER FIFTY-EIGHT 

antennas theoretically, the equivalent circuit in receive mode is needed. Receive equiva-
lent circuits are given in many textbooks, but they are often not complete. The formulas 
for induced open-circuit port voltage Var in the Thevenin equivalent and the induced 
short-circuit port current Iar in the Norton equivalent can be given explicitly from the 
far field function and the incident wave E0. Such complete equivalent circuits can  
be found though,4 and they are also included in the right part of Figure 58-2. The for-
mula for Var (alternatively Iar) is given in terms of the following parameters: the wave-
length l, the free space wave impedance h, the far field function G(q,j) calculated  
for the transmit mode as explained previously, and finally by the current Iat into the 
antenna port (alternatively the voltage Vat at the antenna port) when the far field func-
tion G(q,j) of the antenna was calculated. See the definitions Iat (alternatively Vat) in 
the left part of Figure 58-2.

Far field functions should, as explained previously, always be calculated when the 
antenna is excited by a complete Thevenin or Norton equivalent circuit for an impedance-
matched generator at the input, i.e., using Zs = Zc or Ys = Yc = 1/Zc. Then,

 I V Z Zs c aat = +/( )  (58-5)

in the formula for Var in the Thevenin equivalent circuit for the receiving case, and

 V I Y Y I Z Z Z Zs a c s a c a cat = + = +/( ) / ( )  (58-6)

in the formula for Iar in the Norton equivalent circuit for the receiving case.

Mean Effective Gain (MEG) and Mean Effective Directivity (MED)

Antennas in fading environments are sometimes characterized by the so-called mean effec-
tive gain (MEG). The formula for MEG3,5 can be calculated from the far field function of 
the antenna, and it is a function of the orientation of the antenna, its polarization, and the 
azimuth and elevation distributions of the AoA in the environment, as well as the XPD of 
the environment. For the isotropic environment, the MEG becomes equal to half the clas-
sical total radiation efficiency erad, i.e.,

 MEG e= rad /2  (58-7)

Actually, for an arbitrary environment the MEG can be separated in two factors: the 
classical total radiation efficiency and a mean effective directivity (MED),6 i.e.,

 MEG MED e= ⋅ rad
 (58-8)

In this way the MED solely contains the effect of the environment and the shape of the 
radiation pattern, whereas the radiation efficiency contains the effects of losses and imped-
ance mismatch. The formula for MED is the same as for MEG, but the realized gain for 
the far field functions in the formula for MEG must be replaced by directive gain far field 
functions in the formula for MED, where the realized and directive gains are standard IEEE 
definitions. Thereby, the relationship between MEG and MED becomes the same as the 
relationship between the classical realized and directive gains for LOS systems (radiation 
efficiency). The radiation efficiency can, for instance, be measured in a reverberation cham-
ber. The formulas for the MEG and MED are not shown here, because the consideration here 
is isotropic environments.
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Total Radiation Efficiency

From the previous subsections, it can be stated that for antennas in an isotropic multipath 
environment the performance is determined only by the total radiation efficiency and not by 
the shape of the radiation pattern or the realized gain. The definition for the total radiation 
efficiency used here is the ratio between the total radiated power and the maximum avail-
able power that can be delivered from the generator. Thus,

 e P Prad rad in,max= /  (58-9)

where the maximum available power appears when Za = Zc and becomes either

 P Z I P Vcin max at in max ator, ,| | | |= =1
2

1
2

2 22 /Zc
 

with Iat and Vat defined previously, depending on whether the Thevenin or Norton equiva-
lents are used, respectively. For a lossless antenna, this is known to be

 e rrad = −1 2| |  (58-10)

where r is the complex reflection coefficient at the antenna port defined in Eq. 58-1.

58.4 CHARACTERIZATION OF MULTIPORT 
ANTENNAS IN MULTIPATH

In LOS systems it is possible to increase the signal-to-noise ratio by increasing the directiv-
ity of the antennas, because the received signal increases with the gain of both the transmit 
and receive antennas. However, in the previous section it was shown that antennas in iso-
tropic multipath environments do not get improved performance by increasing directivity. 
Still, several antenna elements can be used to form a diversity or MIMO system, but to 
get improved performance the signals must be processed in a more advanced way than in 
classical arrays.

To realize antenna diversity and MIMO systems, several antenna elements need to be 
located together in an array. This is not a classical array, in which the antennas are com-
bined with certain amplitude and phase relations between them. Therefore, the diversity or 
MIMO antenna is called a multiport antenna rather than an array, meaning that each port 
can be characterized as a single antenna, and that the signal inserted (transmitting case) or 
being present (receiving case) at each port has no prescribed amplitude and phase relation 
to the signals on the other ports. Instead, the signals are processed incoherently to optimize 
system performance.

Definition of Channel When Using Multiport Antenna Systems in Multipath

The propagation channel is defined with the antennas included. Therefore, a channel starts 
at one transmit port connected with one element or beam of the transmit antenna and ends 
up at a receive port connected with one element or beam of the receive antenna. Thus, if 
the transmit antenna has M ports and the receive antenna has N ports, MxN channels can be 
generated through the environment, as illustrated in Figure 58-3.
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Isolated Elements

Classical single-beam array antennas for LOS systems have one port and are characterized 
by their far field functions and antenna impedances, in the same way as other single-port 
antennas. The latter is the impedance seen at the array port when all elements are excited 
with the amplitude and phase that give the desired shape of the far field function. The far 
field function of a classical array antenna is the product of two factors: the far field func-
tion of an isolated element (which is equal for equal elements at different location) and the 
array factor. The far field function of one isolated element is the far field function of this 
element when all the other elements are removed, but with the ground plane on which they 
are located present.

In theoretical work on diversity and MIMO systems, the element antennas are some-
times treated as if they were isolated, even though an array factor cannot be defined because 
the signals at every element are processed independently. However, this treatment must be 
done with care because the isolated element approach is strictly not valid when analyzing 
multiport antennas. It will only give correct results if the ports are completely uncoupled, 
which they rarely will be in reality, except for two-port antennas with orthogonal polar-
izations on the two ports. The correct analysis is done by using the embedded element 
approach as described next.

Embedded Elements

The embedded element approach also has its background in classical array analysis. However, 
because it is regarded as an advanced topic compared to the isolated element approach, it is 
rarely covered in introductory antenna courses. The embedded element approach considers 
the far field of each single array element when all the other elements are present, but they 
are not excited and instead terminated with their port impedances. The far fields of such 
embedded elements are sometimes called active element patterns, a terminology introduced 
previously,7 but they are now more commonly and descriptively referred to as embedded 
element patterns.6,8 The excited antenna will induce radiating currents on the terminated 
non-excited antennas. Therefore, the far field function of the embedded element may be very 
different from that of the isolated element, in particular if the elements are closely spaced 
with large mutual coupling. The far field functions of the embedded elements are used to 
describe scan blindness in classical arrays, whereas in MIMO and diversity antennas they 

Rich
scattering

environment
causing
Rayleigh

fading

m = 1, 2, …M antenna ports n = 1, 2, …N antenna ports

FIGURE 58-3 Definition of MIMO system with multiport antennas on 
both the transmitting and receiving sides. There are in total MxN channels 
through the environment, each one defined between one input port of the 
transmit antenna and one output port of the receive antenna.
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play an even more significant role. In a multipath environment the received signal on each 
port is transmitted or detected independently relative to the signals on the other ports, and 
therefore each port transmits or receives signals through their embedded far field functions. 
In such a way, the radiation efficiency at each port as well as the correlation between the 
signals at all ports, are determined by the far field functions of the corresponding embedded 
elements. Both these quantities (radiation efficiency and correlation) are needed in order to 
quantify performance of diversity and MIMO antenna systems. Such analysis in terms of far 
field functions of embedded elements was introduced6,8 based on the analysis of a diversity 
antenna consisting of two parallel dipoles.9 The far field functions of embedded elements can 
be computed by most commercial computer programs, by exciting the port to be computed 
and terminating all non-excited ports with their port impedances (normally 50 Ohm). The 
embedded element patterns can also be measured in anechoic chambers. However, it is also 
possible to characterize diversity and MIMO antennas without knowing the embedded ele-
ment patterns explicitly. For example, the reverberation chamber provides a way of measur-
ing radiation efficiency and correlation without going via the embedded element patterns. It 
can also be used to provide measured estimates of complete communication channels, and 
from these the diversity gain and maximum available capacity of complete diversity and 
MIMO antenna systems can be obtained.

Embedded Radiation Efficiency

This subsection starts with an explanation of how to calculate the total radiation efficiency 
of an embedded element of a multiport antenna. Figure 58-4 illustrates a diversity antenna 
consisting of two dipoles and with receivers and/or transmitters on both ports. This means that 
the diversity combination is implemented after the receivers, and that the diversity separa-
tion is implemented in front of the transmitters. This configuration was analyzed10 by using 
a classical semi-analytical approach represented by the equivalent circuit in the upper part of 
Figure 58-5. The equivalent circuit is generally applicable to any two-port antenna consisting 
of single-mode radiating elements, such as dipoles, slots, and—to some degree—patches. The 
most accurate way to calculate this is to perform a complete numerical computation using a 
full-wave code of any kind. This way there is no restriction to the elements being of single-
mode type. The general form of the equivalent circuit is shown in the lower part of Figure 58-5. 
This latter equivalent circuit doesn’t show the induced currents, so it cannot be used to calculate 
or understand why the far field function is different from that of an isolated antenna element. 
This general simplified equivalent circuit is simply an illustration of the result of a numerical 
calculation of Za and G(q,j).

Separation between dipoles
d

Receiver
and/or

transmitter
of port 1

Diversity combination (RX) and/or separation (TX)

Receiver
and/or

transmitter
of port 2

FIGURE 58-4 Illustration of diversity antenna consisting of two 
parallel dipoles. There are receivers and/or transmitters at each of the 
two dipole ports.
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If the diversity antenna itself consists of materials with very small or no losses, the 
only contributions to the total radiation efficiency of the embedded element will be the 
absorption in the termination on port 2, and the reflections on the excited port 1. Using 
the upper equivalent circuit in Figure 58-5, the input impedance of the embedded ele-
ment at port 2 is

 Z Z
Z I

I
Z

Z
Z Za

c
= + = − +11

12 2

1
11

12
2

22

 (58-11)

where the rightmost expression is obtained by using the equivalent circuit of port 2 in 
Figure 58-5 (upper figure). Z11 and Z22 are the impedances of the two isolated element 
antennas and Z12 is their mutual impedance. Note that Za is the impedance when the equiva-
lent circuit of port 1 has the general Thevenin form as shown in Figure 58-5 (lower figure). 
The power absorbed in the antenna impedance Za represents both the radiated power and 
the power absorbed in the 50 Ohms termination on port 2. The reflection coefficient r at 
port 1 and the corresponding mismatch efficiency erefl become

 r
Z Z
Z Z

e ra c

a c
=

−
+ = −and refl 1 2| |  (58-12)

The total power that is accepted by port 1 is found as Pacc = Re{Za}|I1|
2/2. The differ-

ence between this and the power P2 = Zc|I2|
2/2 absorbed in the load on port 2 is the radiated 

power Prad, i.e. Prad = Pacc − P2. Finally, the total radiation efficiency becomes

 e e e e
P
Prad refl abs abs

rad

acc
with= = = 1−−

Z I
Z I
c

a

| |
Re{ } | |

2
2

1
2

 (58-13)
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Z12I2

V1

I1

Z22

Z12I1

I2

Za
V1

I1

Port 1

Input impedance
Za = Z11 + Z12I2/I1 Port 2

r

r

50 Ω

50 Ω

50 Ω+
−

+
−

+
−

+
−

FIGURE 58-5 Upper figure: Complete equivalent circuit of a diversity antenna con-
sisting of two single-mode elements with ports 1 and 2, respectively, when port 1 is 
excited and port 2 terminated with the port impedance (50 Ohms), for calculation of 
the far field function and radiation efficiency of the embedded element 1. Lower figure: 
The same equivalent circuit on the general Thevenin form in Figure 58-2b, left case. 
The port impedance is Zc = 50 Ohm.
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where eabs is the efficiency due to the power dissipated in the load on port 2. This can be 
expressed much simpler by using the S-parameters between ports 1 and 2, according to

 e S S e S erad refl ab, ,= − − = −1 111
2

12
2

11
2| | | | | | ss =

− −
−

1
1

11
2

12
2

11
2

| | | |
| |

S S
S

 (58-14)

The S-parameter representation can readily be extended to any multiport antenna, such 
as that illustrated in Figure 58-6. The total embedded radiation efficiency of embedded ele-
ment number i—when there are a total of N ports—becomes

 e S
j

N

rad ij= −
=

∑1 2

1

| |  (58-15)

There will be an additional efficiency factor if there are losses in the materials that the 
antenna is made from. The last equation defines a fundamental limitation also of elements 
in classical dense arrays.11 If the elements are very close (typically closer than 0.5 wave-
lengths), the mutual couplings cause a severe efficiency reduction. In a classical array this 
fundamental limitation causes the gain not to increase proportional to the number of ele-
ments unless the element spacing is kept larger than 0.5 wavelengths.

Correlation Between Ports

The correlation coefficient r between received signals on two ports can be calculated from the 
correlation between the induced voltages in the receive equivalent circuits of the two ports, 
when these voltages are a result of multipath due to incident plane waves with uniform AoA 
distribution and polarization balance. This formula for evaluating the correlation by using a 
statistical distribution of induced voltages can readily be transformed to deterministic inte-
grals in terms of the normalized coupling between the far field functions of the two ports:3

 ρ
θ ϕ θ ϕ

θ ϕ θ ϕ
π

π

=
⋅

⋅

∫∫

∫

G G

G G

1 2
4

1 1
4

( , ) ( , )

( , ) ( , )

*

*

dΩ

∫∫ ∫∫ ⋅d dΩ ΩG G2 2
4

( , ) ( , )*θ ϕ θ ϕ
π

 (58-16)

where G1(q,j) and G2(q,j) are the embedded far field functions of ports 1 and 2, 
respectively.

Receivers and/or transmitters
and diversity or MIMO combination

and/or separation network

n = 1, 2, …N antenna ports

FIGURE 58-6 Illustration of N-port antenna that can be characterized by its S-parameters 
between all ports
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58.5 CHARACTERIZATION OF DIVERSITY  
AND MIMO PERFORMANCE

With diversity, two antennas are used, which are located sufficiently far from each other 
(space diversity) or with different polarizations (polarization diversity) or radiation patterns 
(pattern diversity). The received signal will then be uncorrelated on the two ports, and it 
is very unlikely that there will be a fading dip simultaneously on both ports. Therefore, 
by an appropriate combination of the two signals, the probability of a fading dip in the 
combined signal will be strongly reduced. There are several different possible combination 
schemes, such as switch diversity, selection combining, or maximum ratio combining, and 
the improvement of the CDF can be as large as 10 to 12 dB at 1% value of the CDF. The 
details of the different diversity schemes are not covered here.3 Selection combining will 
be assumed in the discussions to follow.

Diversity Gains (Apparent, Effective and Actual)

As an example, the two parallel dipoles in Figure 58-4 were characterized at 900 MHz and 
with a given separation between them. Figure 58-7 shows the cumulative distribution func-
tion (CDF) of fading signal amplitudes measured in a reverberation chamber. The curve 
of the reference antenna (a dipole with known radiation efficiency) follows the theoretical 
Rayleigh distribution very closely (because the curve is corrected for the known radiation 
efficiency of the reference antennas), which is the guarantee for a rich scattering environ-
ment. The CDF at each port of the diversity antenna also has the same shape as a theoretical 
Rayleigh distribution, but they are shifted to the left because their total radiation efficiency 
is lower. Actually, the horizontal spacing between the CDFs of the two ports of the diversity 
antenna and the CDF of the ideal reference is equal to the embedded radiation efficiency 
of the diversity antenna ports. If selection combining is applied to the signal samples on 
the two ports, an improved CDF is shown in the figure. The diversity gain is the difference 
between the selection-combined CDF and a reference CDF at a certain CDF-level, nor-
mally chosen to be 1%. It is possible to distinguish between apparent, effective, and actual 
diversity gains12–13 depending on the reference.

● Apparent diversity gain Difference between power levels in dB (at certain CDF level), 
between CDF of combined signal, and CDF of signal at the port with the strongest aver-
age signal levels.

● Effective diversity gain Difference between power levels in dB (at certain CDF level), 
between CDF of combined signal, and CDF of signal at the port of an ideal single antenna 
(corresponding to radiation efficiency of 100%), measured in the same environment.

● Actual diversity gain Difference between power levels in dB (at certain CDF level), 
between CDF of combined signal, and CDF of signal at the port of an existing practical 
single antenna that is to be replaced by the diversity antenna under test, measured at the 
same location (for example, relative to a head phantom).

An ideal single antenna means that the antenna has 100% total radiation efficiency, or the 
equivalent thereof, obtained by correcting the CDF of a practical reasonable well-matched 
antenna with its finite radiation efficiency. In the case of actual diversity gain, the practical 
antenna reference shall be located in the position relative to an object (for example a head 
phantom) that corresponds to the desired position of operation for the existing antenna as well 
as the replacing diversity antenna. Under these definitions, the actual diversity gain in dB is 
the effective diversity gain in dB minus the radiation efficiency in dB of the single existing 
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antenna that the diversity antenna shall replace. The effective diversity gain represents the 
gain over a single ideal reference antenna, where the latter is measured with no additional 
antenna close to it.

As shown in Figure 58-7 the apparent diversity gain at 1% CDF level is 8 dB, whereas 
the effective diversity gain compared to the ideal single antenna reference is only about 
3 dB. This means that in a system specified for a fading margin of 20 dB to be able to receive 
with sufficient quality 99% of the time (for example, 1% CDF level), the fading margin 
can be reduced by 3 dB if this specific diversity antenna (two parallel dipoles with 15 mm 
spacing) is used instead of a very good single antenna. The diversity gain could easily  
be made larger by using larger dipole spacing, or by choosing two orthogonal antennas. 
The theoretical maximum is 10 dB by selection combining. The discrepancy between 3 dB 
and 10 dB is, in the example, mainly due to the low radiation efficiency when the dipoles 
are spaced 15 mm apart. This is caused by mutual coupling, giving large absorption in the 
50 Ohm load of the not-excited dipole. The reduced diversity gain due to correlation has, 
in comparison, a small effect, as explained next.

There are published results of diversity gains as a function of dipole spacing.6 There 
is also significant actual diversity gain for antennas used near the human body (a simple 
cylindrical head phantom). The actual diversity gains at 900 MHz is shown to be more than 
6 dB, even when the dipole separation is only 2 cm. This is very promising for the use of 
diversity in mobile phones. Larger diversity gains will naturally be present for antennas 
with uncoupled orthogonally polarized ports.

Theoretical Determination of Diversity Gain

Theoretically, the effective diversity gain Geff can be determined by the following formula:

 G eeff rad app= G  (58-17)
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FIGURE 58-7 Cumulative probability distribution function (CDF) 
of measured transmission function in reverberation chamber for ideal 
reference antenna (corrected for its finite radiation efficiency) and 
diversity antenna consisting of two parallel dipoles6
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where Gapp is the apparent diversity gain. This depends on the correlation coefficient r 
obtained from Eq. 58-16 by using the far field functions of the two embedded ports. The 
relation is approximately given by the following formula.14

 G e eapp with= ⋅ = −10 1 2
ρ ρ ρ| |  (58-18)

where 10 is the maximum apparent diversity gain at 1% CDF level with selection combin-
ing, and er is an approximate expression for the correlation efficiency, i.e., the reduction in 
diversity gain due to correlation between the signals on the two ports. This formula is not 
very accurate for correlations close to unity when compared with the correct formulas.14 
However, if r is scaled with a factor 0.99, the formula becomes

 eρ ρ= − ⋅( | . | )1 0 99 2  (58-19)

which differs from the correct expression for the apparent diversity gain at 1% CDF by less 
than 0.1 dB (as shown in Figure 58-8). According to the graph, the correlation must be very 
strong in order to get significant reduction of the diversity gain.

Maximum Available Spectral Capacity of MIMO System from Shannon

Future mobile communication systems propose to make use of multiport antennas on both 
the base station and terminal sides to form several communication channels, i.e., a MIMO 
system. For example, six antennas on both sides form 6 × 6 = 36 possible communica-
tion channels. The data is then on transmit distributed among the channels and combined 
again after reception, in such a way that the overall channel capacity is maximized. This 
means that those of the 36 channels that provide fading maxima transfer much more bits 
per second than those having fading minima.

The capacity of a communication link is measured in terms of the bit rate, i.e., the 
number of bits per second (bits/sec). When comparing different types of communication 

FIGURE 58-8 Correlation efficiency at 1% CDF, i.e., reduction of 
diversity gain at 1% cumulative probability level, as a function of the 
correlation r in Eq. 58-16, obtained with the approximate Eq. 58-19 
and the correct expression14
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systems and modulation methods, it is also important to know how efficiently they use 
the allocated frequency spectrum. This can be quantified in terms of a spectral capacity 
(bits/sec/Hz), i.e., how many bits per second that can be transferred per frequency unit 
Hertz. The spectral capacity will naturally increase with SNR, which therefore must be 
specified or known. The spectral capacity (bits/sec/Hz) is in communication engineer-
ing sometimes also called the spectral efficiency, but in this text we will use the former 
expression to avoid confusion with antenna efficiencies.

The maximum possible average spectral channel capacity in a MIMO system can 
be calculated by using a version of Shannon’s fundamental formula for capacity that is 
extended to multiport systems. This formula and the results for a 1 × 6 and a 3 × 6 MIMO 
system measured in a reverberation chamber will be discussed next.

Single-Port System

The maximum available spectral capacity of a communication channel through any envi-
ronment is given by Shannon’s classical formula

 C SNR= +log | | ( / / )( )2 1 bits sec Hz  (58-20)

where SNR is the signal-to-noise ratio at the receive side, and where log(2) means the loga-
rithm with base 2. This means that the capacity of a system does not only depend on its 
bandwidth, but also on the SNR. Thus, if the transmit power is increased, it is possible to 
transfer more bits/sec/Hz over the channel. However, in order to benefit from this we have 
to know the SNR on the channel. Therefore, estimation of the SNR is important in commu-
nication engineering, as is the feedback of this estimate to the transmit side for controlling 
the capacity. The Shannon formula is also valid under fading, but then the SNR of the chan-
nel varies with time, in which case channel estimation must be performed continuously and 
thereby becomes a very important topic.

Parallel Channels in LOS

If two parallel communication systems are used instead of one, the capacity can be natu-
rally doubled if they are mounted in such a way that there is no interference. This can be 
done by locating the antennas of the extra system in the nulls of the radiation patterns of 
the other. Thus, the maximum spectral capacity of two such systems corresponding to two 
parallel channels becomes 

 C C C SNR SNR= + = + + + = +1 2 2 1 2 2 21
1
2

1
1
2

1
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log log log( ) 22
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21 2SNR SNR+





   

  
(58-21)

where the indexes on C and SNR denote systems 1 and 2. The factor ½ on all the SNRs 
means that the total power has been divided equally between the two channels. Next is a 
discussion of whether or not it is possible to increase the capacity by combining the two 
antennas on each side to a classical directive array so that a single communication system 
with larger SNR is formed.

The signal to noise ratio of a LOS system is given by

 SNR
P
N

PG G
N

r t t r r= =
( )λ

π4
2

 (58-22)
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where Pr is the received power, Pt is the transmitted power, Gr is the realized gain of the 
receive antenna, Gt is the realized gain of the transmit antenna, N is the noise power, and 
l/4pr is the free space attenuation. The gains on both the transmit and receive sides are now 
doubled by combining on each side two equal uncoupled directive antennas to a classical 
directive array with the double gain. Then, the SNR of the new system with classical two-
element arrays on both sides is

 SNR SNRx2 2 4arrays =  (58-23)

or four times larger than the SNR of each of the two systems alone. The condition for this 
equation to be valid is that the noise power is independent of antenna gain.

The spectral capacity for the two cases, two parallel systems (which we may call two 
1x1 systems), and the array case (for example, the 2x2 case) become (when the power is 
equally distributed between the two transmit antennas)
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( / / )bits sec Hz  (58-24)

These two equations can be plotted and compared to show that as long as SNR > 11 dB in 
each channel it is advantageous (for maximizing capacity) to use parallel systems with low 
gain antennas rather than one system with high gain antennas, and the maximum available 
spectral capacity increases by up to a factor 2 when the number of channels (for large SNR) 
is doubled. These are theoretical results. In practice there will be other limitations that may 
change this conclusion, such as hardware and cost constraints.

Parallel Channels in Rayleigh Fading

In a fading environment, the instantaneous spectral capacity is given by the same formulas 
as for the LOS case, but the formula for the SNR is different. The space attenuation is 
much larger due to the scattering from all blocking objects, and the SNR will fade with the 
fading signal level. Therefore, it is common to use an average maximum spectral capacity 
in characterization of systems for multipath, obtained by averaging the Shannon capacity 
over the statistical distribution of the power samples of the signal. The power samples are 
distributed exponentially in Rayleigh fading.

In a MIMO system with multiple ports on both the transmitting and receiving sides, there 
are many communication channels through the environment. Now, the signal (from one of 
the two transmit antenna ports in the example in the previous section) will be received on 
both the receive antenna ports. However, the signals on the two receive ports will be more 
or less uncorrelated (even if they are the same in terms of system modulation) due to the 
statistics of the fading. If it is assumed that they are uncorrelated, the maximum instanta-
neous spectral capacities for the similar cases as in the LOS example become
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The C and SNR notation with the tilde symbol means that C and SNR fade with time. 
The C s need to be averaged over the distribution function of the signal level in order to 
compare the channels. It can be shown that the largest average capacity will be obtained if 
the different channels fade independently, so that the correlations between their received 
signals are low. Still, by comparing the spectral capacity formulas it can be seen that a 
MIMO array in a multipath environment has corresponding spectral capacity increase as 
parallel channels in a LOS environment, when compared to using single channel systems in 
the same two environments, respectively. The general formula for the maximum available 
capacity of a MIMO system with a transmit antenna with M ports and a receive antenna 
with N ports is

   C
SNR
MNxM NxM NxMNxM= +









log det *

2 I H H


 (58-26)

where INxM is a unit matrix, HNxM is a normalized complex channel matrix, and HNxM
* is the 

complex conjugate transpose of HNxM . The channel matrix contains fading samples of the 
channels which means that we need to average C over the distribution of HNxM

.

Normalization of Channel Matrix

The normalization of the channel matrix must be done with respect to the square root of the 
time average received power of a single reference antenna with 100% radiation efficiency 
located in the same environment, when the same total power is transmitted from the oppo-
site side of the environment. The next subsection will show how typical channel matrices 
can be computed, and thereafter in Section 58.6 how they can be measured.

Numerical Simulation of Channels in Isotropic Fading Environment

Next is an explanation for simulating a fading environment numerically. First, distribute 
a set {Ek} of k = 1,2,…K plane wave sources with AoAs ( , )θ ϕk k randomly and uniformly 
distributed over a sphere surrounding the MIMO array. The sources Ek in the set have inde-
pendent and normal-distributed complex amplitudes of the q- and j-polarized components. 
Calculate the received voltage Vi on each embedded antenna port i due to the set of such 
incident plane waves by using the equivalent circuit on reception:

 V
j
Ii i k k k

k

K

= − ⋅
=
∑2

1 2

λ
η θ ϕG E( , )

, ,.

 (58-27)

where all parameters have been explained previously and Gi(q,j) is the embedded far field 
function of port i. The power absorbed in the load RL becomes

 P R
V

Z ZL L
i

a L
= +

1
2

2

 (58-28)

which has its maximum value when ZL = Za
*.

In order to determine the performance of a specific multiport antenna with N ports in 
an MxN MIMO system, it is assumed that the M ports at the opposite transmit side are 
completely uncorrelated. Next this is modeled by generating Mx1000 sets of sources, 
with k = 1, 2, …, 20 sources in each set, and calculating Mx1000 values of received 
voltages Vi.
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The channel matrix H should preferably be normalized in such a way that |H|2 represent 
power normalized to the average received power of a single ideal matched lossless refer-
ence antenna located in the same environment. In theoretical works we must be sure that 
this normalization is unaffected by possible differences in input impedances seen on the 
ports of the MIMO antenna and the reference antenna. This can be done by first introducing 
a normalized voltage

 A
R V

Z Zi
L i

a L
= +2 ( )

 (58-30)

that by comparison with Eq. 58-28 is seen to represent the received power on port i when 
its absolute values is squared. Therefore, the appropriate normalization of the elements of 
the channel matrix H becomes

 H A Pi i= max ref,
 (58-31)

where Pmax,ref is the maximum available average received power on the port of the refer-
ence antenna, i.e., the received power averaged over all Mx1000 source configurations 
when we have corrected for the mismatch and ohmic losses in the reference antenna. 
In this way, the total radiation efficiency and mutual coupling of the elements of the 
MIMO antenna is included in the channel matrix H. There are a total of 1000 HMxN 
matrices in our above example of a MxN MIMO system in which values of Vi are found 
for each of the Mx1000 source configurations and each of the N ports of the MIMO 
antenna under study.

Pmax,ref can be found in the following way:

1. Expose a single reference antenna, for example, a single dipole, to the same sets 
of sources as the simulated radiation patterns of the embedded ports of the MIMO 
antenna.

2. Calculate the received voltage Vi,ref at the port of the reference antenna using Eq. 58-27.

3. Determine the maximum available received power pi,max,ref of the reference antenna 
using Eq. 58-28 with matched ports, i.e., ZL = Za

*, where Za is the input impedance of 
the reference antenna, which gives

 p R
V

Ri a
i

a
,max,

,
ref

ref= 1
2 2

2

 (58-29)

4. Average this over all Mx1000 sets of source configurations to get Pmax,ref .

Figure 58-9 shows an example of how the average maximum available spectral capacity 
varies with SNR for a circular array of monopoles with different spacing.

58.6 EMULATION OF MULTIPATH AND FADING 
USING REVERBERATION CHAMBER

The reverberation chamber is a large metal cavity provided with mode stirrers and one 
or more antennas, as shown in Figure 58-10. It has been used for more than 20 years 
for EMC measurements of electromagnetic susceptibility and radiated emissions of elec-
tronic devices.1 The basic theories of it have also been well understood.14–17 The main EMC 
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application has been to generate high field strength for susceptibility testing. The last six 
years the reverberation chamber has been developed to a more accurate instrument for 
also measuring the characteristics of desired radiation of small antennas and active mobile 
terminals, in particular when these are intended for use in Rayleigh fading, such as for 
wireless/mobile communications in urban or indoor environments. Here we will describe 
how the reverberation chamber works, and how to measure the performance of antennas as 
defined in previous sections of this chapter.
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FIGURE 58-9 Example of average maximum available capacity for 
6-port antenna in 1x6 (solid lines) and 3x6 MIMO systems (dashed 
lines). The multiport antenna consists of six monopoles located with 
equal distance in a circle. The distance between the neighboring mono-
poles were 0.24l, 0.14l, and 0.06l. The “theoretical” curves represent 
ideal theoretical values for isolated independent MIMO elements.

FIGURE 58-10 Drawing (left) and photo (right) of reverberation chamber, shown with open door.20 The 
drawing shows the setup for measuring MIMO system capacity, and the photo shows the setup for measur-
ing radiated power of mobile phone close to head phantom. The chamber size shown allows for use down to 
850 MHz with 25 MHz frequency stirring.
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Mode Stirring (Mechanical, Platform, and Polarization Stirring)

The basic measurement setup is illustrated in the left parts of both Figures 58-10 and 
58-11. This is used both for calibration and measuring passive antenna performance. The 
transmission coefficient S21 is measured between two antennas in the chamber. One of 
these is the calibration antenna or the antenna under test (AUT), and the other is part 
of the chamber and could be wall-fixed. The chamber is so large that several modes are 
excited at the frequency of test, so the level of S21 may be larger than in free space, but 
it may also be lower, depending on how the modes are excited and how they combine 
(fading). Reverberation chambers are provided with different ways of stirring the modes 
and thereby the S21 level varies, i.e., emulation of fading. The most common mechanical 
stirring means are with fans or other large rotating or translating mechanical structures.

The chamber in Figure 58-10 has the following stirring capabilities:

● Mechanical stirring This is achieved by means of two plate-shaped mechanical stir-
rers, which can be moved along a complete wall and along the ceiling by means of step 
motors. The larger volume the stirrers cover, the better.

● Platform stirring18 The antenna under test is located on a rotatable platform which 
moves the antenna to different positions in the chamber. This stirring method is very 
effective in small chambers.

● Polarization stirring19 There are three orthogonal wall-fixed chamber antennas, and S21 
is successively measured between each one of them and the AUT. Thereby, the chamber 
gets a good polarization balance.

There is also a fourth, very effective stirring method, referred to as frequency stirring. 
This corresponds to averaging S21 or | S21|

2 over a frequency band during the processing of 
the results. This will be treated in the next section.

Measured S-parameters and Their Relation  
to Free Space Antenna Characteristics

Figure 58-11 illustrates how S11 and S21 are measured between two antennas inside a 
reverberation chamber. It can be physically argued that S11 of the AUT must consist 

FIGURE 58-11 Example of measured S-parameters of two antennas in a 
reverberation chamber as a result of mode stirring, and an illustration of the 
deterministic and random contributions to them.
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of two contributions; one contribution being the S11
a from the antenna itself as if it was 

located in free space, and another S11
c from the chamber:

 S S Sa c
11 11 11= +  (58-32)

The former of these contributions is deterministic, whereas the latter is random as a 
result of the stirring. If the number of independent values of S11

c is large enough, it must 
get a complex Gaussian distribution with zero mean. Therefore, it is possible to determine 
S11

a by complex averaging of the measured S11 over all stirrer positions, and if needed by 
additional complex frequency stirring:21

 S
M

S Sa
11 11 11

1= =∑
stirrer
pos.

 (58-33)

where S11 is a compact way of writing the average of S11. Similarly S22
a  of the wall-mounted 

chamber antenna can be found.
It can also be argued that S21 must consist of two contributions, one deterministic 

coupling S21
d  being the same as in free space, and another statistic contribution S21

c  coming 
from the chamber, i.e.,

 S S Sd c
21 21 21= +  (58-34)

Rayleigh Fading, Rice fading, and AoA Distribution

It is desirable that the reverberation chamber provide the isotropic reference environment 
with Rayleigh fading. Therefore, the direct coupling in Eq. 58-34 should be as low as pos-
sible. The direct coupling follows the free space transmission formula, also referred to as 
Friis transmission formula,4 which gives

 S
r

G Gd
t r21

2
2

4
= 





λ
π

 (58-35)

where r is the distance between the antennas, l is the wavelength, and Gt and Gr are the 
realized gains of the wall-mounted antenna and AUT, respectively, in the direction of the 
opposite antenna. Therefore, the main lobes of the antennas should not point towards 
each other. The platform stirring is very effective to reduce direct coupling, as the direc-
tion of the AUT will be different in different platform positions. The direct coupling, 
together with loading the chamber, can also be used to get a controlled Rician distribution 
for test purposes.22

From the discussion in the previous subsection, it is clear that the reverberation 
chamber provides Rayleigh fading if the direct coupling is reduced so much that it is 
much smaller than the chamber contribution to S21. This can be done by platform stir-
ring, or by using a wall-fixed antenna that has a null in the direction of the AUT. It was 
shown that each mode in a rectangular cavity can be expressed as eight plane waves, 
and that the directions of arrival of these plane waves are uniformly distributed over the 
unit sphere if there are enough modes excited.23 Therefore, the reverberation chamber 
represents an isotropic multipath environment, i.e., the desired reference environment 
defined previously.
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Average Transmission Level and Calibration

The transmission between two antennas in free space follows Friis transmission formula 
shown in Eq. 58-35. The corresponding formula for transmission between two antennas 
located in a reverberation chamber is Hill’s transmission formula.16 This is valid when there 
is no direct coupling, and it presumes a large chamber with many excited modes. In the 
present text Hill’s formula is referred to as the chamber transfer function and is presented 
in the following form:

 G
P
P

c e e
Vf f

r

t
chamber

rad rad= =
3

1 2
2 216π ∆

 (58-36)

where f is the frequency, c is velocity of light, V is the chamber volume, erad1 and erad2 are the 
radiation efficiencies including mismatch of the two antennas, and ∆f is the average mode 
bandwidth. The latter consists of four additive contributions due to wall losses, leakage, 
antennas in the chamber, and absorbing objects:

 
∆ ∆ ∆ ∆f f f f= + +∑ ∑wall

all
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∑ ∑+ ∆f
 (58-37)
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 ∆ ∆ ∆f
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2 216 2π π σ∆  (58-38)

and where V is the chamber volume, h the free space wave impedance, A the area of a 
conducting surface (such as a chamber wall) with surface resistance r, sl is the leakage 
cross section of a narrow slot in the chamber wall, and sa is the absorption cross section 
of an absorbing object. sl and sa

16 have slow frequency variation compared to the explicit 
frequency variation in the formulas. It should be noted that here the average chamber 
transfer function is expressed in terms of the average mode bandwidth rather than like Hill 
did in terms of the average Q of the modes.16 The reason is that the formula for ∆f is much 
more compact because the different ∆f contributions are additive, whereas Q contributions 
are not. Also, for specific chambers (at least loaded ones), the average mode bandwidth 
will not vary much with frequency, and therefore the value of ∆f characterizes the chamber 
better than Q over a large frequency band. The total ∆fs appearing in different practical 
chambers can be very different, corresponding to chamber Qs of between 30 and several 
thousands (Q = f/∆f). When measuring active terminals it is important that ∆f is larger 
than the modulation bandwidth of the communication channel, otherwise measurement 
errors can appear.

In practice, a measurement of radiation efficiency, radiated power, or receiver sensi-
tivity is based on first determining the chamber transfer function by calibration, using 
a reference antenna with known radiation efficiency erad2, with the AUT present in the 
chamber with its port matched terminated. The actual measurement will then be done by 
match-terminating the reference antenna and mounting the cable to the port of the AUT. 
The ratio between the two average transfer functions of the chamber in the two cases will 
be equal to the ratio between the radiation efficiency of the reference antenna and the AUT. 
The radiation efficiency erad1 of the chamber-fixed antenna (in this case wall mounted) 
does not need to be known, because it will be the same both when measuring the reference 
antenna and the AUT.
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It is also possible to calibrate the chamber without having the AUT inside. However, the 
reference antenna must then also be removed when the AUT is measured. This is a simpli-
fied procedure, because the same calibration can be used when measuring several AUTs, 
and in particular it is simpler when measuring many active terminals. However, this sim-
plified procedure only works if the chamber is loaded so much that the reference antenna 
and AUT does not represent any significant contribution to the total ∆f of the chamber. If 
they do, the results of the measurements may be wrong, as the chamber transfer function no 
longer has a linear dependence on erad of the antenna. This fault may happen in particular 
if the reference antenna or AUT are made of materials which absorb radiation and thereby 
increase the total ∆f even when the antenna ports are open or short-circuited.

Frequency Stirring on Mismatch-corrected Transfer Function

It has been found that if the free space mismatch efficiencies are removed from S21 in 
Eq. 58-36, the result is an average chamber transfer function that varies slower with fre-
quency. This can then be frequency stirred for better accuracy without loosing resolution 
due to variations in the mismatch efficiency. The free space input reflection coefficients 
of the two antennas can be obtained by complex averaging of the S11 and S22 measured in 
the reverberation chamber, as explained previously. Therefore, the mismatch-corrected 
chamber transfer function can be calculated using

 G
N

S

S SN
chamber =

− −∑1

1 1
21

2

11
2

22
2

| |

( | | )( | | )
 (58-39)

where N is the number of stirrer positions. This function can be frequency stirred to 
improve accuracy.

Number of Independent Samples & Accuracy

In order to perform accurate measurements in the reverberation chamber, the chamber transfer 
function in Eq. 58-39 needs to be proportional to the radiation efficiency independent of which 
antenna or terminal is used, just like in Hill’s theoretical transfer function in Eq. 58-36. This 
is possible only if the mode stirring creates enough independent samples. The S21 samples are 
complex normally distributed (for sufficient independent samples). Then, the relative accuracy 
by which we can estimate Gchamber has a standard deviation of5

 
σ = 1 N ind  (58-40)

where Nind is the number of independent samples. This means that Nind = 100 is needed for 
an accuracy of ±10%, i.e., ±0.5 dB. Thus, it is crucial that at least 100 independent samples 
are obtained by the mode stirring.

The number of independent samples is determined primarily by the mode density in the 
chamber—in other words, by the number of modes per MHz. This is a good approximation 
given by the classical formula

 ∂ ∂ =N f Vf cmode / /2 38π  (58-41)

The number of independent samples is proportional to the mode density, but the pro-
portionality constant is not known. It depends on chamber loading, mode stirring methods, 
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mechanical stirrer shapes, and chamber shape (at least for small chambers). The purpose of 
ongoing numerical studies is to determine these constants.24–25A preliminary experimental 
study has been performed,26 but it requires more work to get unique and simple conclu-
sions. However, the following approximate relation between the mode density and number 
of independent samples can be preliminarily stated:

 N N f f Bind mode≤ ∂ ∂ +8[ / ]( )∆  (58-42)

where B is the bandwidth of the frequency stirring and ∆f is the same as in Eq. 58-36. The 
factor eight is due to platform stirring and is rooted both empirically and by physical rea-
soning. The latter argument goes as follows: Each cavity mode can be written as a sum of 
eight plane waves,23 and the result is eight times more independent samples than modes. 
This is achieved by moving the antenna or terminal under test around in the environment, 
which is accomplished by platform stirring. The ≤ sign in Eq. 58-42 means that this is an 
upper limit when there are enough samples and the mechanical mode stirring is sufficient.

It should be noted that the effect of the mechanical stirring can be so strong that N ind
will be larger than in Eq. 58-42. This will normally only appear when there is no or very 
small frequency stirring, and for high Q chambers, i.e., when ∆f is small. Such conditions 
are common for EMC measurements, as high Q is needed in order to produce high field 
strength, so therefore, experiences with accuracy from EMC measurements are not directly 
transferable to accurate antenna and terminal measurements.

It is clear from Eq. 58-42 that the accuracy in a given chamber can be controlled by 
changing ∆f and B. However, there may be other effects coming in when the loading is 
very large so some care must be taken. Still, a good Rayleigh distribution with many inde-
pendent samples has been experienced even when the Q is as low as 30.27 The problem with 
frequency stirring B is that the resolution becomes worse (resolution bandwidth increases). 
This means for antenna measurements that we cannot resolve variations in the radiation 
efficiency which are faster than B. In practice the resolution is somewhat better by using 
the mismatch correction to the transfer function before frequency stirring, like in Eq. 58-39. 
The reason is that mismatch efficiencies normally vary faster with frequency than efficien-
cies due to ohmic losses.

Normally, the chamber needs to be loaded in order to measure terminals of broadband 
systems, otherwise the modulation may be distorted. It has been shown that it is possible to 
measure systems with 25 MHz bandwidth in the chamber shown in Figure 58-10.

For smaller chambers the accuracy cannot be predicted based on Eqs. 58-41and 58-42. 
The reason is that the mode density will not be accurate enough using Eq. 58-41 alone. The 
formula is approximate, and in reality the modes appear unevenly distributed as a function 
of frequency, depending on the shape of the chamber. However, the average mode density 
is quite well predicted by Eq. 58-41. The uneven mode distribution can be used to tune 
in a certain small chamber to good performance in a specific frequency band. This was 
done to determine the optimum height of a reverberation chamber for best accuracy in the 
GSM 900 transmit band.23To do this meant to actually count the number of modes for a 
rectangular box with the same size as the chamber that appears within a certain bandwidth  
B, instead of using Eq. 58-42. The frequency stirring values in Table 58-1 are based on 
such mode counting.

Accuracy and Resolution in Two Practical Chambers

The theoretical and empirical considerations in the previous sections have been used to 
generate the results for accuracy and resolution of two practical chambers with different 
sizes, as shown in Table 58-1. The results are obtained by counting modes based on the 
analytical formula for the resonance frequencies of modes in a rectangular cavity of the 
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same size as the chamber. From this counting, the number of modes within different fre-
quency stirring bandwidths is determined, as a function of frequency. Then, at a specific 
frequency of test, the stirring bandwidth needed to get more than 20 modes excited can 
be determined. Then, N ind > × = >8 20 160 100, which should be more than sufficient to 
get 0.5 dB RMS accuracy. In the case of measuring active phones, frequency stirring is 
obtained by averaging the results of several channels, as explained in Table 58-1.

58.7 MEASURING ANTENNAS AND ACTIVE 
TERMINALS IN REVERBERATION CHAMBER

Procedure for Calibration and Characterizing Multiport Antennas

The procedure for measuring a single- or multiport antenna in a reverberation chamber 
is briefly described as follows. The AUT is located inside the reverberation chamber in 

Chamber 1 Chamber 2

Inner dimensions (DxHxW) 1.0 m × 1.75 m × 0.8 m 1.2 m × 1.75 m × 1.8 m

Isolation (shielding) 50 dB 100 dB

Lowest useful frequency 870 MHz with 25 MHz 
stirring

500 MHz with 20 MHz stirring

Resolution when meas. antennas* circ. 12.5 MHz from 
870 MHz

cir. 10 MHz from 500 MHz

Lowest frequency for  
full resolution 

no frequency stirring 
needed above 2250 MHz

no frequency stirring  
needed above 1300 MHz

Resolution when measuring active terminals **

GSM850/Cell TX 824-849 30 MHz, must average 
6 channels 5 MHz apart, 
(not recommended)

10 MHz, must average  
2 channels 5 MHz apart

GSM850/Cell RX 869 – 894 25 MHz, must average 
5 channels 5 MHz apart

10 MHz, must average  
2 channels 5 MHz apart

GSM900 TX 880 – 915
GSM900 RX 925 – 960

25 MHz, must average 
5 channels 5 MHz apart

10 MHz, must average  
2 channels 5 MHz apart

GSM1800 TX 1710 – 1785 
GSM1800 RX 1805 – 1880 
GSM1900 TX/PCS 1850 – 1910 
GSM 1900 RX /PCS 1930 – 1990

10 MHz, must average 
2 channels 5 MHz apart

Single channel

Lowest frequency for full single 
channel resolution

2250 MHz 1300 MHz

* The resolution for antennas are a factor 2 better than the stirring bandwidth, due to access to S11 and S22.
**To get the specified 0.5 dB accuracy we must frequency stir by averaging results over channels as specified. 
The channels must be uniformly distributed over the specified resolution bandwidth. The chamber must be 
loaded to obtain an average mode bandwidth of about 4-5 MHz.

TABLE 58-1 Performance of Two Different Reverberation Chambers (All values are empirical 
rooted in theoretical mode densities for a measurement accuracy of 0.5 dB STD.)
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such a way that it is more than 0.5 wavelengths from the walls and mechanical stirrers 
(for directive antenna longer distances will be needed in the main lobe direction). A single 
reference antenna with known radiation efficiency must be located far enough away from 
the AUT to avoid significant direct coupling (for non-directive antennas a spacing of half 
to one wavelengths is sufficient). One of the AUT ports is connected to a source, such as a 
network analyzer, and terminates all the other ports and the reference antenna in 50 Ohms. 
S-parameters are gathered between the port and the three wall-mounted antennas (used for 
polarization stirring) for all positions of the platform and the mechanical stirrers and for 
all frequency points. The measurement procedure is then repeated for every antenna port, 
also with the unconnected ports terminated in 50 Ohms, for exactly the same stirrer posi-
tions and position of the array inside the chamber. Thus, the field environment is exactly 
the same when measuring every port. The complex transmission coefficients S21 between 
the connected port and each of the three fixed wall antennas, as well as the reflection 
coefficients S11 of each of the wall antennas and S22 of the array port, are stored for every 
stirrer position and frequency point. Finally, the reference antenna is connected to the net-
work analyzer and performs the same measurements as for the array. During the reference 
measurements, the AUT with all its ports terminated in 50 Ohms must be present in the 
chamber. This is necessary because the loading of the chamber (and thereby the Q-factor) 
needs to be the same during the measurements of both the reference antenna and the AUT, 
and because the AUT itself loads the reverberation chamber noticeably even when there is 
a lossy object such as a head phantom inside the chamber. In a small chamber it is advanta-
geous to use frequency stirring (averaging) to improve accuracy. In such cases, the com-
plex samples of S21 are corrected with mismatch factors due to both S11 and S22 before the 
frequency stirring, as shown in Eq. 58-39. The corrected S21 samples are normalized to the 
reference level corresponding to 100% radiation efficiency. This is obtained from the cor-
rected S21 samples measured for the reference antenna, and its known radiation efficiency. 
These corrected and normalized samples of S21 are briefly referred to as the normalized S21 
values. The normalized S21 values represent estimates of the channel matrix H of multipath 
communication channels set up between the wall antennas and the AUT inside the chamber. 
Therefore, from the measured S-parameters the diversity gain and capacity can be obtained 
as explained in previous sections.

In the previous explanations, the MIMO channel is set up between the chamber-fixed 
often wall-mounted antennas and the multiport AUT. It is of course also possible to locate 
two multiport antennas inside the chamber and set up the MIMO channels between the 
ports of these two antennas, and evaluate them as a complete MIMO system.

Radiated Power, Active Implemented Diversity Gain, and Receiver Sensitivity

Complete mobile terminals like cell phones can also be measured in reverberation chambers. 
The total radiated power is readily measured by first finding the chamber transfer function 
in Eq. 58-39 by using a reference antenna with known efficiency, and thereafter measuring 
the radiated power from the phone by connecting a spectrum analyzer to the chamber-fixed 
antennas.28–29 The radiation from the phone must be controlled by using a base station emula-
tor or mobile communication test instrument. Phones with implemented diversity antennas 
can also be measured to determine the actual implemented diversity gain.30

Even more important for wireless internet and multimedia terminals is the receiver 
sensitivity, as it will directly affect the time for downloading data. The receiver sensitivity 
is characterized by the signal level needed to reach a certain specified bit error rate (BER) 
or frame error rate (FER), the latter for CDMA systems. The limiting static signal level is, 
when averaged over many directions in the radiation pattern, referred to as the total isotropic 
sensitivity (TIS). An alternative in reverberation chambers is to measure BER/FER during  
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continuous fading to determine what is referred to as average fading sensitivity (AFS).31 
The AFS can also be used to determine the TIS, as there is a system specific relation 
between the two values. The AFS is a more realistic performance parameter than TIS, and, 
it is much faster to measure.
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59.1 INTRODUCTION

Computational electromagnetics (CEM) has perhaps had the greatest impact on antenna 
design than any technology since the invention of the cavity magnetron. That is a strong 
statement; however, it is now common for antenna designers to make use of either com-
mercial or custom-design CEM codes in nearly all design cycles. Indeed, calculated per-
formance is often required in addition to measured results! These tools are used to predict 
performance as well as to better understand the sometimes complex physical interactions 
that occur between the antenna itself, the source of radio frequency (RF) signal, and the 
structure in the vicinity of the antenna. Traditional antenna design considered the antenna 
in isolation (for example, an idealized feed and free space environment) and made assump-
tions necessary for determination of engineering significant quantities such as the voltage 
standing wave ratio (VSWR), driving-point impedance, efficiency, axial ratio, and directiv-
ity, amongst others. CEM methods, both computationally exact ones based on a full-wave 
solution of Maxwell’s equations and approximate ones based on some physically justifi-
able assumptions, have considerably improved design methodologies available to antenna 
engineers. Namely, these CEM tools allow much greater fidelity for the designer so that the 
goal of a virtual design environment with sufficient accuracy and included physics is within 
reach during the first decade of the 21st century.

Examples of improved fidelity include the addition of surrounding structure, realistic 
feed models, non-trivial materials (for example, dispersive, dissipative, anisotropic, and 
so on), finite conductive metals, and even active and/or passive electronic components. It 
stands to reason that the environment in the vicinity (within the near-field) of an antenna 
will have a strong impact on the performance of that device. Nevertheless and by neces-
sity, antennas were traditionally designed assuming free space. This considerably simpli-
fied the mathematics; however, often designers found dramatically altered performance, 
especially for near-field quantities such as VSWR, when the antenna was placed in its 
operating environment (for example, on an automobile, aircraft, ship, or in the vicinity of 
buildings). Likewise, the interactions between the feed and electronics within the antenna 
structure itself can dramatically impact actual versus predicted performance. Since one 
of the main rationales for investing in a CEM design tool is the reduction—and even 
elimination—of costly prototype testing, improved fidelity is obviously necessary for 
instilling confidence in the computed results. Finally, traditional antenna designs have 
either approximated or ignored the impact of dielectric or magneto-dielectric materials on 
antenna performance. With the introduction of advanced CEM design tools these assump-
tions are no longer necessary.

The tremendous advances in computer resources over the past several decades have 
made the inclusion of these important physical mechanisms possible. An impact of Moore’s 
Law, “doubling the number of transistors on an integrated circuit every eighteen months,” 
is that computational power increased exponentially. CEM, among many other computa-
tional science and engineering disciplines, has reaped the benefits of the power law growth 
in affordable computing power, primarily via the inclusion of greater fidelity. With the 
emergence of commercially available multicore processors in 2005, the power of parallel 
programming, as applied to CEM methods, will become commonly available allowing the 
inclusion of even more physical mechanisms.

The scientific literature over the past 20 years or so is rich in advances made in compu-
tational methods that can be (and often are) applied to antenna design and analysis. It is not 
the intent of this chapter to give a detailed list of the most important papers; doing so would 
rapidly consume the chapter resulting in a bibliography rather than a practically useful intro-
duction to CEM methods for antenna design and analysis. Rather, the cited references will 
primarily be a subset of the books and journal papers that have emerged over the past decade 
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or so usually based on scientific papers, conference publications, and technical reports. The 
interested reader can go to the references in those texts for primary sources.

Abbreviated Summary of Progress since the 1960s

A brief summary of the progress in computational modeling for antennas is in order prior 
to proceeding. There are, arguably, five major advances in CEM that have had a profound 
impact on antenna design. These are (in roughly chronological order):

● The development of the finite difference-time domain (FD-TD) method
● The release of the Numerical Electromagnetics Code (NEC) computer program by 

Lawrence Livermore National Laboratory (LLNL)
● The discovery of the Rao-Wilton-Glisson (RWG) basis function
● The development of three-dimensional vector finite elements
● The discovery of fast solver acceleration methods

A brief summary of each of these items is provided to give the reader a feeling for the 
interplay between research discovery and its impact on antenna design.

The FD-TD method really became a practical CEM tool with the development of the 
Yee cell in 1966.1 As will be discussed in detail in the next section, the point-form of 
Maxwell’s equations are a set of continuous, coupled, partial differential equations in both 
space and time. To solve these equations on a digital computer, a method for approximat-
ing these exact equations with differences in both space and time is needed. The Yee cell 
provided a construct for doing so, in that both the electric field and magnetic field are rep-
resented spatially with offset grids, while temporally, they are represented half a time step 
apart. This allowed for the specification of second-order recurrence relationships thereby 
reducing the continuous partial differential equation to a manageable set of difference equa-
tions implemented as recurrence expressions. The result is a practical method for modeling 
three-dimensional structures in the time-domain; one of the most efficient methods for 
wide bandwidth antenna study.

The release of the frequency-domain integral equation program NEC-1 in 19802 
initiated a flurry of activity in utilization of a CEM design tool for antennas. Previous 
to NEC, various research organizations (primarily universities but also research labo-
ratories with a variety of affiliations) developed and utilized CEM codes for antenna 
design and analysis. However, these codes were proprietary and thus had very limited 
market penetration. Since LLNL made NEC widely available (indeed NEC-2 is freely 
available worldwide and has spawned a variety of support program packages, some of 
which are listed later in this chapter), it dramatically impacted antenna design. NEC 
utilizes wire and surface patches in defining the geometry and over which the unknown 
currents are computed.

Surface patches were one of the more challenging aspects of modeling antennas with 
an integral equation formulation. The reason for this is that the expansion functions at the 
time did not correctly model current continuity from patch-to-patch (as compared to the 
wire elements in NEC that did indeed enforce current continuity at wire junction nodes). 
The development of vector basis functions by Rao, Wilton, and Glisson (RWG) in 19823 

resulted in a flurry of new integral equation codes, both commercial and non-commercial. 
The inclusion of surface currents allowed simulation of an entirely new class of antennas 
and improved modeling of the surface structure in the vicinity of the antenna. Heretofore, 
the environment in the vicinity of an antenna was modeled with a collection of wire grid 
elements rather than a solid surface. The results of using such a wire grid model were 
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sometimes acceptable and sometimes not. This meant that the introduction of the RWG 
basis function was a substantial improvement.

Most integral, equation-based design programs were suitable for simulation of perfect 
electric conductors, and with some approximation, imperfect conductors in free space. 
They were not able to efficiently model dielectric antenna loading materials. FD-TD design 
codes could model materials, but being time-domain formulations, FD-TD codes are not 
efficient for simulation of resonant antennas. The finite element (FE) method, long a staple 
in the computational fluid dynamics and the computational heat transfer communities, had 
the potential for including materials. However there were two serious limitations that had 
to be overcome: (1) the need for an electromagnetically correct vector expansion function 
and (2) the need to efficiently truncate the computational domain for open problems as is 
the case for an antenna. The first limitation was overcome with the development of a suit-
able basis function,4 while the second was solved for a class of problems by combining 
the finite element method with a boundary integral (the so-called FE-BI method).5 Later, 
more accurate local mesh truncation conditions became important for commercial applica-
tions, due to the generally lower memory requirements as compared to a boundary integral 
termination. These two innovations meant that for the first time, the interactions between 
a material and the antenna can be rigorously included in the model, yet do not require an 
excessive computational burden. (Note: In 1990, the computational cost of a volume inte-
gral equation method was too high to be practical, but in the 21st century that burden can 
be accommodated for practical simulation tasks with high performance computers.)

The final trend-setting innovation for antenna modeling was the introduction of fast 
solvers. These are based on one of a handful of observations. In one incarnation—the fast 
multipole-based methods (FMM)—the interactions between elements are computed from 
the interactions between local groups. This reduces the computational burden, both storage 
and computation, depending on how many levels are included in the multipole method6 for 
both frequency-domain and time-domain formulations. In another popular implementa-
tion of a fast method, based on different assumptions and mathematics, the interactions 
between the unknowns are computed based on the results, using auxiliary unknowns. The 
computation of these values is much more efficient than a brute-force approach, using 
RWG functions due to the uniform spatial arrangement of these auxiliary unknowns. For 
some important antenna structures, the use of this Adaptive Integral Method (AIM) can dra-
matically increase the efficiency of a simulation through the use of fast Fourier transforms 
(FFT) during the calculation of matrix-vector products within an iterative matrix solver.7 
The impact of these efficient solution techniques is a dramatic increase in the electrical size 
of a geometry that can be practically computed within a design time-frame.

The remainder of the chapter is divided in four parts:

● Time-domain methods
● Frequency-domain methods
● A brief survey of commercial and public domain computer programs
● A brief discussion of parallel programming methods and sources

The first two categories represent the bulk of the material in this chapter, and they are 
further subdivided into solution techniques: finite difference, integral equation, finite ele-
ment, and alternative methods as appropriate. The reader will notice that much more space 
in the chapter is devoted to a discussion of the frequency-domain methods as compared to 
time-domain methods. There are two reasons for this: (1) as of publication of this edition 
of the handbook, frequency-domain CEM tools are more widely used than time-domain 
methods for a variety of reasons (not the least of which is that most antennas are resonant 
structures rather than wide bandwidth radiators) and (2) the author is more familiar with 
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frequency-domain methods. With the increased importance and market penetration of wide 
bandwidth antennas, time-domain simulators will become increasingly more important to 
the community.

59.2 TIME-DOMAIN METHODS

Formulation of Maxwell’s equations in the time-domain is the most natural approach, for 
the simple reason that all physical electric and magnetic fields are time-dependent. As 
stated previously, Maxwell’s equations are a set of coupled, first-order, time-dependent 
expressions that originally were presented in integral form
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In this, the electric field (E), magnetic field (H), and current density (J) are three-
dimensional vector fields that are dependent on both time and space. The material proper-
ties are denoted by the permittivity (e) and permeability (m). For simplicity, an isotropic 
material is assumed for these expressions; however, in the case of an anisotropic material 
(such as ferrimagnetic material, namely saturated yttrium iron garnet or YIG), a suitable 
formulation can be derived that includes the anisotropy of the material. The integration 
domains are over a spatial volume (V), the boundary surrounding that volume (∂V), an 
open surface (S), and the contour that bounds that open surface (C = ∂S). Finally, the electric 
charge density (re) is, like the current density, a source of electromagnetic fields and is a 
function of both time and space. Although there are solutions that utilize the integral form of 
Maxwell’s equation, most notably the Finite Integral Technique (FIT),8 most time-domain 
Maxwell equation solvers utilize the point-form of the equations. These are given by
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These are a set of first-order, coupled partial differential equations (PDE) with two  
vector-valued unknown fields: E and H. There are three prevailing methods for solving 
these equations besides the aforementioned FIT approach: finite differences, integral equa-
tions, and finite element methods. These will each be discussed with minimal detail.

Finite Difference-Time Domain (FD-TD) Method

The FD-TD method is the most widely developed and popular time-domain Maxwell 
equations solver. There is a plethora of codes available (both commercial and in the 
public domain) that can be utilized for antenna design and analysis. See the end of 
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Section 59.4 for a brief discussion of these sources. Many people believe that the FD-
TD method is the most natural way to solve Maxwell’s equation. With this method 
differential operators are approximated using difference operators resulting in both 
the electric and magnetic field as a function of time, for example, a direct solution of 
Eq. 59-2. However, the reader should be cautioned that the most prevalent implementa-
tions of the FD-TD method (those using leap-frog methods) do not provide both the 
electric and magnetic fields at the same instant in time. Also, these fields are not pro-
vided at the same point in space, since the solution is given over two offset grids such 
as with the Yee-cell case.1 Nevertheless, FD-TD solutions are popular for at least two 
reasons: (1) They provide considerable physical insight into the radiation mechanism 
of an antenna when the method is combined with a visualization capability and (2) it is 
relatively easy to program a simple two-dimensional and even three-dimensional FD-
TD program. (This is not to say that it is easy to write efficient code or to provide many 
of the necessary features—such as dispersive media and accurate feed models—that are 
now incorporated in commercial codes.)

The simplest FD-TD formulation to consider is the one-dimensional case. In this case, 
all waves are plane waves that travel along the single dimension, parallel to the x-axis. For 
the one-dimensional case, Maxwell’s point form equations reduce to9
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or
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Note that in Eqs. 59-3 and 59-4, the material constitutive parameters, e and m, are not 
relative terms; it is a common mistake to use material parameters that are relative to free 
space. In addition, since these are time-dependent field quantities, the constitutive param-
eters are real-valued. Loss is represented by a conductivity that has been suppressed in  
Eqs. 59-3 and 59-4 for clarity’s sake. To solve these coupled, first-order equations, the 
differences will be replaced with second-order central differences. For example, the PDE 
∂H/∂t = (m−1)∂E/∂x is approximated as
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where the time step is indicated by (∆t) and the spatial increment is given by ∆x. Note 
that the permeability is evaluated at the ith spatial sample location, xi. The nth time step 
is denoted by tn. This difference equation (Eq. 59-5) is implemented as a recurrence 
relation as
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or more typically written as
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where the superscript indicates the instance in time and the subscript indicates the spatial 
location of the grid point. Notice that the electric field is not ever evaluated at the same 
point in time or space as the magnetic field, and vice versa. The companion formula for the 
electric field is given by
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The fields are evaluated as time increases by alternating between these two equations, 
increasing time a half step between use of either Eq. 59-7 or Eq. 59-8. This is graphically 
depicted in Figure 59-1.

One of the issues that must be considered in any time-domain solution method is its 
stability. Specifically, whether the algorithm is guaranteed not to generate non-physical, 
increasing fields as time progresses. The core issue is the relationship between the time 
step (∆t) and the spatial step (∆x). If the time step is too long, then a field can pass through 
more than one cell during a time step as it propagates, generating an unstable solution. For 
the one-dimensional case, the so-called magic time step10

 ∆ ∆
t

x
c

=  (59-9)

can be defined as the results in a grid velocity (the velocity of propagation within the 
numerical grid used to approximate real space) that exactly reproduces the velocity of 
propagation in real space with c being the speed-of-light in a vacuum. Because of this, 
grid dispersion (the phenomena that a signal propagates in the discretized space at a dif-
ferent velocity than in real space) does not occur. In Eq. 59-9, if the magic time step is 

FIGURE 59-1 Flow-chart for FD-TD algorithm
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not used, the time step must be less than the spatial step divided by the highest speed of 
propagation to maintain stability. In all other dimensions, the grid velocity only approxi-
mately represents the true continuous domain velocity and therefore numerical disper-
sion will occur. The Courant Stability Criterion for two- and three-dimensional grids is 
given in many texts.9–11

As an example of the power inherent in FD-TD simulations, consider the temporal 
snapshot of a plane wave incident on a multilayered dielectric shown in Figure 59-2. In this 
two-dimensional simulation, the Gaussian plane wave is injected at the left boundary of 
the figure and propagates to the right. The simulation was halted as the wave was partially 
reflected by the first material discontinuity (located at x = 0.15) and partially transmitted at 
that boundary. As seen, one of the powerful features of any time-domain simulation is the 
ability to stop the simulation to capture relevant physics. Another powerful feature of time-
domain simulations is the physical insight gained when the FD-TD simulation includes 
graphics. Notice that in this case, the reflected field is inverted while the transmitted field 
is not (as required by the transition conditions at the material discontinuity). Examples of 
using FD-TD for antenna analysis—both far-zone quantities such as directivity and near-
zone quantities such as VSWR—are given.9 The MATLAB-code used to create Figure 59-2 
is provided on the Internet (directions for obtaining all the computer programs used in here 
can be found at the end of the chapter). The computational cost of an FD-TD simulation 
can be large, especially if the grid is dense (a very large number of spatial points) and the 
signal is resonant. For a resonant signal, the ring-down time is very long and so the simula-
tion must be run for many time steps. FD-TD, fortunately, is well-suited for parallelization, 
allowing the power of multiple processors to be brought to bear on a computationally 
intense problem. That is not to say that parallelization is trivial—domain decomposition 
and sharing of domain boundary information must be done well. However, it is somewhat 
more amenable to parallelization as compared to other methods (such as the FMM), which 
require very specialized parallelization skills.

Time Domain-Integral Equation (TD-IE) Method

The time domain-integral equation method solves integral equations directly in the time-
domain. It contains the same essential elements of the FD-TD method (spatial discretiza-
tion using basis function and some type of time stepping procedure). TD-IE was a topic of 
relatively early investigation (see the example of transient radiation by wire antennas12); 

FIGURE 59-2 Snapshot of a plane wave striking a multilayer 
surface (Compliments of Mr. Steven Cossmann)
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however, it suffered from stability issues that quite frankly are an issue of continuing con-
cern. Recently, the CEM community has made substantial progress in both the flexibility 
of TD-IE methods and their stability. For example, surfaces are now represented using 
surface expansion functions rather than a porous collection of wires. The key to improving 
stability lies in the use of advanced expansion methods and representations in addition to 
very accurate calculation of integral quantities. Examples of recent innovations are given 
in the reference section.13–16 Note that most of the published work indicates that TD-IE 
methods were initially developed for scattering problems; however, they are being adapted 
for radiation and electromagnetic compatibility (EMC) applications.

Time Domain-Finite Element (TD-FE) Method

Another powerful time-domain CEM method is one that solves the partial differential equa-
tions (such as Eq. 59-2) using a finite element procedure rather than finite differences. 
Typically, these methods are referred to as the finite element-time domain (FE-TD) method. 
They are loosely related to the finite volume-time domain (FV-TD) method.17 The TD-FE 
method is undergoing continued development and is, in some ways, the most immature of 
CEM techniques described in this chapter. In 1997, a review paper18 discussed the state-of-
the-art which has undergone considerable improvement since that time.19–21 One paper that 
is particularly interesting describes a hybrid method combining the best features of FD-TD, 
FE-TD, and TD-IE.19 The field quantities are functions of both time and space. Hence, 
the spatial field variation is represented by basis functions that have support only over 
limited portions of the geometry (typically only a few, adjacent finite elements). These are 
so-called subdomain basis functions. The temporal response is typically represented using 
temporal expansion functions. Both explicit and implicit methods have been proposed in 
the literature. Based on the power of the method—time-domain simulations with very flex-
ible geometrical and material capabilities—and recent activity in the scientific literature, 
it can be expected that the TD-FE method will become an important, and possibly major, 
component in any complete CEM tool suite for antenna applications.

Additional Time-Domain Methods

Other widely used time-domain methods include implementation of the finite integration 
technique (FIT).22 This method, as briefly mentioned previously, implements solutions of 
the integral form of Maxwell’s equations. FIT is widely used in designing the linear accel-
erator cavities; however, it is also finding increased use in antenna design. Undoubtedly 
there are more time-domain methods than those presented previously (for example, time-
domain versions of the Uniform Theory of Diffraction23). With apologies to the many 
contributions made around the world, this section focused on the most widely used and 
developed approaches.

59.3 FREQUENCY-DOMAIN METHODS

Two of the most frequently used frequency-domain methods are the Method of Moments 
and the Finite Element Method. In this section, each of these methods is presented in some 
detail although the interested reader should consult one of the many excellent textbooks on 
the subject. Other frequency-domain methods are introduced in a cursorily manner at the 
end of this section.
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Method of Moments (MoM)

Integral equations formulated and solved in the frequency-domain, colloquially referred to 
as the Method of Moments (MoM), is one of the most popular and widely used methods 
for antenna design and analysis. From the first major textbook on the subject,24 the MoM 
method has been improved in terms of capability and fidelity since the 1960s. Other terms 
commonly used for these solution methods are integral equations and boundary element 
methods, among others.

A typical feature in the derivation and solution of such formulations involves the speci-
fication of an appropriate Green’s function in the formulation of integral relations. These 
integral relations are then used to enforce appropriate boundary conditions resulting in an 
integral equation. The conversion of a continuous domain integral equation into a linear 
system of equations involves a discretization process, commonly known as the method of 
moments. One consequence of the use of a Green’s function, with the resulting global com-
munication between elements (also known as unknowns), is the resulting fully populated 
matrix. In general, the storage requirement of a MoM formulation scales as O(N2) where 
N is the number of degrees-of-freedom (unknowns). This can severely limit the scaling 
potential of a MoM-based computer program with increasing operating frequency or model 
complexity. For example, the storage requirement for a fully-populated matrix developed 
using a full three-dimensional current formulation, such as you might have for a volume 
integral equation, will scale to the sixth power! So, for a given physical problem, a doubling 
of the operating frequency will require eight times the number of unknowns and the matrix 
storage will be 64 times greater.

There is a plethora of excellent sources of information concerning integral, equation-
based methods for simulating the performance of antennas. There are two recent books25–26 

that are particularly useful for novice CEM users, because they were written to complement 
the commonly available MoM computer programs. Note that Davidson’s text25 has accom-
panying code (available from the text web site maintained by Cambridge University Press) 
including MATLAB scripts. In addition to these, popular antenna textbooks9,27–28 contain 
sections describing how the method of moments can be used to model specific types of 
antennas (typically wire antennas, though others are mentioned as well). For that reason, 
this section will only touch on the essentials for utilizing the MoM for antenna modeling, 
leaving the details for the interested reader who may choose to review these excellent text-
books and the references contained therein.

One of the most commonly used integral equations for antenna applications is the electric 
field integral equation (EFIE) given for metallic bodies as
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where the normal ( ˆ)n points out of a closed surface (if the surface is closed; otherwise, 
it points in consistent direction), J r( )′ is a vector-valued unknown equivalent current, 
G0 ( , )r r ′ is the free space three-dimensional Green’s function while k0 and Z0 are the free 
space wave number and wave impedance, respectively. The excitation for the problem is 
provided by the impressed electric field, Einp. For an antenna, this is typically a local source 
such as a filamentary current, a voltage gap, or a magnetic frill current. Alternatively, it 
may be an impinging wave. In the former case, the antenna is operating in the transmitting 
mode, while for the latter case, it is operating in the receiving mode. Since most antennas 
are reciprocal devices, these two modes of operation are equivalent.

Solution of Eq. 59-10 exactly is not generally possible except for special cases that 
do not represent real-world antenna structures. Therefore a systematic approach for 
numerically approximating the solution is necessary. This is precisely what the method 
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of moments provides. Usually, subdomain bases (or expansion functions) are used to rep-
resent the unknown current via a collection of unknown coefficients and simple functions 
that are non-zero only over a portion of the computational domain (and subdomain). For 
example, the unknown current can be represented by

 J r w r( ) ( )′ = ′
=
∑Jn n
n

N

1

 (59-11)

where the unknown, complex-valued coefficient is denoted as Jn while the generally real-
valued, vector basis function is given as w rn ( )′ . When this is substituted into Eq. 59-10 
and suitable testing (or enforcement of the boundary conditions) is performed, the resulting 
linear system

 [ ]{ } { }Z J fnm n m=  (59-12)

can be solved by some suitable method (LU decomposition, biconjugate gradient iterative 
solver, and so on). Note that in Eq. 59-12, the subscript n is associated with the expansion 
function in Eq. 59-11, while the subscript m is associated with the testing function. With 
these general comments in mind, it is instructive to look at two common antenna problems 
simulated using the MoM: wire and surface antennas.

Wire Antennas

Thin wire antennas represent the first major use of computational electromagnetics for 
antenna analysis and design, as well as one of the most prevalent uses even today. The 
widespread popularity of the Numerical Electromagnetics Code (NEC)—now in its fourth 
released version—is one of the reasons for widespread use. Although the basic NEC com-
puter program is challenging to use, due to the fact that it was developed at a time when 
specification of an antenna using data cards was common, there are now commercial wrap-
per computer programs that offer a fully functional GUI and provide the input commands 
for NEC as its output. Examples of such front-end GUIs for NEC include: SuperNEC, 
MiniNEC, EZNEC, and NEC Basic, among others.

If one makes the assumption that the wire is very thin, i.e., the wire diameter is less 
than l0/20, then the following assumptions are reasonable: the surface current can be rep-
resented as a linear current and the current will only have an axial component (assume this 
is the z-component for convenience). This means that the thin-wire assumptions allows
J r( ) ˆ ( )′ ≈ ′zI z . Under these conditions, the EFIE (Eq. 59-10) can be written as

 jk Z I z
k z

G z z dzwL

L

0 0
0
2

2

22

2
1

1
( ) ( , )′ + ∂

∂








 ′ ′

−∫∫ = E a zz
inp ( , )  (59-13)

where the thin-wire (a = radius) Green’s function is given by
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Notice that the Green’s function cannot become singular due to the approximations involved 
(this amounts to placing the testing points on the outer surface of the wire and the sources as 
filamentary currents along the axis of the wire). This particular integral equation is known as 
Pocklington’s Integral Equation.
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As an example of how a wire antenna simulation program can be used to design an antenna, 
a demonstration version of EZNEC (available at: www.eznec.com) was used to create the 
antenna pattern due to two monopoles, at approximately 300 MHz, shown in Figure 59-3. 
In Figure 59-3, the pattern is shown to be nearly a Cartioid pattern caused by choosing the 
excitation current phases and placement of the monopole radiators appropriately. The cur-
rent is shown as a line with a vanishing value at the end of the monopole and a peak value 
at the feed (through the ground plane that is not shown but lies in the z = 0 plane) lying in 
the x-y plane as expected. In addition to currents and pattern, other engineering quantities 
such as the VSWR can be computed as shown for the same antenna in Figure 59-4.

Another NEC pre-processor and post-processor package is SuperNEC (http://www 
.supernec.com), which offers a 30-day demonstration copy for any user and a one-year 
free license for academic users. In both cases, models of up to 300 wire segments can be 
simulated. As an example, Figure 59-5 illustrates the currents for a Yagi-Uda antenna simu-
lated at 300 MHz. As can be seen, the SuperNEC interface allows depiction of the current 
magnitude on the various wire elements. The co-polarized antenna pattern evaluated in the 
plane of the array (for example, the x-y plane) is shown in Figure 59-6.

Wires can also be used to simulate a surface by placing the wires sufficiently close to 
each other to make the wire mesh appear to be impenetrable in a manner reminiscent of a 
Faraday cage built using wire screens. This was a suitable and practical approach until the 
advent of a useful vector surface expansion function; the Rao-Wilton-Glisson (RWG) basis 
function was introduced in 1982.3

Surface Antennas

Many antenna structures can be represented using a surface integral equation formulation. 
Examples of these include: horn antennas, patch antennas, slot antennas, printed log-periodic 
antennas, printed spiral antennas, and Vivaldi slot antennas, among many others. Even wire 
antennas, especially thick wire antennas, can be modeled with a surface integral equation  

FIGURE 59-3 Radiation pattern for a two-element monopole 
array along with current magnitude and geometry (Calculated using 
EZNEC, Roy Lewallen)
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formulation although it may be more efficient to utilize a wire formulation. Method of 
moments computer programs that utilize a surface integral equation differ in several ways; 
the most important are the Green’s function used in the formulation and the basis functions 
used to represent the unknown quantity. For antennas in free space, the three-dimensional 
free space Green’s function

 G
e jk

0

0

4
( , )

| |

| |

r r
r r

r r

′ =
− ′

− − ′

π
 (59-15)

FIGURE 59-4 Standing wave ratio for the second element of a 
two element array (Calculated using EZNEC, Roy Lewallen)

FIGURE 59-5 Magnitude of the current on a Yagi-Uda antenna (Calculated 
using SuperNEC)
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is used. If the geometry includes a grounded material slab, then a Green’s function that 
includes the ground plane and the material slab is generally used. In this case, the unknowns 
are restricted to the metallization on top of the material slab or embedded in the material 
slab. Hence, the order of the resulting linear system is relatively small; however, construc-
tion of the Green’s function can be complex and computationally expensive unless series 
and/or integration acceleration techniques are used.

The RWG basis functions are probably the most widely used in the community. 
However, there are other surface functions that are used for particular reasons or appli-
cations. Typically a curved surface is approximated by a collection of flat facets (for 
example, RWG basis functions with support over flat triangles); however, in some appli-
cations, the curvature of the surface across an element is important. An example are sur-
face elements with edge dimensions that are significant fractions of, or even larger than, 
a wavelength. Such elements are used to reduce the complexity of the meshing task by 
using higher-order expansion and surface geometry functions. Since the element dimen-
sions are relatively large, it is important to explicitly include curvature in the element 
construction. This is usually accomplished by mapping a curved element to a flat element 
using a Jacobian.29–30 Note that with higher-order elements, the order of the resulting 
matrix is typically similar to the order of the matrix generated using low-order elements 
such as RWG; however, the definition of the surface can be simpler and more accurate 
with higher-order functions.

As an example of surface integral equation use, Makarov’s book31 discusses the imple-
mentation of RWG basis functions and their use in solving surface antennas in free space 
(along with a treatment of dielectric loaded surface antennas such as patch antennas). The 
book comes with MATLAB scripts (these can also be found on-line at: http://ece.wpi.edu/
books/aemm/). As an example of a complex antenna, consider the bow-tie antenna example 
in Chapter 8 of Makarov’s book.31 Figure 59-7 illustrates the VSWR of that example and 
the current at 1 GHz. As can be seen, the antenna is relatively well matched across a wide 
bandwidth. The current plot indicates that the current density magnitude is greatest in the 
light shaded areas, for example, the antenna edges, while a dark shading indicates a region 
of lower current density.

FIGURE 59-6 Co-polarized radiation pattern for a Yagi-
Uda antenna (Calculated using SuperNEC)
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Other expansion elements used in practice are low-order vector basis functions that 
have support over a rectangular domain.29 Although rectangular basis functions limit the 
geometrical complexity and flexibility that can be represented without approximation, 
under certain circumstances, an extremely efficient solver can be utilized that significantly 
reduces the computational cost (and thus the time to compute). For example, if the rectan-
gular elements are identical across the computational domain, then the resulting matrix is 
Toeplitz. Such matrices can be solved extremely efficiently and the computational storage 
requirements are much less than the general case.

As an example, consider the simulation of a patch antenna using SonnetLite, the free 
version of Sonnet. This antenna is printed on 30 mil Rogers Duriod/5870 and is 40mm 
by 30mm in dimension. The antenna is fed using a probe feed (modeled in Sonnet using 
an autoground port) located 16.25 mm from the left side of the antenna and centered 
between the top and bottom of the antenna. The local field behavior of the antenna is 
given in Figure 59-8, including an inset figure illustrating the current supported by the 
patch metal near resonance. In this, a reasonably good match is achieved over a narrow 
bandwidth. Improved performance can no doubt be obtained with an iterative design 
procedure involving adjusting the feed location. For a two-element array comprised of 
identical patch antennas, the S-parameters are given in Figure 59-9 (the geometry is 
shown as an inset figure for reference).

Modeling three-dimensional antenna geometries with a surface formulation requires 
either a Green’s function that represents the volumetric nature of the antenna or closed sur-
faces that enclose the antenna volume (for example, a dielectric resonator antenna). In the 
former case, the resulting formulation is limited in the types of antennas that can be effi-
ciently simulated. For the latter case, the required number of unknowns can be very large, 
especially if there are a large number of material interfaces. In addition, in the latter case, 
very thin layers can lead to a numerically ill-conditioned problem since the surface currents 
on different interfaces are parallel and very close to each other. Because of this, it is some-
times useful to utilize a volume integral equation32 rather than a surface integral equation. 

FIGURE 59-7 VSWR for a bow-tie antenna simulated using MATLAB 
(inset: Current density at 1 GHz; light denotes a high current density.)
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For example, the following integral equation32 can be used to represent dielectric materials 
with metallization
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In Eq. 59-16, the volume of dielectric (V) and metal surface (SM) are assumed to be 
in free space. The vector potentials (A) and scalar potentials (Φ) are associated with the 
dielectric or metal and these are denoted by the subscript D or M, respectively. With this, 
the substrate need not be infinite in two dimensions and very thin dielectric layers can 
be simulated without unknown current surfaces that are too close. In addition, the sub-
strate can be inhomogeneous. In contrast to most MoM implementations that utilize low-
order expansion functions, higher-order functions are presented in the reference section.33 

FIGURE 59-8 Performance of a single-patch antenna simulated using Sonnet (left: Smith chart, right: 
resistance and reactance spectrum, with inset figure illustrating resonant currents).

FIGURE 59-9 S-parameters for a two-element array as computed 
using SonnetLite (the geometry is shown as an inset figure)
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Higher-order functions can be used to more accurately represent a boundary and to reduce 
the meshing requirements. They do not always lead to fewer unknowns since there are more 
degrees-of-freedom per element associated with a higher-order function as compared to a 
low-order function.

Finite Element (FE) Method The finite element (FE) method provides one of the most 
powerful formulations for antenna modeling provided that the antenna has a dielectric load, 
particularly if the material load is inhomogeneous or anisotropic. The FE method can be 
used for antennas comprised of solely conducing material; however, in general the MoM 
is more efficient for such radiators. The finite element method is an approach for solving 
Maxwell’s equation by solving the vector wave equation. For time-harmonic (also known 
as continuous wave or frequency domain) problems, Eq. 59-2 can be recast as
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where the radial frequency w = 2pf is related to the frequency ( f ) and the surrounding 
space may contain an anisotropic, inhomogeneous relative permittivity (er) and/or an 
anisotropic, inhomogeneous relative permeability (mr). However, for simplicity, isotro-
pic materials are assumed. In Eq. 59-17, the current density (J) represents sources within 
the computational domain. This set of first-order partial differential equations (PDE) 
may be re-cast as a second-order PDE, known as the vector wave equation, by taking 
the curl of one or the other curl expressions in (59-17) and making use of the remaining 
expression for simplification. So, the vector wave equation is given by
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where the upper equation is in terms of the total electric field while the lower equation is the 
case when the total magnetic field is needed. In Eq. 59-18, one of the equations or the other 
is used depending on which of the two fields, electric or magnetic, is being sought and which 
of the two is most amenable for enforcement of boundary conditions. Note that when solving 
Eq. 59-18 for the electric field, should the magnetic field be needed in post-processing, the 
appropriate equation from Eq. 59-17 may be used. It is impractical to enforce these equations 
at every point in space. This means that a so-called weak form of the vector wave equation 
is typically specified, either through minimization of a functional or by application of the 
Rayleigh-Ritz method. For the latter, one of the wave equations (in terms of the total electric 
field from now on, for convenience) is tested with a vector function. In this, the dot-product 
of the vector function is taken and the resulting scalar expression is integrated throughout 
the domain of the test function. As a result, Eq. 59-18 in the weak form is written after some 
manipulation (such as use of the First Vector Green’s Theorem34 to transfer a curl operator off 
of the unknown field onto the testing function, Wi) as shown in
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where the subscript i refers to the testing function. Several observations can be made regard-
ing this weak-form equation. In Eq. 59-19, the surface magnetic field will be provided either 
by a local condition or by an integral relation. In either case, the surface magnetic field is 
proportional to the surface electric field. It’s a given for this expression that isotropic materi-
als have been assumed, and the resulting matrix developed from Eq. 59-19 will be symmetric 
(since the electric field and testing functions may be interchanged without changing the 
form of the expression). In addition, the surface term in Eq. 59-19 allows the introduction of 
boundary conditions on S = ∂V. Through these boundary conditions, an external source may 
be included such as an impinging plane wave. A series of relatively easy-to-read papers for 
FEM beginners have been featured in the EM Programmer’s Column of the IEEE Antennas 
and Propagation Magazine in recent years.35–36 The reader is encouraged to read such papers 
and their references for a greater understanding of the FE method.

Most implementations of the finite element method for electromagnetics primarily dif-
fer in the elements used to expand the unknown field (and usually the testing functions as 
well since these are similar) and the method to enforce the boundary conditions. The most 
popular elements for solution of the finite element equations are the brick, right prism, and 
tetrahedron. These are shown in Figure 59-10 with the brick on the left, the prism in the 
center, and the tetrahedron on the right.

By far the most popular, due to its flexibility, is the tetrahedron. Nevertheless, both the 
brick and right prism have their uses in that they are particularly easy to implement and, 
most importantly, rather easy to generate appropriate meshes for. Usually, the expansion 
functions are lowest mixed-order edge elements (for example, the field representation is 
constant for component of the field parallel to the edge and linear for the component of the 
field normal to the edge). However, higher-order expansion functions37 and hierarchical 
functions38 have been used by a number of researchers. The user will find that the major 
discriminator between finite element codes is not the element shape necessarily, nor even 
the order of the expansion; rather, it is the inclusion of a powerful mesh generator. It is 
not an understatement to say that a large portion, and sometimes the majority, of effort 
expended by antenna engineers in using a finite element code is in mesh generation rather 
than data collection.

The second major discriminator is the mesh termination condition. The following three 
methods are most popular:

● Absorbing boundary conditions39

● Perfectly matched layers40

● A boundary integral41

The first method, absorbing boundary conditions (ABCs), is widely used since it is 
particularly easy to implement without having to use user-defined parameters that  

FIGURE 59-10 Typical finite element shapes: brick (left), right prism (center), and 
tetrahedron (right)
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impact performance. The cost of using these ABCs is usually a larger computational 
domain since the mesh boundary must be maintained some distance from the structure 
being implemented. The distance required is dependent on the particular ABC and on the 
problem. In general, antenna simulations require a larger stand-off distance than scattering 
problems due to the need for accurate near-field quantities such as driving-point impedance. 
Perfectly matched layers (PMLs) are another local (or in other words, dependent only on 
field behavior in the vicinity of the PML) mesh truncation technique that generally requires 
less stand-off distance than ABCs. However, there are user-defined (or at least programmer-
defined) parameters and typically, the condition number of the resulting matrix is poorer as 
compared to the ABC. The final method, a boundary integral (BI), is a global rather than 
local condition. It requires no stand-off distance; however, the resulting matrix is partially 
full due to the BI, and as a result, the demand for memory and solution time can be quite 
high. In addition, other aspects of the method formulation and implementation can impact 
solution performance. For example, the use of adaptive meshing42 is a common feature 
in commercial programs these days that largely reduces the need for specialized meshing 
expertise so that the essential field behavior is captured.

As an example of how the finite element method can be used for antenna analysis and 
design, consider a 40mm by 30mm cavity-backed antenna placed in a cavity that is 80 mm by 
60 mm. The cavity is filled with 30 mil thick Rogers Duriod/5870. This particular antenna will 
be analyzed using the computer program provided on the author’s web page (to obtain a copy 
of the source code, see the URL cited in the next section). This program utilizes right prism 
elements43 and is written in MATLAB with a functional graphical user interface (GUI). The 
program is initiated in MATLAB by running the msGUI.m script. The cavity is divided into 
32 × 24 cells that are then subdivided into triangles. The program then extrudes these triangles 
into right prism elements. Since the substrate is electrically thin, one layer of elements is suffi-
cient to resolve the field behavior along the normal direction. The surface mesh, Smith Chart  
(2.2-2.4 GHz), and normalized electric field within the cavity are shown in Figure 59-11.

The fields shown are the normal component of the electric field. The patch antenna is 
excited using a probe-feed from the base of the cavity to the patch slightly left of the antenna 
center along the top-to-bottom centerline. This method of feeding excites the fundamental 
mode for this antenna. Notice that the normal fields are zero along the centerline of the 
antenna while those fields are a peak near the edges of the patch. This field distribution can be 
represented using a cosine function. The phase of the field distribution left of the centerline as 
compared to right of the centerline is 180 degrees out-of-phase resulting in radiation.

This particular example does not utilize the most significant feature of a finite element 
formulation: the ability to model inhomogeneous antenna loading materials. Simulation of 
grounded, homogeneous dielectrically-loaded antennas is most efficiently analyzed using an 
integral equation method (see the previous example using Sonnet). However, if the antenna 
has inhomogeneous (or anisotropic) materials in its construction, the finite element method 
is often the most efficient and accurate method to use for simulating resonant structures  

FIGURE 59-11 Surface mesh (left), Smith chart (center), and normal field distribution (right) for a cavity-
backed patch antenna simulated using the FE-BI method
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(for example, the class of antennas that is best simulated using a frequency-domain solver). 
This is also true for the case of cavity-backed antennas, when the cavity is odd-shaped 
regardless of the cavity-fill material.

One comment is in order concerning simulation of realistic antennas in the MATLAB 
environment. Unless considerable effort is undertaken to vectorize (express the mathe-
matical manipulations in terms of data vectors and matrices), parallelize, or compile as 
executable code, MATLAB is not an efficient platform for computing large problems. The 
definition of large is in the “eye of the beholder,” in the sense that for a given algorithm 
and the time a user is willing to wait for an answer, the computational size that constitutes 
a large problem varies. Nevertheless, for understanding the underlying concepts of various 
computational methods, it is an effective platform for discovery. It is particularly useful for 
students due to their general familiarity with MATLAB.

Other Frequency-Domain Methods

The method of moments and finite element methods are arguably the most prevalent fre-
quency-domain CEM solvers in use today. Nevertheless, there are excellent alternative 
methods that have very specific advantages in certain circumstances and other methods that 
are growing in popularity and impact. One of the most effective means for computing the 
radiation by antennas in the presence of very large structures involves the use of high fre-
quency (asymptotic) approximations such as the Uniform Theory of Diffraction (UTD). This 
method was extensively investigated by various research groups around the world during 
the 1970s and beyond, most notably by the group at The Ohio State University, along with 
their colleagues from around the world who spent time at the ElectroScience Laboratory as 
students, post-doctoral researchers, and as visiting scientists.44–45

Another method of considerable note is the finite integration technique (FIT) mentioned 
earlier (in its time-domain incarnation). FIT is formulated using the integral form of Maxwell’s 
equations, either in the time- or frequency-domains. FIT can also be used in conjunction with 
a high frequency method such as UTD.46 The method of lines is another method for simulat-
ing electromagnetic phenomena and it has been used to simulate conformal antennas.47 A 
good reference for various conformal antenna formulations is provided by a recent text.48

Another approximate technique for simulation of antennas installed in a large structure 
involves the use of reciprocity.49 In this situation, the antenna radiating currents are com-
puted and then integrated with the currents due to the structure resulting in the radiation 
pattern of the antenna in the presence of the structure. Although the paper is used for cir-
cular cylindrical structures, it can be used for more general shapes. These hybrid formula-
tions are very powerful, and at the dawn of the 21st century, the only practical method for  
solving installed antenna design problems when the structure is electrically very large. 
It is probable that through advances in computer technology and in full-wave solution 
methods (for example, fast multipole methods among others) asymptotic methods will be 
needed less and less. Having said that, if history teaches us anything, design problems will 
become more complex and larger over time and thus, asymptotic and hybrid methods may 
be needed long into the future.

59.4 SUMMARY OF PUBLIC DOMAIN AND 
COMMERCIAL CODES: CAVEAT EMPTOR

Computational electromagnetics has undergone a typical evolution during the past half 
century: What was merely a research topic in the 1960s through the 1980s is now a thriving 
industry. Accordingly, many CEM tools are available for antenna design. Some of these 
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are in the public domain (some even provide the source code so that users can modify the 
program for their own needs), while others are commercial offerings. As the section title 
indicates, the user (or buyer) must beware in assuming a particular program will solve their 
problem, or even be correct, either in formation, assumption, or coding. In general, free 
programs have absolutely no guarantee as to their accuracy while commercial codes are 
generally easier to use and typically have technical professionals (such as application engi-
neers) to help adopters generate solutions. One prevailing dictum of CEM users should be: 
“Purgamentum init, exit purgamentum”! Inexperienced users of any CEM computer pro-
gram are cautioned to validate both the program and their use of the program by comparing 
their simulation with reference data. It is better to compare a user-generated case rather than 
running examples provided by the program developers since in that manner, the user will 
not only be testing the program, but their interpretation of how to give instructions to the 
program. By all means, initial users should explore the examples that are now standard for 
CEM codes; but at some point, users must try their own hand at developing a model before 
they try to solve the design challenge that originally prompted their need (or at least desire) 
for the CEM code. A brief listing of public domain and commercial codes is given next. In 
no manner does this constitute a comprehensive list and over the lifetime of this handbook, 
it can be expected that Internet links will be broken and that companies will no longer offer 
these codes. Hence, “Let the buyer beware!!!”

Disclaimer: This section is not meant in any way to be an endorsement of any methods, 
computer programs, or company’s offerings. It is merely meant to be an information source 
for antenna designers interested in using powerful CEM design tools. This is not a com-
prehensive list by any means and any omissions in the interest of brevity are regrettable, 
but not intentional.

Public Domain Codes

Many computer programs are offered free-of-charge by the developers, in the interest of 
promoting the adoption of the technology or as a means of technology transfer. This was 
particularly true in the early days of CEM; it is less so in the 21st century as the intellectual 
property value of such codes is better understood. Nevertheless, very powerful computer 
programs may be downloaded, and in most cases, modified by the user since source code 
is available. Codes may be downloaded from

● www.egr.msu.edu/~kempel/HandbookCodes This is where you can find the MATLAB 
scripts used in this chapter. The FD-TD code is provided by Mr. Steven Cossmann and 
the FE-BI code by Mr. Lanwu Zhao (developed with partial support from the National 
Science Foundation under grant DUE-0231312).

● http://www.emclab.umr.edu/codes.html The University of Missouri at Rolla (UMR) 
maintains an excellent listing of public domain codes available on the Internet. The 
reader is encouraged to investigate this site when looking for a free program, especially 
the finite element code—EMAP—developed by the students and faculty at UMR.

Antenna Textbooks with Codes

Many antenna textbooks now come with accompanying computer programs to aid the 
student and engineer. Sometimes these codes come with a CD-ROM disk, while in some 
cases a related web site is provided for users to download code. This latter method has 
the distinct advantage in that program updates may be provided in a convenient manner. 
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Unfortunately, it has the disadvantage in that the site must be maintained and in practice, 
links to that web site may break over time. Nevertheless, the software provided with mod-
ern antenna textbooks is very useful for users, both to learn how antennas function and 
to provide validation data in the context of accurate CEM codes. Some texts have been 
discussed previously; however, for the convenience of the reader, they are repeated in the 
following list. Note that there are undoubtedly many more antenna textbooks with comple-
mentary computer programs; brevity necessitates an unfortunately incomplete list:.

● David Davidson from the University of Stellenbosch in South Africa has written a 
textbook25 describing various CEM techniques. A major application of that program is 
antenna design and performance analysis. Software for the text is provided via a resources 
web site maintained by Cambridge University Press (http://www.cambridge.org). Both 
MATLAB scripts and FEKO files are provided that support the material in the book. Note 
that Appendix F lists additional resources found on the Internet.

● Sergey Makarov of Worchester Polytechnic Institute wrote a textbook26 that describes the 
modeling of various antenna geometries (such as patches, slots, inverted-F, and so on) 
using the method of moments. A new web site (http://ece.wpi.edu/mom) compared to the 
one cited earlier in the chapter provides MATLAB scripts and a user manual for using 
the scripts or for modifying them as needed for a different type of antenna. A companion 
paper illustrates some of the capability of this design tool.32  This package was developed 
with partial support from the National Science Foundation under grant DUE-0231312.

● John D. Kraus and Ron Marhefka from Ohio State University, in the third edition of their 
popular antenna textbook,27 provided a web site for several antenna design computer 
programs (http://www.antennas3.com). These accurate and efficient programs are useful 
for understanding antenna function as well as providing a method for validation.

● Constantine Balanis from Arizona State University, in the third edition of his well-
regarded antenna textbook,28 provides various antenna modeling codes in both 
MATLAB and Fortran (from the second edition) via a CD-ROM. The scripts provided 
are especially useful for students and for antenna design engineers interested in validat-
ing a CEM tool.

● Atef Elsherbeni and Matthew Inman from the University of Mississippi have devel-
oped a textbook50 that tightly integrates visualization of antenna properties (such as 
pattern impedance, and so on). Along with the book, the authors have developed soft-
ware (www.adv-program.com) that implements standard formula for various wire-type 
antennas (such as dipoles, helices, and monopoles) in both single element and array con-
figurations. The program has a GUI and can provide reference data for other programs 
that implement CEM techniques.

Commercial Codes

Commercial computer programs are not only powerful, but also designed to be easy-to-use. 
That last term is something that is in the “eye-of-the-beholder.” What software designers 
consider easy-to-use and dummy-proof often does not correspond to the expectations of 
the user. Nevertheless, commercial CEM codes are typically better designed from the user 
point-of-view than public domain codes. They typically have a Graphical User Interface 
(GUI) and application engineers that can (for a fee) help users obtain the best possible 
calculations for a given problem. During the 1990s and 2000s, the number and diversity of 
commercial CEM offerings have expanded greatly. The following list describes some of 
the most popular commercial CEM codes. No doubt during the lifetime of this edition, the 
offerings will change considerably:
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● www.ansoft.com The Ansoft Corporation offers a variety of CEM solutions for 
antenna design, electromagnetic compatibility, and other applications. The computer 
codes offered by Ansoft utilize the finite element method, the method of moments, and 
circuit simulators. These computer programs are some of the most powerful in the indus-
try and are widely used.

● www.cst.com Computer Simulation Technology offers widely used CEM tools based 
on the finite integration technique (FIT) and the method of moments. Both time-domain 
and frequency-domain solvers are available.

● www.emssuusa.com Electromagnetic Software and Systems offers a hybrid method 
of moments, finite element, and high frequency (uniform theory of diffraction) computer 
code (also known as FEKO). This tool is widely used for antenna design and for EMC 
analysis in the automobile industry.

● www.remcom.com Remcom offers a finite difference-time domain method computer 
program that can be used for antenna design, scattering analysis, and specific absorption 
rate (SAR) calculations, among other uses. It comes with a well-developed GUI and sup-
port for distributed parallel computers (for example, clusters).

● www.sonnetusa.com Sonnet Software offers a suite of full-wave electromagnetic 
design tools based on a frequency-domain method of moments for planar geometries. 
It provides a powerful GUI and allows for separation between the design worksta-
tion and the computational workstation. A free reduced-capability version is available  
for download.

● www.wipl-d.com WIPL-D is a powerful antenna design program capable of model-
ing antennas (and other structures) comprised of both metal and dielectric materials. 
WIPL-D is becoming increasingly popular amongst antenna engineers due to its flex-
ibility and accurate solutions.

● www.comsol.com Comsol Software is based in Sweden with offices worldwide. Their 
main product is FEMLAB, a finite element-based simulation tool. Their claim to fame 
is the ability to include multiple physical and chemical models in the simulation. Thus, 
simultaneous simulation of both thermal and electromagnetic properties is facilitated 
by FEMLAB. It has a powerful mesh generator and various pre- and post-processing 
capabilities.

● www.zealand.com Zealand offers the popular integral equation-based solver, IE3D. 
This program is widely used for simulating planar, microstrip structures such as patch 
antennas with feed networks.

59.5 SOURCES FOR PARALLEL  
PROGRAMMING INFORMATION

Computer architectures have undergone considerable, and truly impressive, changes over 
the past 30 years. In the 1970s, computers for engineering design were primarily housed 
in centralized computing centers and used in a time-share manner (often with punch cards 
as the input method of choice). In the 1980s, with the advent of the personal computer, 
it became possible to put a computer on the desk of every engineer. This led to more 
detailed antenna designs, especially when the Numerical Electromagnetic Code (NEC) 
was released by Lawrence Livermore National Laboratory. In the 1990s, the widespread 
use of powerful engineering workstations led to increasing use of powerful computational 
electromagnetics tools in antenna design. During that decade, the workstation and per-
sonal computer merged (or more accurately, the personal computer became a workstation)  
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leading to even more widespread use of CEM codes. Simultaneously, during the latter 1980s 
and early 1990s, vector-based computing became available through CRAY Computers, 
leading to changes in computational algorithms that specifically made use of vector pro-
cessors. Once the practical limit of vector processors have been reached (in terms of com-
putations per second versus cost), the next major change in computation involved the use 
of many processing units simultaneously. These parallel processing computers offered the 
promise of nearly unlimited computational power as more and more “brains” were brought 
to bear on a problem. In reality, the community quickly learned that parallel programming 
is not trivial and that very real limits exist on the scalability of many CEM approaches. 
Nevertheless, for those fortunate souls with access to massively parallel computers, these 
new architectures offered unprecedented computing power.

Parallel computers traditionally are symmetric multiprocessing (SMP) or shared mem-
ory architectures. That means that each processor has access to all of the memory in the 
system. SMP machines are particularly easy to program since the processors and memory 
are tightly connected together. However, large SMP machines are highly-engineered and 
therefore rather expensive. Therefore, a popular parallel computer architecture available in 
the late 1990s and early 21st century is the so-called Beowulf cluster. These computers are 
made from a number (sometimes a large number) of commodity compute nodes connected 
together with some network fabric. The original network fabrics were 10 or 100 MHz 
Ethernet connections (identical to those used to form a local area network). Currently, the 
most commonly used network fabric is a Gigabit Ethernet fabric. It is becoming increas-
ingly common to have higher speed (or lower latency) fabrics such as Myranet or Infiniband 
as the acquisition cost of these technologies is reduced. Clusters are distributed memory 
architectures that often have a lower acquisition cost as compared to a comparable number 
of processors in an SMP system. However, the programming requirements for a distributed 
cluster are often more significant than for an SMP system.

Recently, SMP machines are seeing a renaissance through the introduction of multiple 
core processors. Traditionally, each processor had a single compute core. Moore’s Law dic-
tated a doubling of transistors every 18 months and as a result of this, it dictated an increase 
in computing power. However, it became evident as the industry entered into the 21st century 
that such an expectation could not be sustained indefinitely. One way to increase computing 
performance was to fabricate two (or dual) cores on each processor. This way every single 
processor computer became an SMP while traditional thin (minimal capability) nodes for a 
cluster went from having two processors (a so-called 2-way node) to four cores (a so-called 
4-way node). Most laptop computers offered for sale in 2006 now have dual-cores and so  
are properly SMP computers. Realistically, with only two cores, efficient parallel program-
ming is not practical due to overhead requirements. Nevertheless, the trend is clear. SMP 
computing is here to stay and will become ubiquitous. Indeed, processors with four cores 
(e.g., quad-core) were released at the end of 2006 to original equipment manufacturers 
(OEMs) and to the public. This means that computers will become 4-way SMP machines 
while thin cluster nodes will become 8-way SMP nodes.

It is therefore important for CEM code developers to become skilled at utilizing the 
dominant parallelization paradigms. It is also important for consumers of either public 
domain or commercial CEM codes to understand the difference between the two types of 
parallel architectures (SMP vs. distributed cluster) and the parallelization techniques used 
by those computer programs. The two dominant parallel programming models in use today 
are OpenMP and MPI. These two protocols are used to instruct the parallel computer on 
how to distribute the workload when more than one thread (akin to a core or processor) 
is being used simultaneously to solve a particular computational challenge. Each of these 
application programming interfaces (API) will be discussed, briefly, in turn. Finally, some 
brief comments on the use of the MATLAB distributed toolbox will be made along with 
the program environment, STAR-P.
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OpenMP

OpenMP is perhaps the simplest way to parallelize a program for use on an SMP computer. 
Recall that an SMP computer has a number of threads within a single image (essentially, 
within a single node). The other major paradigm for parallelization of a program is Message 
Passing Interface (MPI). In MPI, the sending and receiving of data between nodes must be 
explicitly stated, as it is much more complex to implement than OpenMP. However, MPI 
can be used effectively on a cluster system while OpenMP cannot. With the emergence of 
quad-core processors, a four-processor computer has 16 cores and is in reality a 16-way 
system. This is could be the optimal computer for CEM codes utilizing a matrix solver.

There are a large number of OpenMP tutorials on the Internet51–53 and textbooks includ-
ing material on OpenMP.54-56 The examples in these texts are often in C (or C++); however, 
for those who still prefer Fortran, there are a large number of code examples in Fortran 77 
and Fortran 90. These are the predominant languages used for scientific and engineering 
computing.

Parallelization of a program, at the most basic level, requires only a few commands 
describing how to partition the work amongst a number of threads for loop iteration. The 
beginning of a parallel region must be declared as does the end of that parallel region. 
Within the parallel region, loops that the programmer wishes to parallelize are identified 
individually along with some descriptions on how to parallelize the loop. Data within a 
parallel region is either “shared” or “private” with the assumed state varying between 
implementations of OpenMP. Shared data is available to all threads while private data is 
individual to a given thread. It is important to understand how the data is identified, espe-
cially when reduction of data strings occurs (for example, addition of data vectors from 
various threads into a single data vector in the master thread).

In general, users of OpenMP parallelized computer programs need to do little to nothing 
if the program is written in a user-friendly manner. One environment variable that may need 
to be set is the number of available threads. In OpenMP, the command varies a bit based 
on the operating system and, for either Unix or Linux, the shell being used. For example, 
in the Linux bash shell, the command export OMP_NUM_THREADS=# where “#” is the 
number of threads is used. Programs then utilize that environment variable information 
during execution. Typically this number should be set less than or equal to the number of 
available cores.

It is generally best to have a parallel region as large as possible to minimize overhead 
and to provide for the best synchronization of the program threads. This is due to the fact 
that there is an implied barrier as the end of parallel region is reached. What this means 
is that when an end of the parallel region is reached, all threads are synchronized. This 
means that the slowest thread to be executed defines when the program execution outside 
the parallel region can commence. Load balancing then becomes an important consid-
eration for how well the program executes on a parallel machine. In a similar light, use 
of the parallel region construct will generally be favored over loop-level parallelization; 
however, it comes with the cost of greater programming complexity (to ensure that all the 
code in the parallel region is compatible with parallel execution).

MPI

Message Passing Interface (MPI) is the second predominant parallelization paradigm in 
use at the dawn of the 21st century. It has the distinct advantage (compared to OpenMP) 
of being useful on distributed memory computers, commonly referred to as clusters. MPI 
requires considerably more investment by the programmer in terms of effort, since with 
MPI the programmer must tell the program how to share information between nodes 
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(these details are hidden from the user with OpenMP). For example, if a matrix-vector 
product is to be parallelized using MPI, the data for a given worker must be sent by the 
master (including the type of data and number of entries) where the master identifies 
which worker will receive the data. Likewise, the worker must explicitly receive the data 
(knowing the format, data type, and so on), do the work needed, and then send the result-
ing data back to the master. In this case, the master must receive the data knowing which 
worker sent a particular set of data.

MPI is very powerful in that it can be used on both SMP and cluster computers. In 
general, the performance of a parallel program using MPI is greater than that of OpenMP, 
especially in terms of scalability. Loosely speaking, scalability indicates the number of 
threads that can be efficiently used. Many CEM algorithms by their nature do not scale 
beyond 8-16 threads except for some hardware implementations (for example, the dif-
ferences in memory access methods, interconnects, and so on, will impact scalability). 
One reason for this is the large amount of memory required for the method as compared 
to the relatively narrow data pipes between the compute cores and the main memory. 
Note that FD-TD is the CEM method that is well-known to scale beyond 16 threads with 
even moderate levels of parallelization skill. There are many textbooks that discuss MPI 
programming.55,57–58

For the user, the level of effort for running (rather than parallelizing) a program is not 
excessive; however, it is greater than what is needed for OpenMP. Minimally, the program 
must be compiled and linked with a particular implementation of the MPI libraries. These 
libraries are specific to the MPI implementation and to the interconnect fabric. Hence, a 
program linked to the MPI library for Myranet will not operate properly on a cluster that 
uses Infiniband. To run a program that has been parallelized with MPI, rather than running 
the executable code directly as one does with most Unix/Linux programs, the user must 
invoke the MPI execution wrapper. For example, to run the program foo, many MPI imple-
mentations require the following command for execution: mpirun foo. The user needs to 
consult the relevant documentation for both the cluster and the program in order to deter-
mine all the necessary environment variables and execution scripts.

MATLAB and STAR-P

In addition to traditional high-level languages, such as C, C++, and Fortran 90, a new 
type of parallel environment is being distributed and continuously improved. MATLAB, as 
stated previously in this chapter, is widely used in the engineering community. MATLAB 
offers a Distributed Computing Toolbox (see http://www.mathworks.com) that simplifies 
the implementation of MATLAB scripts for parallel execution on cluster computers. The 
user should be cautioned that placing this toolbox on a cluster system is not as straight-
forward as serial toolboxes since the distributed toolbox operation must be compatible with 
the scheduler and operating system implementation. Note that if the program is not com-
piled, execution of large problems will not usually be very efficient due to the interpretive 
nature of the MATLAB programming environment.

STAR-P is another recent product that simplifies the development and utilization of 
parallel programs on distributed computers. STAR-P is used in conjunction with interac-
tive desktop tools, such as MATLAB. It acts as a bridge between MATLAB scripts and a 
cluster (or SMP) computer. So, its function is related to the Distributed Computing Toolbox 
offered by MathWorks. More information concerning STAR-P can be found at: http://www 
.interactivesupercomputing.com. The particular solution for any given application and user 
is dependent on the cluster system implementation. Nevertheless, it is prudent to test par-
ticular applications with the various options such as the Distributed Computing Toolbox, 
STAR-P, or other computing environments before promising results to customers!
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